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EEENEES

FCEE

BIE—MER BB ERKubernetes StorageClass3¥iE R X PVAYIA IR KA M (PV)FI K
AMERFEBPVC), ARG, EAILLEPVESEIPOD,

RN

A "PersigentVolume" (PV)=HEEBIE ffEKubbernetesE&¥ F Al B HNYIIRIFHEER R, "
PersigentVolumeClaim"(PVC)@&1giaKihinEE kA .

FILUEPVCECE NIERGE AR/ NBIFMEEIARIET . @i A KEXRIStorageClass, SEEFEIESIAILUEHIAIRT
RE RN IHER (BN RESAR S5 4R 5!)o

BIEPVHIPVCE. ERILUGEHEEHEIPodH.

THER

PerfsentVolume = {jliE &8

IR FEEXH R T 5StorageClass XEXHY10giFYE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"


https://kubernetes.io/docs/concepts/storage/persistent-volumes/
https://kubernetes.io/docs/concepts/storage/persistent-volumes/
https://kubernetes.io/docs/concepts/storage/persistent-volumes/
https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes

PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. HIxEXZS
REIERT — N EERENRIERZEPVC, ZPVC5 & AIRIStorageClass*Bf basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

K ANVMe/TCPHIPVC
R 2RT 58 8 StorageClass XEXBI A B IREMPEFINVMe/ TCPEYEZPVC protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold



PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
BEARE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage



EZRNVMe/TCPECE

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

SIZEPVHIPVC

HIE
1. BIZEPV,

kubectl create -f pv.yaml

2. BIFPVIRES,

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
Ts

3. BIEPVC,

RECLAIM POLICY

Retain

STATUS

Available

CLAIM



kubectl create -f pvc.yaml
4. IFPVCIRES,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

. BEHHEIPodH,

kubectl create -f pv-pod.yaml

(D oI UER EIE#HE kubectl get pod --watcho

6. WIFERREEHAEL /my/mount /paths

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. 7E. EEILIERPod. PodNAEFBABEFE. BERRE

kubectl delete pod pv-pod

BREFEFRNESMSEHZE LTSI TridenttN{AELE SIS E PersistentVolumeClaim. IS
Dl"Kubernetes 1 Trident 3f&",

BIE

TridentfEKubnetes A F BEISTE R E RN EHATTH B, EIB XY & iSCSI M NFS EFf
ﬁ'ﬁ@ﬂ%ﬁﬁ{m Y]

EFF isCSl &
IERILIER CS| BERRFY R iSCSI AAME (PV) .

(D iISCSIEY B=. . ontap-san-economy solidfire-san RoiiEFE%$F “ontap-san, F
E=HEKubernetes 1.16 X E S hRZS,

% 1. A& StorageClass LI IFET B

YmiEStorageClassTEX UG FERIKE allowvolumeExpansion ' A “trueo
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../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

3 FEBHIStorageClass. BEXNHHFITHRIELE R "allowVolumeExpansion' &%,

% 2. FRELIER StorageClass & PVC
RIBPVCE X HEH LR EER “spec.resources.requests.storage’ A/J\. iZA/NKIAAFERIEAR

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident=BIB—NRKAME(PV)HRES XA EEER(PVC)HEXEX.

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s



% 3% EXEE PVC 1Y POD
BPVIEZEIPODLUAZE AR/, A iISCSI PV K/NEF, BRiER:

* INRPVIEEEE|Pod. MTrident=l BEMEERNE. ENFEKEHEMIEXHRFAKR/]

s ZIRNIARRIEZPVRIA/NEY. Trident2¥ BEMEGIHRNE. & PVC HEE| Pod [, Trident SEFHAHIK
EHIERNXERS AN, SAE, Kubernetes 713 EBIR{ERIIZHREEH PVC X/

FtRfBIR, eI T —1ERBIPOD san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$4x% . EBFPV
ERELIENPVMIGITEEN2GI. 1B4EBPVCE X FHEEH “spec.resources.requests.storage’ /32Gi.



kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.
#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82f2885db671
spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

E55 . Wity &

BRI LUEE M EPVC. PVHITrident&M A/ NSRS BEeGER:



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

fmmmmmmaaaa e fmmmmmaae fommmemeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Tridentz#FXf. ontap-nas-economy. ontap-nas-flexgroup. gcp-cvs' # ‘azure-netapp-
files [GiRBCERMINFS PViHITEY B ontap-naso

%1% BCE StorageClass U ZHEYT B
ZIFENFS PVHK/), EEABEAZTEBIRFRISENREEMEIEEN true AWTET R

"allowVolumeExpansion.

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

NREEENMERALETER IR T FMER. NWRFERRIEBIEFMEEEIA kubectl edit storageclass’ 1
WEY &o



% 2% FREEIER StorageClass tiE PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

TridentfZ A tkPVCEI7E—-~20MiB NFS PV:

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 20Mi

RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

E35 . BHPV

ERFEIERI20MIB PVIAE N 1GIB. 154miEPVCHIZE "spec.resources.requests.storage’ /71GiB:
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

F4F . WitY R

BRI LUEIS M EPVC. PVHITrident&EM A/ NKRIESIFEZR A NESRIER:



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

SANE
eI LERB I A FEES N\ IKubbernetes PV tridentctl importe

iy I pE = 1]
BRI LB ES NE Tridentd, LUE:

R AEFARUHESFRAENGHES
* W— PN AR ERIEENTRE
© BEREAEMENKubrenetesE ¥

* TERMEIRE HRIET S N 2 FF EE

AEEM
SENEZHI. BEEUTEESD,

* TridentREESARW (I£5)EEWONTAPE, DP (#iEFRIP)EENERESnapMirrorBitE. ERES
ATridentZ Bil. NFtHETRERR.

12



* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* B4 "StorageClass AMIEPVC EIERE. BTridenttES NEEIAERILEEE, C/EEHHESEREFEIERE
FESHEM T I TIER, HTEEEE. RS AHEREEEF N, Fit. BMEEUTFSPVCHIE
EMEEEARLRNGERIEH. SABFIEEK.

* WEEXNMEPVCHBEMNIRE, FHREEIEFSANER, RFAFEE PV, HFAHEEBIE— Claims Ref,

° FEPVAR, [EIEBERANIEE N retain. Kubernetes FRINEBE PVC # PV 5, S el ERER LALED
e | e v

° NRFELRMEERESN delete, MMPRPVELERIFRFES.

* FMABRT. TridentBIEPVCHIEGimEMRRAFlexVolFLUN, ERILUEIELL --no-manage "IREUEANIE
TEE., NRMFEH --no-manage, MEMNRNEGEILA, TridentAREXIPVCEPVIRITERMINIERIE,
ERPVE. F2MiFEES. HEEREMERNNEEZESH ML WL,

NREBXN AU TIEAFFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MItLEIEREHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EBEHE. RREEMBRILLIRE,

SNE
&R LAEA “tridentctl import § A\ %,

p

1. BB T RIEPVCHIAAMEER(PVC)XH(HIU pve. yaml)o PVCXHRBHE name. . namespace
accessModes '#l “storageClassNameo fEWALIEPVCENXHIEE unixPermissionso

U B i R AR

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmEkSHHBE, XTELEERLESAGIEN,

2. f§5F “tridentctl import S8 L1EE B EEMN Trident/FIRIV R FRAREEE L —IRREHNBFR({GIE0: ONTAP
FlexVol. Element#. Cloud Volumes Service#&13), '-FIEEPVCXEHMBRREESH,

13



tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl
BEUTESNT. TREXZFNIEHIERF.

ONTAP NASFIONTAP NAS FlexGroup

TridentS2#FF A ontap-nas-flexgroup WETEFSNE ontap-naso

@ * “ontap-nas-economy IRSHFEF /A F N EEqtrees,
* “ontap-nas'# “ontap-nas-flexgroup  IKEHiEF A A IFERMES,

FRRIEFENST N E ontap-nas " #EONTAPEE FM— N rFlexvol, ERARMIEFSEANFlexVolly
‘ontap-nas  LERIEMER. AILUFoNTAPEE FEEFEMNF1exvol S AN “ontap-nas PVCo [A
=N FlexGroup volstBRILAERPVCEAN ontap-nas-flexgroupo

ONTAP NASfl
UTEREEMNIEZEEZNBIRA,

14



REL

UTREIBERBANGEHSANEZ AN ontap nas' % “managed volume:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm - fomm -
fom - o fommm - fommm - +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m————— +

FREE

FEABSHBY --no-manage. TridentF2EHRRE,

LURRBIETE ontap nas GwSE AN “unmanaged volume:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

TridentX2#FE A ontap-san-economy  WEIIEFEANE “ontap-sane

Tridenta] LIS N B &8 NLUNFJONTAP SAN FlexVol, X5IREHFEF—2 ontap-san. ZEXIEFS
JIFlexVolFHEMPVCHILUNBIE— N FlexVol, TridentS A\FlexVol3HEHE5S5PVCE X XxB%,

ONTAP SAN/ I

15



UTEREEMIEREETFNEIRA,

KK

&L
MFZES, Trident=2RiFlexVolEarB A, HIFFlexVolFHILUNE R pvc-<uuid>"/ " 1un0o

UTRAESN ontap-san-managed " fGlim EAFlexvol ° ontap san default:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
FREE

MUTFREIETE ontap _san [GHS AN “unmanaged example volume:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

e L L Fommmmomos Fommmmememesemos
et ettt Fommmmmms Fosommmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +

IR EIELUNBRST R 5Kubornetes T3 s IQNHZIQNBigroups (1A FREBIFATR), MSWEISEIZES: LuN
already mapped to initiator(s) in this group. EEEMIFFENIEFECEMEILUNA BES
%o

16



Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Tridentz 33 {E IR EHF2F S ANetApp Elementii{4F1INetApp HCI# solidfire-sano

@ Element B2 FIFEENERIT, BRE. MRFEEENEZM. TridentihiR[EFHIR, EH
IRESRRRER. 2T, RUE—HNEZMHAFATENE,.

v Ll
UTTRAEERIKS N element-managed & “element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

- e fom e
fomm - o fomm - fommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fom— fom e
fom— - o fom - Fom——————— +
| pvc-970celca-2096-4ecd-8545-ac7/edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
o fom—————— Fom e

fom - o fom— - fommm————— +

Google Cloud Platform
TridentXx FFEAIRHIERFSANE gecp-cvso

E7EGoogle=FAH S ANetApp Cloud Volumes Servicez iM%, BEIRERRBTIZE, HK
() ERENSBEENEZENNS /. M, MRSHEEN 10.0.0.1: /adroit-jolly-
swift, MEKFEN adroit-jolly-swifte

Google Cloud Platform::f!
UTFREAEERHSAN gecp-cvs " BERIENM “adroit-jolly-swift'#& “gcpcvs YEpPpro

17



tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

TridentSz F{EAIKCITEF SNE azure-netapp-fileso

@ EF NAzure NetApp FilesE. BREGRERTEZE. BHREEENSHEBRPEZENES
/o f5ISN, WNIRIFEFERIFN 10.0.0.2:/importvoll, MBEFEN importvoll,

Azure NetApp Files = fjl

UTRAEERHRS N azure-netapp-files HBEEFENN importvoll &
‘azurenetappfiles 40517,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

e atet e et Fomcmmemememonos
Fommemmomo= B e Fommeomoe oo +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e et oo e e
Fommmmmmm== e mes e s s s s s s ee s Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

e ELEEtatattat bt o= o=
Fommmomomme Fommomemeressmsreerenessosoeseoomomoms Fomomomme e +

BEXER MRS

fEMATrident. ERILIARIBHNEDELE BXHNBMANTE . XEHFEIRFIEHEMMIG
HIRGE| H & BRIKubnetesIRIR(PVC), XA LI EmAHNEX B TFEIZBEXEZM
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MBEXIFEZER; @2, SANRENEAEEHRERXERR.

Fiazal
] EEX BB AR ST

1. BElE. SAMTEEEE,
2. MNRFEMBIZONTA-NASEFRIRENTERF. MR Bgtree BHIR FRTTF & LR FRIRIR
3. MNRFEFARIFONONTAP SANLZFFIRIKENIZR. W RBLUNBTRRT & IR FRER,

BRI

1. I EEXWE RS ONTAPA S B R NIZFRE
2. AIEEXBERTFERTRES.
AT EENXERZMBIREITH

1. MNRABRIRFRNEELRMSBEY. WEHEEEEK. B2, NRERMAEFRK. WSREDR
BaRYENEHITHR.

2. g%ﬁ%}ﬁﬁﬁ”ﬁﬁﬂﬁﬂFE’J%Wﬁ*&%ﬁgﬁs NEFEMR N ER. ERPFFENRREE R UEZRNNEIER

AR BMRIRATS BV 5 imbc B
B IAFEARAD/ SR B X B RE B HR AR o

MR
{
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

}r
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}

}
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puE Sl Nl

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"useREST": true,
"storage": [
{
"labels":{"labelname":"labell", "name": "{{ .volume.Name }}"},
"defaults":
{
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster

}Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by

"labels":{"cluster":"label2", "name": "{{ .volume.Name }}"},
"defaults":
{

"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster

1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

GEEY L]

w5

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} {{
.config.BackendName }}"

wf52:

"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{

slice .volume.RequestName 1 5 }}""
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FEEERNER
L WHFEEA. REUNEEARHERINIFER, AREMITE. Fla:

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"} Vo
WNFREESAN. BENERGIHRE X PIRENE X Z IR,

Trident R 2 AT B TR IERTERY 79 KR (ERTo

MR XEBIRAZERE—NEBIR. WTridentFEHIIN—LEFEN F R REIEE—NE R,

INRNASEFFREMN B EX BIFKEBI641MFAF. WTridentiFRIBEM B BZLENER. WTAEH
ftONTAPIRZNAZ 7. WIRERIEI ARG NELIBRIER/RM,

i R =TE|Z B EENFSE
EHTrident. EEILUETHETADRE. HE— I REP - BHETEhEZZE,

a > W DN

i@Id TridentvolumeReference CR. R LATE— 1 8¢ % "Kubernetes & 8] Z [B] 2 £ i1 = ReadwriteMany
(rwx) NFS#, IttKubernetesZstlfi#iR AR A LUUTHE:

* LB ZNRAIBIGRIIEFIRBRE M
s EATFFRB Trident NFSHIRGHIZEFE
* FK# T tridentcti SR E A IEAHIKubernetesIHEE

HE R R T MW N Kubernetests & Fia) Z [BJBINFSEHLE,
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K ---------------- s Primary PV Secondary PV y
& ,

________________________

namespace

TVol €—p» TVol

e —————

1
1
]
1
1
primary secondary |
1
:
1
1

.......................

TridentVolumeReference

O [
H

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

RFNANTERIANENFSEHE,

FCERPVCULES
RN R AR R T RIRPVCHRIHERIAR,

9 BFEBirmE =i el ECRAVINIR
EREERAMBEINH AT RINFAE &R T TridentVolumeReference CRAVIN R,

e EBirm R TiEFeETrident® 5|
BixenE Tl A & 6 TridentVolumeReference CRLLS|FEJEPVC,

e EBirmRATEReIEMNEPVC
Birtn 2 TEIMFRrEE I MEPVCLUERIRPVCHBEEETR,

FERMBiran R =iE

NTHRREZ2E. BaRTEHERFERGBTEMEE. EHEERNBTGRTEMEENNENRE. &
N RESIEERP A @,o
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TR

1. Sourcedp & X jalowner:(pvcl  {EIRED

PR (*namespace2), shareToNamespace

kind: PersistentVolumeClaim

apiVersion: vl

metadata:

name:

pvcl

namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace:

spec:

accessModes:

- ReadWriteMany

storageClassName: trident-csi

resources:

requests:

storage: 100Gi

Tridenti& 8PV R EFiENFSTFiES,

®

2 EHEER RIEBEENXAEHMITkubeconfig. LUEFERGRTEIMEEEBIrGETEH e

o

o

o

A ERES S RIIRIEPVCHEAZ MR =E, i,

trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced,

ERILUEREZEIFE » B Flin.

‘trident.netapp.io/shareToNamespace: *

& el U FERS B HPVCLLEL S “shareToNamespace 15:Es

#ETridentVolumeReference CREJIX R,

3. *Birss R TRIFIEE MEBiran & =EP LI 5| AR & = ERtrident® 51FHCR pvclo

apiVersion: trident.netapp.io/vl

kind: TridentVolumeReference

metadata:

name: my-first-tvr

namespace: namespace2

spec:

pvcName:

pvcl

pvcNamespace: namespacel

TalglErve, ZpPvcAFIRF5Eirt R TEIEZRIN

namespace?2

4. Destinationdp & = [Elowner:(pvc?2 " TEE R A TEIHFEIEPVC (namespace2)BH “shareFromPVC 157E

FEREIRPVCo
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKINFREFEPVC,

“

Trident=332EX “shareFromPVC' B#rPVC_ERVRE. FHIGEIRPVEIENE B B KB IERIRPVIEIER RN F
. RREZERPVEFERIR. BIRPVCHIPVETRNIEESE,

BEHZES

ERILIMERE Z N e 2 T RIHZRE, TridentiE R3S Ran % =ia] EBVERIIHRIR. HREBHZZENE M
2=iERIHRNIR. MIBRS|IBERPIERIF=ZEIE. TridentHilFR1ZE,

ﬂ

‘tridentctl get BT EFE
e LUfEA[tridentct]l  EAEFIBIT get LUK FE. BXIEFMEE. ESRFEE. Trident

tridentctl.html[ tridentctl commands and options ]

Usage:
tridentctl get [option]
flags

* *-h, --help:. &,
* —-parentOfSubordinate string. EFEERFIAMBERESE

* ——subordinateOf string. BEHERGINENFE,

BRI
* TridentTAELIE BB MTBEAEZES, ENERAXANESEMHIZR EBEHZERIE,
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* EARBEBIMIPREY shareFromNamespace  FrESMIBRCRIEREE X IEPVCHY
‘TridentVolumeReference 8] ‘shareToNamespace., ZUHIAIE. IR MEPVC,

* BATEMEE LITIRE. FRENHE.
THREZER
ETRAXESRTEASHAMREE. BERITUTERIE:

* FifE, "ERRATEIZEHES. WEmETEEIHRSHello"
* ME_LRET "NetAppTV's

{EASnapMirrorE %

Trident>x FE— M EEF LRVRESNEEEF LNEREZEEIRERXR. UEHRMEMR
EEFEE. EALUEREARIANEEXFIRE X (CRD)HITLU T EE:

* EEZEIEIEFEERXR(PVC)

* BFFREZERREX R

* FRETRRR AR

* ERMEER TRA ZRE(IEH5)

© EEBZIENIT AR TR E (TR I SRR S ST )

SEhlER M
FraZ A, EHRBERU TR 4

ONTAP &3
* Kubernet: {EFONTAPYENEIRHYEF B IR TridentSE B LA TZ1E TridenthZ522. 105 BB = iR Aso

* FEIIE: IR EARONTAPEREE L B BE A IR RIFPEAIONTAP SnapMirrorF & 1F a1, BXIFHIE
B. EZBN "ONTAP FEySnapMirroriF rI #EiR" o

F
* SEEFAISVM: ONTAPEERIRUITIZIINEFRS. BXRIFMER. BB "8 SVM WEFIR" .

() ®EB 1 ONTAPEE 2 BB 1% AR ERSVMEIRER—H.

* * TridentfISVM*: WEIRFESVMA A BARERE LAY TridentfEH.

SRR
* ONTAP -NASHIONTAP SANIRGIfEFE ZiFEE 4,

BIZEREPVC
RELUT I RAEACRDRAIEEEM —LEZEIRIERBRXR,
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LI
1. #£EKubbernetes&E& FHITUTHE:

a. fEES#tlEStorageClassitR trident.netapp.io/replication:

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication:

b. A HIBIEM StorageClassBIZEPVC,
Al

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

C. ERAMEREIERHEXIACR,
Tl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
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Trident=REVERNEMS S AR EN L RIBIERIP(OP)YRES. ARERFEXRIRSFE.

d. $XBEXTridentMirorRelationship CRIAFKEXPVCHIAERZFRFISVM,

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b31l3clel”
localPVCName: csi-nas
observedGeneration: 1

2. ¥ Z#HKubbernetesSE 8 FHRITUTHE:
a. {§Mtrident.netapp.io/replication: true2# 8l StorageClass.

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. £ BFHIR{E S R REKRCR,
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Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

TridentiS 58 A AL B AV X 2 SR BE 2 R (BLONTAPRYERIA SRR ) B SnapMirror sk R H X E 1 T#I18 1L,
C. TRt StorageClassBlIEE—1PVCLLAEZ4k(SnapMirrorB1x).

Nl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Tridenti$t0 & BB 1E1E TridentMirorRelationship CRD. IR XRZARTEE. WL ECIESE, MNREFEL
XF. Tridenti&fAfRIGHFlexVol volume BRI S5 H B X R EXIZIESVMEIL I E X RZRHISVM L,

EEFHIIRS
ZRIRBERAR(TCR)Z—MCRD. RRPVCZEERIXHZN—IK. BIFTXR EEREE—TRE. REEE
M TridentFrBEVRTS. BRTX R BEESFMABLUTRE:
* BRI SHPVCEREXRZANBING. X2—THXRo
* 'F: AMPVCHIREHEER. HAREIERNBRNEERXR.
* BRI FSHPVCERBRANERS. URIHATIZREXAT.
c IRBMEBESFEEIXR. ANERBZERENRNE. WS EREMEILARS.
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* MREZAREGFRIUXRZR. NWERRLARTRBRK,

EitRIINA PR 5 HARITE FH 4 BNPVC
£ —KKubbernetes&EEf FMITUU T L B :

* ¥ TridentMirorRelationshipfy_spec.state F EEEHZ| promoteds,

I RIS R B iR TR BIPVC
e RIS G HRiE. AT TS BRIUEA —RKPVC:

T
1. f£EKubbernetesfE8f L. BIEPVCHIRIR. HEFCIRIRE,
2. f£EKubnetes®EEf F. BlI7Snapshotinfo CRUFKEXAERIFAAE B

Nl

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas—-snapshot

3. E”KKubernetes®EEf . 3§ TridentMirorRelationship_ CRHY_spec.state F EXE# /9 _promoted_
#_spec.promotedSnapshotHandle_. LARIIREBAI AR EZRRE FRo

4. TEZ4kKubernetes®8% E. MiATridentii g X RAVIKZS (stats.state FER) N EIRF
AR ERRERXR
ERRRGRZZA. FEFEERERNEERA—iR.

TE
1. EZKKubernetes®E8¥ . HREEFH TundentMirorRelationship LAY _spic.netVolumeHandle FE&HI(ES
2. TEZ”4KkKubernetes&Ef I, i Tridenti{& X HHY_spec.mirector FEXFHE reestablishedo

HARF
TridentSZ #:53t EHM R EHITUTIRIE:

R EPVCEHIZIFAI—LKPVC
HHREEE—1EPVCH—MNREPVC,

p
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1. MEBEIH— (B 1R EE T MIRPerbestentVolumeClaim# TridentMirorRelationship CRD,
2. \E(CR)EE T MR TridentMirorRelationship CRDo

3. EE(RVER L AEEIINFH K (BHF) PVCRIZH M TridentMirorRelationship CRD,
HEHEKR. TPVCH_HKPVCHIKR/N
AUIERREEPVCHA/N. WRHIBEBIHFIA/I)\. ONTAPE Bl BEAEfRflevxvols

MPVCHHIBRE
EFRE R ENHEI ZRERITUATREZ—:
* MFRREPVC ERVRE R R, IHRIPEHBIERIX R,
* HE. Fspec.stateFEEEHF_promoted_,
HIFEPVC (ZRTEHEK)
Trident2 N ERBEFEEHINPVC. HEZHMIRE Z sIBRHRERIX R,

RIBRTTr

MBRIEG X R—IE T, X RESERISNTH ERETrident7e i MIER Z BB Z] promoted RZS. SNERIERM
BRESTMirrorE 80 F_Promved RS, WAEFEEMBRGXR. B TMirrorB#MIBR. Trident=384s3tiPVCIEF+
H_ReadWrite, IEHBRI2IEISFEMONTAPHZSH#ERISnapMirrorTo iR, MR HIGKEFHFGXRPERA.

NECEFBGRXAN. EXAERER rei&i EEFHIIRSHIFITMirror,

TEONTAPEXHBS EFIRE X &

BIREGXARGR. IR EITXLYEXR, SR LIER state: promoted B state: reestablished F
BE#MXR. BEENESRANENIReadWrite B, AJLUER_promotedSnapshotHandle_15E E# Hai &R R
RS EIRER,

TEONTAPRANBY EFIRE K F

EA] LU EEFCRD#ITSnapMirrorE#. ML HE TridentE1EEIZEIONTAPEEE, 2R L T TridentActionii & &
FRORGIAE T :

Nl

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-b
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-b

status.state RBRTridentAction & EFHCRDAVIRES., ERILIM_suced_. _in Progress _3§,_failedR3REX
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{8,

f£F3 CSI #hFh

TridentA] LUBID A IEF M GRS I HiEZEIKubbernetes S BRI /= "CSI FAFM7

ab
Hb"o

RN

£ CSI #hFMIIRE, AILURIERISA A B XIER BRI RIREIA— DT R, WS, EETRMH,

Kubernetes BIZSIA] IAERET P KM T R WRAIUIF— M KERNRETRERKES, Bl uFAE

Rz, HTEFESKIAENHRH TIERREES. TidentEACSHE,
TR %CSHRINNREN B S5 "Ik,

Kubernetes 1t 7 FifHME—RIEH TR

* BE&EN Immediate BY, Tridentflli#E&ERY “VolumeBindingMode REBEFAIFRINZENTNEE, BIE
pve NSMBEHENSEE. XEEIAMEE "VolumeBindingMode. E&&AabIEFIAFMNERIBIE

B BIEBKAMER. FRRHMT AL IBERIIPODIITRIER,

* ¥ E N "WaitForFirstConsumer B, APVCEIZEFHE KA M ERIRIERFIERR R FEIZEFEAPVC

HIPodBY “VolumeBindingMode' i#1T, iXH, BHMAIRIERINERIEHISHEHII LRI OV,
(D WaitForFirstConsumer SRR A REIEIMTE. WHHRETIRIF CSI FHH IR,

BREENAR
E{EM CSI 1hth, EFEREUTHMH:

* IBITHIKubFH MEEEE" S 1FHKuberneteshii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el11e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

s RPN RN EB R 5| NIRFNERANBIHRZ (topology . kubernetes.io/region

‘topology.kubernetes.io/zone)o TERETridentZFi, XS W HIMERBEFPITR L, U

{ETridentBEIZIRBIFETM,
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

1% IZARAINIGIR

TridentfFfE G iR el UGt ARIEA AN XIGEEMEE S, S RRETUEE— A%
supportedTopologies R, ZRARZTIZIFMN O XMXIFFIR, FFERIFIHR StorageClasses , FE
EZRTHEFXIE / KPR BRREFIERE, F26ES.

THE—MEHREXRH:
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

‘supportedTopologies' FIF RS MNEHNEEANKIIR, KEKEMSRRTAL
() StorageClass IRMAIFETIR, HF S EMHIRIIEHKIEHSKOStorageClasses
« Trident2fE/GintIE—1TE,

& AT LATE X “supportedTopologies & MNME#EM. 1S WL TRA:



version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

FIREIF region. F zone IFERREMEMIIUE. topology.kubernetes.io/region
“topology.kubernetes.io/zone $& E 1 & A FE KR,

F 2% EXANRRIFRFIMY StorageClasses

RIBREEE T RIRMHERVRIMEZE, PILUE StorageClasses EX NEEHIMER. XRHERE PVC IEK
B RETFEM, LUKRAIER Trident EEEMERNT R F&o

IBSRLLTRG:
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:

name: netapp-san-us-eastl

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:

- matchLabelExpressions:

- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b

- key: topology.kubernetes.io/region
values:
- us-eastl

parameters:

fsType: "ext4d"

7£ biRStorageClassEXH, volumeBindingMode ' ¥§I&EN "WaitForFirstConsumer, {ELLTFEIH

153KEY PVC 7£ Pod 5| ZEIASHITI®E(E, # allowedTopologies T EFEANS XX
18, StorageClass® ‘netapp-san-us-eastl T LEREXMEIREIZEPVC “san-backend-us-

eastlo

% 3% CIEFMER PVC

BlI#2 StorageClass FHIFHMRE R [FiR/E, EIMERILUEIE PVC .,

BB LT RA spec:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERALEREBIE PVC BSHUUTER:
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B{E Trident IR EHFHLE
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EI PVC , I57E Pod HfER PVC o BT RA:



apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

IttpodSpectgRKubornetesTE X3 AT L _E1TXIPOD us-eastl. HFME us-eastl-b KFHMERT R
FRI#1TIEE us-eastl-ao

UG il ok
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BEHEwRUEE supportedTopologies

AUEHEENEIRUEIESFR tridentetl backend update ¥R “supportedTopologiess XAR
wMEERENSE, HFENATEEMN PVC,

THREZER

 EEEBOAR
R

 RBRIERIR B
* REAARY

E A IRE

ﬁi%( Vs)MIKubbernetes& RERSZ FrEIBY E] R EIA, &R LLAER TridenttliZEVE L)
IR, SNTETridentIMEFCIZERYIRIR. MILERIBOIZEFE UM MIREIRE HEH3E.

:i
r

-0y

R

. ontap-nas-flexgroup. ontap-san. . ontap-san-economy X#F&IRER “ontap-nas
solidfire-san ‘gcp-cvs #l “azure-netapp-files IREHFERFo

FriaZ i
EEARRB. & Jﬁﬂﬁ%ﬁﬂﬁ%ﬁ”h%ﬁ%ﬂEEXA/ JBTE X (CRD), XEKubernetesitedmHHZER (5190
: Kubeadm. GKE. OpenShift)#JE035,

INRIEHIKubnetes 3 A N ELIFIRIRIZHIZEMCRD, HSH[HZESIRIEEHZE].

@ NREGKEMZEREZIRFEIRE. B77CIZREBIEHIZE. CGKE-ERARNERIRREIRREH2E.

BIZERER
p
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1. 83 volumeSnapshotClass. BXIFA
° “driver $g@ Trident CSIIXENIER.

-

&

&, 8, "VolumeSnapshotClass"

° deletionPolicy RILAE ‘Delete T ‘Retain. WIRIZE N Retain, MIEMEMIFRIR, FhE&E
B FMREYIBIREBH SR volumeSnapshoto

Nl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl

kind: VolumeSnapshotClass
metadata:
name: csi-snapclass

driver: csi.trident.netapp.io

deletionPolicy: Delete

2. BIEIMEPVCHITREE,
i
o R ENG I BINEPVCHIRER,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl

kind: VolumeSnapshot
metadata:

name: pvcl-snap
spec:

volumeSnapshotClassName:

source:

csi-snapclass

persistentVolumeClaimName: pvcl

° LUIFRANEARABPVCRIZEIRENER, HEMRE pvcl WRTTKEN "pvcl-snap. BRERE

FPVC. HERREFRREBIIRIEXEL volumeSnapshotContento

kubectl create -f snap.yaml

volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s
o MRAT LB X B IREE X RIFITHIARKIBE VolumeSnapshotContent “IZM&R “pvcl-snapo

A

*Snapshot Content Name #RiRi2 It RIBAY#E SnapshotContentXf %, "Ready To Use &R R IRIER

AT eIZHHPVC,
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kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi
MEIREREIZPVC

EOILUEH datasource BIEERR NEAIBRNERRIPVC <pvc-name>, Bl PVC 5, FILUEE
FA0E Pod £, HGEEREMEM PVC —H{ER.

(D PVCRESREER—EmEE. F5R MIRENE: TatEREREZEMK=IHEPVC Snapshot
BIEPVC",

IR R ERENEIRIREIEPVC pvcl-snapo
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SNEIREE

Tridentsz 813 "Kubbernetes AL & R ERIS 2", EBHEIER I LEIE VolumeSnapshotContent' ST RHF AN
fETridentsMERBIEZRYIRER,

Feazai
TridentAZN B QIR ENIRBHRE,

PSIE
1. *EHEIER: “BIE VolumeSnapshotContent 5| FI/GIRIRBRIM R, XIFIE TridentH B EHIRE T 7,

o IEHRERIRIRBAIZIFIEE annotations A “trident.netapp.io/internalSnapshotName:

<"backend-snapshot-name">,

° EH$ETE <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>, X

SRR snapshotHandle” SMNERIREBFEF M TridentigHME—EE, ListSnapshots
@ "<volumeSnapshotContentName>'E FCRa ZPRHI. REEIBER S GimRERE FRITAD,

ANl
U TFREEFECIZE— VolumeSnapshotContent 5| AfGiRSnapshot IFR " snap-01o
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£71223b5-23b9-4235-bbfe-e269%9ac7b84b0/import-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. *Cluster admin:*8lI3Z5| AR M VolumeSnapshot 'CR “VolumeSnapshotContento UARIERFIERIA
BIATEL E A TIEIFER volumeSnapshoto

AN
UTFREECIZE—D volumeSnapshot * B ABICR, ZCREIBAEAN “import-snap B9

"VolumeSnapshotContent import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3. *NERNIR( T FEHRITEMIRIE): *IMNEPIRIBIERFIRFIFTEIZEAY VolumeSnapshotContent * FiBfT
‘ListSnapshots M. Trident¥tl#E TridentSnapshoto

o HNERIREBIZEFIFIRE N, ¥ VolumeSnapshot "I&& “VolumeSnapshotContent A
"readyToUse trueo

° TridentiR[E] readyToUse=trueo

4. *any user*8l## PersistentVolumeClaim  5|BHHIN *vVolumeSnapshot, HH
spec.dataSource(8 spec.dataSourceRef)®&E VolumeSnapshot & #F,
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BNl
UTFRGIBECIZE—NSIFER A import-snap BIAIPVC “VolumeSnapshoto

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fERRIRIME ELIE

HINBER T, REEFATFREURS. UERAEEMBEREIFERM ontap-nas-econony " RENIEFEENE

‘ontap-nas. /BF ".snapshot' B RUUEEZMMIRERE IR,

fEEAvolume Snapshot restore ONTAP#ER 1T RERE LR E A HiRIR I RERE.

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

()  i&mSnapshotBlAs, MEEREBHEE. SIESnapshotBIAEHEHIBFHIERBE SR,

NIREBRILERE

TridentA] £ (TSR) CRMREBRIRR R (LA IRE TridentActionSnapshotRestoreo LECREEE
Kubbernetesi#fE. TRIETEHEFASIHFARE

Trident2#F7f ontap-san. « ontap-san-economy ontap-nas. ontap-nas-flexgroup azure-
netapp-files. . gcp-cvs google-cloud-netapp-volumes'# “solidfire-san IRGHFZF

Faz Al
AR ABYERNPVCHI A AREIRE,

* WIEPVCIRSEEEHE.
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kubectl get pvc

* BMINERIBEEEME. A LUERA,

kubectl get vs

T
1. 8 TSR CR, LtRHIEAPVCHIBIREEGIZECR pvel pvel-snapshots

() TSR CRAFHIFPVCHIVSHIERISE ZiaHR,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

1. ACRUMIRIRZER, B MSnapshottiE pvelo

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

7

Tridenti§ MIRBRIEREUE, @R AFLIEIRIBE RS,
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kubectl get tasr -o yaml

apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:34z2"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion:

* EAZHIBERT. NREBIHE. TridentFaEIEIRIIZE, BEEHERMITIHIZE,
@ * KRB EERAIGIRNEAIKubbernetes B P RIBEA TR IS B IR R THINIR. A eEENBER

& AR TSR CR,
HFR AR REXIRIREIPV
IR EA XEXIREREGK A M EES, ABRE) Trident HFEHH * MR " RS, MIREREBLUMIRTrident,

HpE B IRIRIE TR
INREHIKubernetes s KAR T B IREGIEHIZBAICRD. MR UL FFAIR#HTHIE,

p
1. B EIRRCRD,
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. IERRARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MNBENE. FTH deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml’ H &
¥ “namespace #p & =8,

EESHEEES
- R

* "VolumeSnapshotClass"
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