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FCE Azure NetApp Files f5if

&0 LU Azure NetApp FilesBEE & A TridentdV 5k, f&1] LU Azure NetApp Files/5ifmi&E
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Azure NetApp FilesIREHIZFi¥4AE 2

Tridenti2f 7 LA FAzure NetApp FilesTFEIREIIER RS EBHHITIBE. FNIHRIERNEE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXshiZF Y EIR S FFHIGIRIET ZRHNXHRSR
azure-netapp-files NFSSMB H#Z&RS: Rwo. ROX. rwx. RWO nfs. smb
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* LT Trident, EFEIFEEIETE "Azure" B “cloudProvidero

Trident iIZE 7T

EEATridentiIZ BT L3ETrident, 154W4E tridentorchestrator cr.yaml BUFIZE
‘cloudProvider /A “"Azure". l%0:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Zfe

UTRAERIFIEE SR TridenttE L% cloudProvider " Elazure “$CP:

helm install trident trident-operator-100.2410.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code></code>

U TR L ETridentHEIREIRE cloudProvider ' A “Azure:

tridentctl install --cloud-provider="Azure" -n trident
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MAzure 18,
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Trident & T

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE
‘cloudIdentity ' ®E ‘cloudProvider '/ “"Azure"
azure.workload.identity/client-id: XXXXXXXX—XKXKXX—XXXKX—XXKXXK=XXXKXXXKXXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
*cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-—

KXXX—XXXKX—XXXXXXKXKXXXX " *

Zfe
ERUTIREEIRE  RIRMHIZRF (CP) " &7 (Cl) tr&RIE:
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

U TFRANERETridentHERIFELE
SCI'I®E “cloudIdentity:

BZE cloudProvider MAzure “$cp. HERMNIRTE

helm install trident trident-operator-100.2410.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code></code>
FRAUTIMETERE TIREER M S ITERE:
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. # cloud-identity $CI:

tridentctl install --cloud-provider=$CP --cloud-identity="S$CI" -n
trident
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write"

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],
"notDataActions": []

s EHEIE—N "EIRFM"BIAzure location, ETrident 22.01#2. ‘location' & 2EiIRECE TR
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‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXXXKXKXXXXo
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* BAc&Active DirectoryFiZE1%ZIAzure NetApp Files, 1EEIH "Microsoft: BIEFIEIEAzure NetApp Files
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* B/O—1EE&Active DirectoryEHERITridentZ$A. LA{EAzure NetApp FilesB] LAActive Directoryi#17 & 17
I, HERE A smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEE AWindowsARSFHICSILIE, ERCE csi-proxy, 1BER"GitHub: CSHUIE"S 7 #27EWindows EiEfT
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Azure NetApp Files [Gimfc & EIAR G
T ##E&E FAzure NetApp FilesBINFSHISMB/EImEL B ixEINH EEEE R o

[5 i HC B 1T

Tridenta] (FREHNEIHELE (FMW. EIUME. IRSEFIFME)EBERMUETRNAE M EEIEAzure NetApp
Files®. H51ARBVARSHHFFRIILAD,

(D TidentREEF QoS R

Azure NetApp Files/Gimig i 7 X LA & LI,

28 AR EI9IN
version IREE N 1
storageDriverName FER IR Z FR "Azure-netapp-files"
backendName BE X A FiEE T IXCHAZFFRAR + " + FENLFRF
subscriptionID TEAKSEE F B RIEEMRIR
BY. AzureiTRAHIITIRIDA ATE,
tenantID EAKSEE HERES IS
28, NEBRERFMTEEFEFIDA
A%,
clientID EAKSEE HERIEES =S
283, NAEREMFPEFIHID
Jm]isk,
clientSecret FAKSEE HEARES DI =S
. NARERIMPHNER RS
$AR] %,
servicelevel Premium '8 ‘Ultra Z— " ([EHL)
“Standard
location EREHPCIEENAzure I BRI
MMEAKSER FEAREINREN A
A%,
resourceGroups BFRmEEAMBARIZRATIR " (IiHikss)
netappAccounts BFiHiEE &AMZ RN NetApp kP "[" (FTiHikss)
SIS
capacityPools BFmEE AR RENEEMTFR "I" (%ﬁﬁlﬁg‘g; FEA)
virtualNetwork BETIRF WA EIALE R B FR "
subnet ZIRABIF MBI RFR "

Microsoft.Netapp/volumes



networkFeatures

nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

supportedTopologies

®

PREMRMZ R

Pl

—NEN—2HVNetThEE, AILIE
Basic B{ ‘Standard. MISINEE
HIFEPFAEHXE AT, AJEESH
EITRYERE. REE
“networkFeatures™ >k /3 A LLL THRERY
BYjal. M&=SHREREEXM.

FEIT S NFS #£5%£D, SMBEE
2B, BEANFS 4.1EHE. 1B57E
ESOMREHENTIRTES
‘nfsvers=4" LUEIENFS v4.1, 7Zf#
KEXPIGBENEHIENSBEG
ImBCE A% B AR IR,

MBERHOBEANBLILE, WE
B

HIEHRN EFERARINS. B T
M, \{"api": false,

"method": true,

"discovery": true}. PFRIEMEIE
EHITHIEHRRH S EFANEE
aE, TNIFMERILLINEE,

FEENFSTSMBERIIE, EIN A
nfs. ‘smb ZHnulle FRIAERT.
BB NEEBNFSEHEIEBERNT,

ISR I XIRA X 5
To BXRIFMER, BEBR EH
CSI R,

EININ

"nfsvers=3"

(BRIAIEIR S SR HISEHE)

nfs

BXMBINEEMIFMAE R, BB BB Azure NetApp Files HHIMLZINEE"S

YR EPVCHULE]"No Capacity Pools"(KikEI A E )R,
MERFM. BHME. BEM). NEEATIER. TridentiFiERELEEHIN LMBAzUre TR, WIFRH

[EEERESNAE,

‘netappAccounts’ ~capacityPools’

N &8N AR M P e B KEXBYFRFRANR

‘virtualNetwork ' " subnet BIE

‘resourceGroups A UMERERMHTERERTRIEE. EAZHIBFRT. BEATERESR

MR EAERIRAUS 21 ERFIRILE,

‘resourceGroups’ ‘netappAccounts

‘capacityPools {HEMER, ATRAINRFEERSNILEFERRAIANZRSE, HEATUE

EHEHITUEE. TEMREBZTRALUTHI:
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BN B

Resource group < &EA >

NetApp 1K < &iR4H >/< NetApp TP >

AEM < RIRL >/< NetApp K >/< B2t >
REPAPILS < HIRA >/< EINML >

FK < FRA >/< BINLE >/< FK >
HicE

TR LOB S fEEC B XX RYASRER 0 RIEE LU FIETRIZHIZOAE R E. AXIFAER. BEN [RHIRE] .

28 iER BRIA

exportRule HENSHIN, "0.0.0.0/0
“exportRule’ 712 IPv4itits§ IPv4
FRPERAEHNES HIRYIREE
FACIDRET %) SMBEDZEK,

snapshotDir =%l .snapshot B R897] 4 FHFNFSv4. A"TRUE"; XF
FNFSv3. f"false"
size HERFRIAKN "100 52 "
unixPermissions MEBUNIXRPR@4D/ GEFIEE) "™ (FusIheE, FEEITEPTIN
- SMB&EEZE, HEZH8)
THIERE

UTRBERTRAZSHRSHRRBNMAENESELE, XREXEHNRE R E.



RIREE

XEENNRIEGIREE. EALKER. Tridenta2 RINEFAECE I BZIKZ5Azure NetApp FileshIFf
BNetApptk . FEMFMFMN. HIENIFHEREEEP— MM FMN L, BHF nasType BT Elik
= nfs NARIARE. FHFEANFSERE,

HIENIRIFFaEAAzure NetApp FilesH X FELIR(ERY. HECERIEBAILRE. BEfF L. EREZENRE
BERSIRMHEMIMIERE SR E.

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

AKSHIZE &%

10

WEIREEESE M subscriptionID. tenantID. clientID'# ‘clientSecret, BN EFERAS
EHDEERIERT,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus—-anf-subnet



ERATFAKSH=H17

HWEIRILESEM tenantID. clientID ' #M ‘clientSecret, EiEFERSINMRESZERIEN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus-anf-subnet

location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

ERREMRERIISERSASEE

WEIREEES B ERETAzuredy castus BEMH “Ultrao Trident2 Bai&IIZ{IEZEIKZAAzure
NetApp FilesBFrEFW. HEENEEP— I FWEHE— 1 FHE.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



SRECE

12

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'



REPVHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE
Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



XFRINCE

Tridenta] LURIEX I af BIEXIF N TES HEC B, “supportedTopologies' It/SIREC & FHAYIR ATt
FMRRAXKIFEMDXTIR, HAEENXIGH S XEXNSE M KubnetesEEEE T = LR HRIX G153
XMELA, XEXIFMNSXKRIEFERPIRENAFETIR. N TFEEEHRRENE S XIGM X
FiEZR. Trident2E ERKIFHXIF RS, EXFMEE, BB FEH CSI A,

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eebobct

clientID: dd043f63-bf8e-fake-8076-8de91le5713aa

clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

TFHEERTE X

LUF “StorageClass' & X i# K _E iR 7z fi#h,

FERFERRREIENX parameter.selector

. parameter.selector EAIUABTATFREESNEIMMIERE StorageClass, BREIETEMA

XENFHo
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

SMBEHIRGIENX

1R

f£F nasType. node-stage-secret-name ] ‘node-stage-secret-namespace, &ZRJLIIEESMB
HHIRMHFTEM Active DirectoryEHE,



iR E EHEAEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

@ ‘nasType: smb' &z FSMBHRIMAYFiERS. “nasType: nfs'3¢ "nasType: null fHi&2s.

16



ellfEeI =iy
IZEREEX R, BITUTH<:

tridentctl create backend -f <backend-file>

NREHEVERY, WEKEELREH, ERILUSTUTHRLSKEEASUBELRERE:

tridentctl logs
MEHEEREXHPNEES, T UBRIET create a3<

Google Cloud NetApp&

Ao EGoogle Cloud NetApp&/5iH

WM7E. ErI A Google Cloud NetAppEEL & A TridentByf5iH. &R LAEHGoogle Cloud
NetAppE [GimiEIENFSH,
Google Cloud NetApp &R HIZFiEAE S

Tridentigfft T "google-cloud-netapp-volumes' B F 5 &EEHBESIRGITEF. ZHFAVIGRIET B
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXshiZF 3N EEI SEFHIERIET SR HRSR
google-cloud- NFS XHFRZL  Rwo. ROX. rwx. RWO nfs
netapp-volumes P

ERATFGKEN =&1)

BE=H. Kubnetes PodA] LUEIE A TR EH B 9# 1T H P IRIERA0Google CloudZEIR. MA e
s Google Cloud&iE.

E1EGoogle CloudFFIB=E M. Ewsin:

* [FFHAGKESRERIKubbernetes& %,
* EGKESEE: FEEBE M TR HARRURET sttt EAL BAIGKE TTHIEIRSS 25,
* BB Google Cloud NetApp&EIE 5 (FA/GCP .admin)f &5 B E X A EAINetAppARE M,

* BRETrident. HPEEATEE "gcp"NWaietiZFNATIEENGCPIRSIKFANEITIR. THAH T —
Pl
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Trident & T

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE
‘cloudIdentity I®E ‘cloudProvider '/ “"GCP" iam.gke.io/gcp-service-account:
cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.como

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'

e
FERAUTHREEIRE IRMEIZRF (CP) M = B4 (CI) Tr&RIE:
export CP="GCP"

export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com"

U TR ZETridentHERIFIETEREIEE cloudProvider * AGCP " $CP, HEFEAMIELS
SANNOTATION 'I&E ‘cloudIdentity:

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code></code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="GCP"
export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com"

U TR ZETridentHEREIRE cloud-provider A “$CP. # cloud-identity
SANNOTATION:

tridentctl install --cloud-provider=S$CP --cloud
-identity="SANNOTATION" -n trident



EZACE Google Cloud NetApp#& /5
fEAZE Google Cloud NetApp Volumes/FitZ #i. EEEMFEHE U TER,

NFSERIRITE R

WNRIEE B RERGoogle Cloud NetAppEHEFUEFEH. NEEHIT—LEYIREIE A 881 E Google Cloud
NetAppEHMBIENFSE, B2 "HiaZa1"

7EA2E Google Cloud NetAppE/GiHZ B, IBHEREHE LTS

* BEEE A Google Cloud NetApp#&ARSZHIGoogle Cloudtk ., i5£% "Google Cloud NetApp#&",
* 8#YGoogle Cloudtk PRI B RS, EZH "FHEDIE".

* EBNetAppEEEGABMGoogle CloudiRE MK, (roles/netapp.admine BB "R EIEH
BRNPE"S

* [ERIGCNVIK P BIAPIZSAX . IBE I "CIEARSS ik & A"
* FiE, BB EFELEA

BXRUNMENIEE X Google Cloud NetAppEHIA RN RRYIFME R, 1B5EIH "&£ E X Google Cloud NetApp#&HIif|a]
R"s

Google Cloud NetApp Volumes/Simec & iEIAN R
T #RIE B F Google Cloud NetAppEHINFS/GiREc B XM HEEEE TG

[EUmEC B T

BT RIREZTE— Google Cloud XIHFECES, EEHEHMXIENEIES, EAUEXEMGIH,

S 1R RN
version RER )T 1
storageDriverName FERohIERFI BT 1B

storageDriverName %4
JMETE 7"gosle-Cloud
NetApp-volumes",

backendName (AR S E BT IRETRR R + " + AP
FHH— 5

storagePools BTiEERTRIEENEFEHEMINAIESE,

projectNumber Google Cloud kP IBE %S . Lh{ER7EGoogle Cloud
TJF ET E3E,

location TridentllZ 2 GCNV#£EBIGoogle Cloudfii &, SIEEX

i KubnetesSEEEEY. TEPEIERNSE location AJEF
% Google CloudXIFH T = it XIB TEfA L,
BXIgRERr IR A,
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debugTraceFlags

supportedTopologies
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RIREE

XEENNRIEEIRICE. FHRIERER. Trdents &KMEAE I BEZEIKL Google Cloud NetAppBRIFFE
FiEt., HENBEREREBETEEFT— Mt BT nasType B&T. FELbE nfs NAZGNEE. BiEE
ANFSERE,

HERINIFFIAERGoogle Cloud NetAppEH X RIFRY, IHECEZEMAEE. BXfFL. BRAURFE
HNIERENSRHIMIMIEERE,

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbbted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
XsYg6gyxydzg7O0lwWgLwGa==\n



22

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-west6
servicelLevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



£ StoragePools/fiE e Al B

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbb6ted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE47K3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-gcnv
spec:
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version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:

name: backend-tbc-gcnv-secret
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: 'f2cbbted6d7ccl0c453£7d3406£c700c5df0ab9ec’

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
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znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: '10'
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



ERAFGKEN =& 1%

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml

SFHRINCE

Tridenta] LIRS AN AT B X 0 TR EECE®S. “supportedTopologies’ Itt/5imAc & FHIIR A Tt
B ERNKIEMPXFR, HAEENXIEM 2 XEXNSENKubnetes & T R _EirE FRIXIEF 52
X{ELA, XLEXIFMNDXRRNIEEERPIRENAFETIR. M TFEEEIHRENI S X XigH

FiER. Trident2E EARKEMKEPEIEES, BXIFMAES, 1HSHE £H CSIHAFH

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct

clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa

clientSecret: SECRET

location: asia-eastl

servicelevel: flex

supportedTopologies:

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-b

TRta?
QRERRENHE, BT TR

kubectl create -f <backend-file>
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BIERREMINEIEER. BETUTe<:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1f£f9-b234-477e-88£d-713913294£65

Bound Success

NREHEIBERW, NEikicE LI, & LUER<IARIR kubectl get
tridentbackendconfig <backend-name> . HEETUTHRSEEEEURERR:

tridentctl logs

MEHEEREXHRIREG. ErUBERERHBRiEiTcreatefs <o

EZ R
TESEE SO

THEREXLRAGRNER StorageClass EXo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

FRAFENRFIENX parameter. selector :

£, parameter.selector EAILUIAEMERE StorageClass """ BFHESEN. HEELR

XE&NFHo
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=standard"
backendType: "google-cloud-netapp-volumes"

BXRFERIIFAEE, BBN ST

PVCE X Rfjl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

BIEPVCEREHE. BEITUTH<:!
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kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-—nfs-sc 1m

79Google Cloud/5imfid& Cloud Volumes Service

T AR AN (E IR R R BIEC B 45 3E R FGoogle CloudBINetApp Cloud Volumes Servicefid
B A TridentZEN G iH.

Google CloudIiXsHiZFIEMEE

Tridenti@f 7 "gep-cvs' B F S EEBENIEIER . XFNIHIIIRNEIE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXEhIERE il SR ZHEFRVIGRET SN H RS
gcp-cvs NFS XU4RS Rwo. ROX. rwx. RWOP nfs

T fETridentXiEZ AT Google CloudfJCloud Volumes ServicefJsz 3
Trident®] LA A" AR 55 28 2L " LA R #fh 5 7% 2 —BlECloud Volumes Serviced :

* CVSIHBE: BRIABITridentARSZS KA, X 4REMUMIRSRERESEMMRENE~TIENE, CVS-
PerformancelREZ LB B —MIEMHIEIN. ZHRMNERNELD100 GiBo Er] LUEE" =N AREZ 45" LA T ZEI
z—:

° standard
° premium

° extreme

* *CVS*: CVSIRFZFRERMSXIIAIAM. HaERAIRHEINTEF. CVSIRSEKER—MIRMFEI. FIfERF
s V21 GIBHE, FEHERSFEE501TE. HPMEESHHEMNEEMMEE, ErTLUER ™1
AR5 RA" A TEBZ —

° standardsw

° zoneredundantstandardsw

BEENHNES
ERCEMFER "EHTF Google Cloud B9 Cloud Volumes Service"fim. EEREUTERE:

* EZE T NetApp Cloud Volumes Service FIGoogle CloudiikF
* Google Cloud kP I E 4w =
* EFAENGoogle CloudfRZB K- netappcloudvolumes.admin
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* Cloud Volumes Service i FIAPIZZEA {4

[ i B & 125 T

B RIRERZTE— Google Cloud XIFHFELES, BEHMXIEEIES, Ea]UEXEMGIH,

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

ks ik
R 1

FHEIRHIZRF B R FR "GCP-CVS"

BE X BN F e i IREAFEREGHR + " " + AP

ZERN—ERD

BTFIEECVSIREZEBMAESE, software AF
ERCVSIRSEE, BN, Trident2XKACvsHREIR
ZEA ("hardware)

XPRCVSARSS KA, BTiEERTEIBENEFME A
S

Google Cloud tkFIBE %S, It{ERI7EGoogle Cloud
P ETTERE,

MRFERAEZVPCWE. MANED, ELHEZEHR.
projectNumber IRZME. fFMHE
"hostProjectNumbero

TridentBl)ZCloud Volumes Service®&fIGoogle Cloud
Xif, SEEXIGKubnetesEE RS, EHEIENS
“apiRegion’ A A F1E%1~Google CloudXIFH T = £
RN TERE. BRIERESFEETIMRE.

BB ATEKGoogle CloudiRS3 MK P BIAPIZE A
netappcloudvolumes.admin . B831E Google
Cloud AR KA £ REIAXHH JSON BRAHNAR (
EFEHEEIRIEEXH)

RIBRS BREEEIZTICVSIKF BRI IEEURL, KIEAR
ZERALIE HTTP I8, WaJLAZ HTTPS {IE, X F
HTTPS 12, BBLIIERRIE, MUAFERIERS S
g;ﬁﬁﬁ BERZIEH, FZFHBARET SHIIENRIERS

FELAITH] NFS HEEHEIR, "nfsvers=3"
MEIFERBER/NEBIIE. NEEE KB, " (BRIANIB R R AR EISE
iiih)

FTBHICVS-PerformanceZ CVSARS 5. CVSHEEE CVS-PerformancefAiAE
fEA standard. premium B{ ‘extreme., CVS{E /"standard". CVSEXIAE
77 standardsw % Ju"standardsw",
‘zoneredundantstandardswe

FFCloud Volumes Service &M Google =M, default
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28

debugTraceFlags

allowedTopologies

HHCE R

WiER EININ

HIEHPRI B2 AR S, FlU, =
\{"api":false, "method":true}. FRIEMEIETE
HITHIEHBRH FE2 IR AR B TEME, SNIE7IERALE
Ihie.

ERABXEAR. NFHEEENX

allowedTopologies WAMEIEFTE XIS, Fl40:

‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

TR UTEECE XA RER D FIEHIFRINEECE defaults,

28

=

exportRule

snapshotDir
snapshotReserve

size

iER EININ

MENSHAN, KIEL CIDR  "0.0.0.0/0
RTERTHEE IPv4 HitEs] IPv4
FMEEHNE S DRI

FTEFHIFRINPR . snapshot "FEiR"

HNREBEFENEB DL " (3ESZ CVS RiAMENO)
EHK/)N, CVSHRER/IVEN100 CVS-PerformancefR$3 3B ENIA
GiB, CVS&/IMEN1 GiB, 73"100GiB", CVSHERSZFEEKRIGE

HINE. BEDEE1GIB,

CVS-PerformancefREZ IR R

M TFREIRE T CVS-Performance [REZ XK B REIERE,
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XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"'

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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Th2: BRSRRIRE

RGBT RiREC &R, BHERS KA NERIAE,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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T3 EPCHECE

IR BIERR storage  BRE RIS | FXLEREIHAY “StorageClasseso. BEM[FHEEENIUT
RRTEEEMIE X Ao

I APRE EIEE TIRERIAME. FIRENS5%. EI&E snapshotReserve A
“exportRule’0.0.0.0/00 EMHE—THHITTENX “storage, BNEMNHEENECH
serviceLevel, MELLMEBERZRINE, EIHIFERFIRIEF protection K3

‘performanceo

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

TFHIEERTE X

LA FStorageClassiE X EAF AL E R, F/H parameters.selector, EAILIAE StorageClassts
EATHESHENY. SREEEMPEXENFH.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"
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allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* 88— StorageClass(cvs-extreme-extra-protection) MRS EIE—MEMM, XEMHE——PEIRHK
=48EHE Snapshot TR 10% B,

* &/g— StorageClass(cvs-extra-protection)iABiRH10%REBFNE I RITZEEN, TridentREIERF
SRR, FHRHE R IREEER,

CVSHRSSRAIRHI
IUTFRIRE T CVSIRS XRNRHIRE,
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TN RIRECE

XE2ATIEECVSIRSZEEMENIA standardsw IREEFINRIRGIRACE " storageClasso

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelLevel: standardsw
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Tfl2: fFiEhECE

R SiRECE ER storagePools Bt B 72 it

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

T—oEHA?
REREEXHE, BITUTHS:

tridentctl create backend -f <backend-file>

NREHEIERY, WERECELRAE, ERILUETUTHRLHKEEASURELREREA:
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tridentctl logs
MEHFIERREXHPNNEE, EJUBRIETT create i<
A& NetApp HCI T SolidFire f5if
T RRUN{A7E TridentZ & 8 Z M B Element5imo

ElementIXchiZFi#4H{E S
Tridenti2fft 7 “solidfire-san' B F S & BENFREEMIZEF. XFHFNIHRIERERIAEE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

‘solidfire-san FFEREHIEFZH file M block HEX., WF Filesystem®
BRI, TridentRBIBE—NMNEHEIE—INHEFRES. XHARKLEA StorageClass BT,

IRohiZF Y EIRN TRV RET SROXH RS
solidfire-san iSCSI iR Rwo. ROX. rwx. TLTXHZRS, RIBR

RWOP %8
solidfire-san iSCSI NER% Rwo. RWO1. xfs. ext3. ext4d
AR A

Fe)EElementfGimZ8l. BEEHEUTENK,

* JI&1T Element MR ZIFFER A,
* NetApp HCI/SolidFire £ EIRERAHER AFRHER, TRETEES.
* Fi§ Kubernetes TET RN ZEIE LAY iISCSI TR, BEH "TIETESERE"

ISP =prn]
BXEREEER, FENTR:

S WiEA ERIA
version YRR 1
storageDriverName EAEIRTHFE R HY 2 FR YRL& 7] "solidfire-san”
backendName BE X &R FiEain SolidFire + 7£fi# (iSCSI) IP it
Endpoint EFAHE A EIEN SolidFire K

MVIP
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TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

WiER
7Zfi& (iSCSI) IP HhsitFim

BWATFEN—HES JSON B
RIS,

EEANEARM (IRRIKE,
nelzE)

¥ iSCSI AEMRBINFE ENEO

{EFCHAPX}iISCSIi# 1T B 916
JE, TridentfEFHCHAP,

EFER/IGIRLA ID 5k
QoS #3E

RBRBERNELLLE, WE
BRI

HPEHBRN EFERIRR TS, &
5 {"api": false , "method " :
true }

EININ

default

true

EIEZ 7 "trident " BYIARIZARY ID

" (BRIAER AR HISERE)

H}

(D BEEmsTHRERH REEAN AR, SNUBIER debugTraceFlags,

T BE=MERENEDEFNERCE solidfire-san

WRHIERT —MawXH, &XHER CHAP B HIIEHERYE QoS RIEXN =MEXREHITEE, AR,
TR PIRe = fEAstorage classS2HME X BEBEFEMFERATFMESE 10Ps,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

A2 BERIHIIRIZF B EiRFNTEMERECE solidfire-san
LRI 2R T A BB E B R iR E X X LUK 5| FiX LEitiIStorageClasses,

FRER. Trident=iEFiEM _ ERTE EHIZIEHREFMELUN, AT HEER. FHEEERALIRITE RSN RN
FMAETE XITE

A TFTEETRHNTAEREXXHH. NFEEFEBIRE THEMRIME. FFHIRE type MR, EINHE—T
Ei&ﬁ??ﬁ)‘( ‘storage. TEILRAIF. REEFEEZIKEECHRE. MELFWLSZEE THKENAA

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1

storage:

- labels:
performance: gold
cost: '4'

zone: us-east-la
type: Gold

- labels:
performance: silver
cost: '3"

zone: us-east-1b
type: Silver

- labels:
performance: bronze
cost: '2'"

zone: us-east-1c
type: Bronze

- labels:
performance: silver
cost: '1"

zone: us-east-1d

LU R StorageClassEX 5| AT EiREI, @iT “parameters.selector FE&. & StorageClass#<AHBRIH T
RESHNEMN, SEEEEEMBPEXENFH.

S5—StorageClass(solidfire-gold-four)FRFEIE—MEIE. XZME——MEHER R
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Volume Type QoS. Exfg—" StorageClass(solidfire-silver)=EHREMIIREIER 4 EERNTFE
Mo TridentiREEZFW D EINM. HAFRBEFEEK,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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THREZER
* "BIHIEA"

ONTAP SANIRXGHIZE

ONTAP SANIXEHFEFHEAR

T fRAN{A{ER ONTAPAICloud Volumes ONTAP SANIRGHFEFEZ & ONTAP /S i,

ONTAP SANIRZHIZFIF4E R

Tridentigf 7 LA FSANTREIXIFZ K SONTAPER B #1TIBIE, IFMIRIEENE4E: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

Kzhizke

ontap-san

ontap-san

ontap-san

ontap-san

ontap-san-economy

X BRI

HTFFC R
mYISCSI

SCSI

(Trident

24 107 AV,
AFN)

HTFFC
RJiSCSI
scsl
(Trident

24 107 A9
AF)

XH&RG

NVMe/TCP 2

BB
NVMe/TCP
BYEAER
E S

NVMe/TCP st Z%;
BEIA

NVMe/TCP
BUEMER

=AU

iISCSI R

FEFBIIAIRIRTC

Rwo. ROX. rwx. RWO
P

Rwo. RWO1.

RoxFrwx7EX 4 R &8
L FARAI A,

Rwo. ROX. rwx. RWO
P

Rwo. RWO1.

RoxFlrwxTE X 4 R A EIR
TR,

Rwo. ROX. rwx. RWO
P

SRR
EXHRYE; RigRigsE

xfs. ext3. exti4

EXHRYE; RigRigsE

xfs. ext3. ext4d

EXHRSE; RIgRIRE
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IRehiERs i HIER ZFEFRYIAIEIRTC SR H RS
ontap-san-economy iSCSI XH 7RG Rwo. RWO1. xfs. ext3. ext4

RoxFIrwxIEX 4 RAEBIR
X TFARATH,

* DBFYUKAMEERETETNERA T A "ontap-san-economy "S5z 3 FHJONTAPE R,

@ * “ontap-nas-economy X Hk A MEFE A 1T EFNITE T B “ontap-san-economy’ J& AKX
ShIEFE BT A" 2 35 ONTAPE RS " A,

* NRETHEELHIRFRIP. KEMEXZohE. 1571 H ontap-nas-economyo

PR

TridenthZ LAIONTAPESVMEIE I F 131517, BEEAEEAF vsadnin HsvMAR. HEMEA "admin &
EHEEAENEMBTFHNER, MFamazon FSx for NetApp ONTAPERE. TridentNEFREERHRF
‘vsadmin B svMAF BloNTAPE SVMER R BE1T. NEEHAAEEHEAACNEMBEMNAFIET
‘fsxadmin, Lt ‘fsxadmin' AP ReEBRMENEHEEGAF,

WRER “limitAggregateUsage &4, MIFZERFEERNIE. FAmazon FSx for NetApp
@ ONTAPS TridentE & ERES. limitAggregateUsage SR iEATF “vsadmin 1 “fsxadmin' AP
KF. MRIEELSE, RERIEREIK,

BIAR LITEONTAPHREIZ — Al LI Z iRk shiz R E A RIRFIIE BB AT, BRI FRIGXF M. RS
hRZSHY Trident B=EAFTEZBNEM APl , MMEALTFEREES S L.

NVMe/TCPHYE M E N

TridentfE A A FIRsHIEF ZHFIEZ R MEREFIFIR(NVMe) 1Y ontap-san:
* |Pv6
* NVMeB R IRIBF 72 [&
* FENVMeE A/
* B ATETridentMEREIZERINVMeE. LUETridentr] ISR H A a5 F HA
* NVMeZEAHZERE
* IEEHIEIE R X FK8sTI(24.06)

Trident 3233 :

* DH-HMAC-CHAP. HINVMeZs#liR Mt
* (G & METFEF (Device maper. DM)Z 1R
s FHITTINE
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EZ{FFHONTAP SANRGIZFEC &[5
T #R{EFAONTAP SANIKGHIEF EC B ONTAPGIRAYE KM & 15 I IEED,

B3R
IFFFREONTAPGIH. TridentEXZE/DAHSVMHOEE—1PERE,

wieE, BERALLUETZ N RiER, HelRiEEmER— P RoiiEFNEES, Fl, ATURE san-dev £
IRCHFZRREYSEFIMER “ontap-san-economy " IREIFERFEY “san-default & “ontap-sane

FiEKubernetes TIET S i ML EYMISCSITH, BXFHAEE. &8N "E&TETS",

XTONTAP/GifH#H 1T H {7 JUIE
Tridenti2 {7 FFH X ONTAP [Fim#H1T B A I IUEAIIR T,

* Credential Based : EHFIEINIRER ONTAP AR ZMERL, BINERTMEXNEZLERAE. 0
‘admin’Z%. vsadmin' LUAfR S ONTAPRRABI SR AFRE 4.

* BT Tridenti®r] UEAEHRTEIEBSONTAPEE #HITEE, A, FiwENXNNEEE FikiE
B, ZIANAE CAILPH Baseb4 fmhEE (WMREEA) EiN o

TR UEFRRE R, WEEETERENGZNETIEBNGEZEBEH. B2, —RIF—HIMILIES
Ho BYMMEIEMBMIIETT A SN EHRECEFRIFRINE 5%

@ NREZAR AR TIREIER . WERIERAK. HET—FER. BHEEXFPiREM
T SMHBHEIETS %o

BRETERNSHRIIE

Tridentfim ESVMSERE/EESEENEERNEIES e SONTAPGIRHITIEE, BIERNENTIE X BE, Wl
admin B ‘vsadmin, XFEFAILUHRSAKKONTAPIRARIERBEN. XEMA AR QA FFARFK Tridenthirzs
BfEARITIEEAPI, FIUEIEZBEX ZE2ERAEBHBEMA T Trident. ERRBGXEH M.

[EmRE X0 TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BmREXEEEUANSERFEENE—IE, IERRE, BFRR / BEEER Base6s H1T4RIEH
Ff# 7 Kubernetes 20, RIERXEHEHEM—FE TMEENTE, Ait, XE—T{XHEERHITHIRE
, H Kubernetes S 17 E 2 G H1T.
BREFERHEHIOIE
MM ENGEESET LUERIFBHSE ONTAP Gii# T8, BEENEE=/E8%,

* clientCertificate : B IHIEFHH Baseb4 fRi5{E,

* clientPrivateKey : XBEXFAFARY Base64 4mi5{E,

* trustedCACertifate : Z{51E CA IEHHY Base64 fwiSE, tNRFEHARIE CA, MATHRHEIELSE, MNRFEE
FRl{E CA, MBI LAZBEIISE,

HANTEREFEUTIE,

p

1. EHEPHIEBMER. £ME, ¥AMAE (Common Name , CN) REBRNEFRNFHILIERN ONTAP
AR

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HINONTAPLZ £ ERABLIF cert BHIIER %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S. FERAEMANERIXSMIIE, & <SVM EIE LIF> 1 <SVM &iF > B AEIE LIF IP #1 ONTAP &K,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
-—cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRID,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.



cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

EMBHRIES ERIS TR
TR AEHIA R U EREMSMHIIE S A RE TR, XMMAEER: ERRAFR /I BiEREIHA L

EMARERIES; ERIEPNERAIUERAETAFR / BENER. Ait. GoIBERILE BHRIEREH
ANNFTR B AR IIE S % %Eﬁﬁﬁ@T—%Fﬁ%’%?ﬂﬁ’%?&E@E%ﬁ}éﬁﬁ”ﬁ.jsoniﬁ tridentctl backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RIRTIE, FAEBERMIMIE ONTAP EEMAFRNENE, AEH#HITEHER. BHRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTRNERIRENIAR, AR EZRENEEER. BiREEMMRINFR T Tridenta] L
50NTAPEIHBEFHAMER K EIR(E,

ATridenttlZZBEEXONTAPHE

&R LB PrivilegesixREVONTAPEE A . XIFMAXNFEHONTAPEIR A A BETridentFITIRIE. TR
ETridentFIHEEETESHAF A WTridentE A ELIEIONTAPEE A &R ITIRF

BXUETridentBEX BEINFHAEE. BEN TridentBENX BEEME"S
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{EFHONTAPS TR E
1. FRAUTHSRERAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. IREEXAE:
a. BEEEELICIEEEXAE, FiRFECluster > Settings*,
g)ETSVMQ&nUﬁULQEXﬁ@\ JBIEFE1ZfE> Storage VM required SVM>>RE>FAF A
b. %&4F*F P M A & Zam & KER(— ).
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. 1 AP EFERINEAR -+,
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fn 53N 1ﬁ L/{_FF-_'E
"HTEHEONTAPHEEXAG'N'EXEHEXAE"
* “ERABMAR,"
fEANE CHAP MEEHITE R IRIE
Trident__“«,(@ﬁﬁ*[] ontap-san-economy RENFEFAIWNECHAPIT i SCSIRIEHITEMIIE “ontap-sano

XHRBERIHEXPBAL useCHAP &, KBNS ~true, Trident2ESVMRIBIABHEZFREMEEN
WECHAP, HigBERXHFNAFBMER, NetApp ZINEEANFE CHAP XIEZHITH AL, FESIIL

54


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

TECERA:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘useCHAP 28— N R/RIE. HEEitE— K. BINBERT, BEHEEN false » BHIGE
Htrue 5, TEEEHIGEN false o

2T 29, chapInitiatorSecret chapTargetUsername [GIRENXFIE “useCHAP=true WAME

& . “chapTargetInitiatorSecret # ‘chapUsername FE&, FCIERmE, rILUIBTIEITREN
XLEEREH Ctridentctl updateo

TRRIE
INRIFILE "useCHAP Jtrue. NIFMEEER SF SR TridentEF /R IRECECHAP, HAEE:

* £ SVM Lig&E CHAP :

° YIRSVMBIFINB ohiZF R 2 X B Anone FAINRE ) M*EFEREEBMILUN. N Trident=FRIAE
RBGE N caar. FHAHEFLECHAPRB R UK BinH R E %58,

° YARSVMEELUN. M TridentRE7EULLSVM_EBRCHAP, XIFRIARXTSVM L EEFERLUNBYIGIRIAR
ZPRE.

* BCE CHAP Batier UK BIRAFR 2MEN; YIEEREEFEEXEED (0L o

BIRGIEE. Trident2 SN “tridentbackend’ CRDHIFCHAPZILH BB P & 12fiE fgKubbernetes 2
3. TridentfEltt/SikAIRHIFR APV, ERI5 852 CHAP I THEE FNIE 1,

R EEH BN

A LB EF XA CHAPSHCR EFHCHAPEE backend. json. XEEBTHCHAPZREH R
‘tridentctl update” #5 % R BRIX LE R LKL,

(D EHERAICHAPEREE., &M "tridentct B fGiR. 157738 ICLI/RAID ONTAP UIEHfFE
B EREHE. EATridentE LA XEE L,
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cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

NAEERAIREIRN; WRTridenttESVM EEMFTIE, XEERRURERFENINS. MERFERENRR
R, MEEERBRSRNENRS. HAHEMERIBN PV RSHE(EREMENERE.

ONTAP SANED & IR

T FRUNEITE TridentZ 2RO ZEFEAONTAP SANIRGHIZEF ., ATt T Eimmat
Zl|StorageClassesBY G imbt & R I F1IE (S B

[EimEC BTN

BXEREEEDR, 52N F&R!

2 iER EININ

version JEER 9 1
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28

=

storageDrive
rName

backendName

managementLTI
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetlIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

WiER
FEREDAE B R AR

BE X B2 FEa i

SR SVMEBELIFMIPHINt, AILEERSEE

#A(FQDN), #NRTrident2{EAIPVOIRERERN. Nw]

LUSE AERIPveiitt, IPvettit A AIES

g

[28e8 d9fb:a825:b7bf:69a8:d02f:9e7b:3555
o BXETEEMetroClustert/HHIE R, BFS M [mec-

besﬂo

i LIF B9 IP ik, SNRTrident2EAIPVOITE R
By, MBI LUSE NERIPveittit, IPveitiit A A S+E
SEX, 40
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo *FFEFEISCSI, *TridentEA"ONTAP & 45 LUNBR
SR I ZRERIEFIERNICI LUN, WNSRBHE
M. MESERESL datallF. *EB&MetroCluster, *iE
£ Jl[mce-best]o

E{FE M Storage Virtual Machine *& B&for
MetroCluster, *i5& Id[mcc-best]s

{EFCHAPFiISCSIFYONTAP SANIREHIZF#HITE 118
HE[f/R{E]. BIZE N true. LUETridentAZE M
BICHAPH S H B{ERIRFLAESVMAIZIA B 9 I8IIE,
BXEFMEE. BN "EEFEHONTAP SANIRGIIZ
FERERR" o

CHAP Bt % H. WRFTE. NAHFEM
useCHAP=true
ENBAFEN—HER JSON EARIIRE

CHAP B BoiiEF%EH. WRFE

useCHAP=true

< WA RBFED

NEBARP#Z, NRFE. MANFED useCHAP=true

BirAFR, NRFE. NAKNEIN useCHAP=true

E P IRIEHH Base64 fwiZ{E. ATFETIEBNEHE
IE

EFihE FAZ$AR Base64 wiDE, ATETIERHNE
(e

Z{S1E CAIEFHY Baseb4 4bE{E, Plik. ATFETIE
BRI INIE,

EININ

ontap—nass
economy ontap-nas-
ontap-san
ontap-san-economy

IXSHIERF B #R+"_"+ dataLIF

"10.0.0.1", "2001 : 1234 :
abcd @ : . fefe]"

ontap—-nas-

flexgroups

HSVMIR4E

NRIEE TSVM. MIRAE LS ¥R

managementLIF

false
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username
password

svm

storagePrefi
X

aggregate

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags
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5ONTAP &EBHBEFRENAFR 2. ATETEENS ™

B I8IE,

5ONTAP &£EHBEFTRENERE, ATETERENSG ™

I8k,

ZE{FFM Storage Virtual Machine NRIEE T SVM. MIRELES K
managementLIF

£ SVM FRECEFHENERNRIR. TEAHGEN. E trident

B S, ERECIZ— TG,

ERENRE (AhE; IRKETRSES, NWHIEH
HER% SVM ) o FTF “ontap-nas-flexgroup JREHFE
. LGRS 288, MNERKRSE. N o] UERER
AR A FRALEFlexGroup®,

AESVMAREHRERE. ZRaF
ETridenth HEhEHR. HEEHIE
SVM. MEEEHBoNTridentiTHl2s,
ETridentPEEE THERSUERES
f&. IR ZBEEMREZHSVM.
MERHSVMEB ST, BRI ETrident
TR PERTS. BRITBREEN
ASVMEMERE. HEZESIBMIFR.
LU [ i R & BE o

®

MRFEAEBIIESLE, WEREEAK. MREFRN "™ EHAER TARHILHE)
ZAmazon FSx for NetApp ONTAP/Gi, iE7IIEE

limitAggregateUsageo EftEIF] vsadmin' 7EE
FERTridenttRRESFERBRHMEHFITIREIFTEN

“fsxadmin AR,

NRBROENBIME. WEEERK. LI Es ™
REIEALUNEENERI AN LR,

B FlexVol BRI A LUN #&, #7517 50 , 200 SEE
N

HPEHIBRN EERMERITS. FIg0. BRIEFIEEHTT null
HIEHHBEIFAE EEE. SNFA=ER {"api
. false. "METHO": true} »

(BRIAER A SRHISEHE)
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28 WiER BRIA

useREST BFEH ONTAP REST API HY#R/REE, true I FONTAP 9.151HES 2=
useREST IRB NI “true, TridentfEFEONTAP , SN falseo

REST API5GImB(E, RENE false, TridentfE
FIONTAP ZAPI AR S EimBE. LtINgERERE
FAONTAP 9.11. 1R EBiEhitads, Lthoh. EFRRONTAPE
RABXMBERGAE ontap MAER. FEXHIFA
BRI LUK EX— vsadmin 3K cluster-admin o
MTrident 24.06kRFIZAPI. 1518 B S hRasFFi8. ERIAE
MTEFRRENN true; 8

useREST XA false LUfEFONTAP 9
*useREST ONTAPIE,

useREST e RTENVMe/TCPEXK,

sanType FATFAISCSI. nvme NVMe/TCPEETF L @EERN ‘iscsi HIR AT
“fcp SCSI (FC)iE#E “iscsio "FCP"(ETFFC
BYSCSI)ETrident 24.10hR A B9 — I AR B IhEE

formatOption _
s ‘formatOptions FIFIEEMRSHHLITS
. SHAWEHITHRALE, BINAXLES
2
‘mkfs o X ERILIRIERIFERA LS. 17
HRISTE Smk £ s Ap LS MAIE T iEm, B
AEIEIEEHKRT. 7B "-E nobdiscard"
* ontap-san ‘ontap-san-economy X% $5F1IXEHFE
Fo *
limitVolumeP {ELUS-SAN-Economy/Sif{EFAONTAPRIAIERME "™ (BRINER FAIREISLHE)
oolSize AFlexVol X7\,
denyNewvVolum [Rfl “ontap-san-economy' [l FHIFlexVol& L&
ePools BHLUN, N=FEHEEBNFlexVolEREMBIPV.

A X {EHformatOptionsfiEiY
TridentZ2 LA A TR MNIRIE AT T2

-E NODiscard:

* RE. FESHAEMKSHEEFR(EFREVEESRENHHRASEEREFME LRER). ETUFIAE

FAEI"-K". FiEBFFREXH RS (xfs. ext3Hextd).

BT EEENEHEC &R
TR LR E B 0 E X AT HIRIAECE defaultse BRRA, BEUUTERETRG,
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HHBEM =05 LR,

ERRNENED B EIERN QoS HREA, EFEEINE ™
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snapshotPolicy. &BMA

n :‘Eii;"

BIETeER, MERXRIFDZME

£#1%E LB FANetAppBINZ(NVE); BRIAN falseo
EEALLEIN, HEEEE RIS NVE BiFrIH S
NVE , WMR7EGEHEETNAE. N7ETridentEEER
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

M FERIREIEF L ENFIE®S ontap-san. Trident2MAFlexVolFIIMNFIN10%MBE. UR

@ ZALUNTTEHE. LUN BERBAFE PVC RIEKIIBIIA/NEITEE, Trident=R10%MZ EIR
INZEIFlexVolR(FEONTAPH 2R AR AR, AFPMEERIFFMERNABERE, tESUERIR
IE LUN TZARIERE, BRIEEZASFBTATE, XAIEHTF ontap-san-economy.

XFEXMGH snapshotReserve, Tridenti W FEAIRITEBHIA/:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1. 12 Trident ABZLUNTTEIEM R FlexVolZMIMENNEY10%. *FF snapshotReserve=5%. PVCIEK=5
GiB. M#EH#Z2A/NAS5.79 GiB. AIAA/NNS.5 GiB, It “volume show 855 N B REMNTF LU TR AIRILEE

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514

online RW 18GB 5.88GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.

Ba1, AR NENNEESERMITENE—T%
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&IREETRA
UTRBERTRAZSHSHRRBNMAENESELE, XBEXEHNRE R E.

IR EEAmazon FSx on NetApp ONTAPS

@ ik,

ONTAP SANI

FEAREFINEREE ontap-san,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SANZZF MR

version: 1

A
HE

storageDriverName: ontap-san—-economy

managementLIF: 10.0.0.1
svm: svm iscsi eco
username: vsadmin

password: <password>

1. =l
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ERILECE RlR, LU SERRIRAYIEEF o ERERE X SVMEFIFIME",

BT EY)IEMYIE]. BERISESVYM nanagementLIF. F&ABE "datalLIF #1 "svm &%, %140

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

E TR SR IIIERA

EUEARFRE RGP clientCertificate, clientPrivateKey. M trustedCACertificate(dl
REAZEECA, NAAE)DBIETE backend.json HEAbase64mIBMNE P imiEPE. T HAZHAEM
ZISECAIEBE,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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XA CHAP I

UTFRANECNE— N, H usecHAP BIEEN “trueo
ONTAP SAN CHAP: =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

BN TRIEONTAPGIE ISVMEZENVMe, XENVMe/TCPRIE A GFIFEE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

fEFAnameTemplatefY /S iHEZ & 15!

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}



formatOptions <code> ONTAP —san—</code>IXEhi2 % =l

version: 1
storageDriverName: ontap-san-economy
managementLIF: ''
svm: svml
username: ''
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: "-E nodiscard"

R SR B

EXLERFIFHRENXXER. SAMEEMEMZEREIIAME. I3 spaceReserve. TEnone.
“spaceAllocation' 7Efalsefll “encryption' TEfalse. FEINHTETFAEER D HFHITE Yo

Trident27E"Comments"FEEFISBEREIRT ., TBEFlexVol LI&E, BER. Trident2EFEIH_ EREREIR
TEHRNEMESE, AT HERN. FHEEEA R MUIRIFE AT N EPVEMASEE XITE,

EXLERGIG, FLEEFEBSISEBRCH. spaceAllocation 1 “encryption' {&. THLETF(E "spaceReserve ith

SBEMIAME
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANZZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'



zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe/TCP {5l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20'
defaults:
spaceAllocation: 'false'

encryption: 'false'

B iEimPRETE] StorageClasses

LU R StorageClass® X 2 W[ E it Eim7 ], @3 parameters.selector FE&. & StorageClass&Ei =R
BETFEESHNEM, EREEERPMAENEZ NS HE.

* protection-gold' StorageClassiGBREIEIFMAIE—EMM “ontap-san, XEW—IREEER
PRI,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold' StorageClassiGMETEIFIHAIE —MIE=NEMM ontap-san. FEX

LSRRI RIFR A Zgolds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqldb StorageClassiGMEIEIFIHAIE = NEIM ontap-san-economy. X&Amysqgldb
KRN BEEFREFMEMEE R —i,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiFMRETEIFIRME _NEMM ontap-
sano XEME—RHERFRIFAI20000™ME ARV,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’StorageClassiFIRETEIFMAVE = NEIMM ontap-san MFHAYE I EIM
‘ontap-san-economy. XME——{EH=REFI50008YM Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClassiMRETE] “testaPP IKEHIFERF “sanType: nvme PRI
‘ontap-san. XEM—HIMIEDI testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridentRREEEZM N EP. HHARBREFEEK,

ONTAP NASIRTHIZF

ONTAP NASIR=hFZF#Eik
T FRUN{EfEEFAONTAPHICloud Volumes ONTAP NASIREHFZF Bl & ONTAP G,
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ONTAP NASIRGHIZFiF 4= B

Tridenti2f 7 LA FNASTEEIRNIZ R SONTAPE B #ITIBIE, ZIFMIRENEIE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXEhiZR i EER SEEHIHRIEL SHNOXHRSK
ontap-nas NFS SMB & 4: Rwo. ROX. rwx. RWO "™, nfs. smb
P

ontap-nas—-economy NFS SMB XH 7S Rwo. ROX. rwx. RWO ™. nfs. smb
P

ontap-nas-flexgroup NFS SMB XHFES Rwo. ROX. rwx. RWO ™. nfs. smb
P

* QR YKAMEFEREITETNERA T AR ontap-san-economy™ "S5z #FHIONTAPE R,

@ * “ontap-nas-economy X HX A EFHEITEFNITET B ontap-san-economy’ ToiAE AKX
SR B A 2 A ONTAPE PR S A,

* MREFITFEHIRRIP. KEME R, E7EH ontap-nas-economyo

PR

TridentiZ LIONTAPZSVMEIE R B0z 17. BEFEAEEAF vsadmin' s SVMAF. HEEA "admin' BB
HEAENEMBZTRIEF,

3FFAmazon FSx for NetApp ONTAPERE. TridentiZ{EREEAF vsadmin HSvMAF LIONTAPE SVMETR

RBMHIET. HECAEGHEEABNEMBIMIAFEIT fsxadmin. It ‘fsxadmin' AR REEBRMERE
BHEEGAR.

WEREF limitAggregateUsage' 8. MIEEEEEIE RN, KFAmazon FSx for NetApp
@ ONTAPSTrident&E & {#FEEY. limitAggregateUsage' SR iEAF “vsadmin 'l “fsxadmin A
P MRIEELSE, RERERIK,

RATUEONTAPHEIE— N L H = mIFshiEF R RFIM Faf A e, BRNIAEINGXHEM. KRS
hrZsHY Trident i ABEEEENEM APl , MMIEALRTERBEER S HE.

HEZ{EFAONTAP NASIRGIIZFEC & [ ik
T HR{EFEONTAP NASIRTHIZF BB ONTAPGIHINER., BB S 50K,

X

* S FFABONTAPGH. TridentEXRZEDASVMAEE—PERE,

s O LUEITE N RoER, HElEIEmEP—PMRIIZEFIEFEES, fi0, EaUERE—MERRIER
M GoldZFEF—MERIREHFEFAIBronze ontap-nas-economy "2 “ontap-nase

* FiEKubernetes TIET mEBUMREIEHHINFST R, "HABEXFMER. BSWo
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* Trident{X 2 EIWindows T = _Liz{THIPodiISMB#E., BXIFMAEE. 15E N EEIESMBE

XONTAP/SURHITE D INIE
Tridenti@fft 7 I ITONTAP [Fim#H T & 173 I IE AR T o

s ETEE: EXEEFONTAPEIRAE BHHNIR, BINFERSTEXNEZELERAEXEMKS. Bla0
‘admin',. “vsadmin' LIRS ONTAPRR A SR ATZEME R,

* EFER: MEXFEERHREEIER. Trident BESONTAPER#HITRIE, I, FHEXVAEEE
FImiE$, ZEAMEE CAIEREY Base64 iGE (WNRFEA) (EiY o

TR UEFRRA RiR. WEEETEENGZNETIEBNGEZEBE. BR. —RIZF—MIHILIES
Ho BYIMEIEMBSMIIETT A SN EHRECERRIFRINE 7575,

@ NREZ AR R TIRIIER . WERIERRK. HER—FHER. BHEEXFPiEM
T EMBNINIET .

ERETEENSMHINIE

TridentfR ESVMSERE/EEEEMNEERMNEIES e SONTAPGIRHITIEE, BIERMENTIE X AE, Wl
admin B ‘vsadmin, XHFAILUHRSAKFONTAPIRARERBANM. XEMAA RS QA FFARFK Tridenthizzs
EEANINEEAPL, FILIBIBBEXREERABHFBEA T Trident. EREIGXFFL,

[EimE X B0 TR -
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEREUANSERNFENE—(ME, SRR RE, FRRA / BiBREER Base6s #H1T4HRIZH
Zfi# 7 Kubernetes ZH, i/ EMEREM —FETHREIIENSE, Alt, XR—IMXBEEGHITIIRE
, H Kubernetes S {ZfE EIE 1T
BRAEFERNEHIIIE
MM EN A LUERIERH S ONTAP EiRi#{TEE. BIREXEE=12%,

* clientCertificate : B IHIFHH Base64 fi5{E,

* clientPrivateKey : XEXFAHRY Base64 fRAL{E,

* trustedCACertifate : Z{51E CA iEHHI Base64 RiB{E, MREATS CA, MATIREHIESE, WMNRAFE
FAAI{S CA, MBI LLZBRILISE,

HANTEREEUTI R,

p

1. EREFEIEPMZE. £, FABEEZ (Common Name, CN) &BAEBENSHIIER ONTAP
BF,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIIAONTAPR 2 ERABXF "cert BHRIET E.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERANERNNEZHIF. & <SVM I8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP £Z#F,
ARRLIFRYARSS SREGIRE /N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. £/ Base64 XIEH, HEAMAIE CAIEBHITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMNE—TRENVELIRER.
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

B S M RIE S RS TR

TR AEHIA Rin U ERE S DI RE TR, XMMANEER: ERAF R / BhERIEiRA L
EHAERIES; ERIEBNERIUERAETRFR / BENER. Altt. SXFRERIRE S IIEREH

ANFTERY B AR IEIE S 7% %E@ﬁﬁ@@Fﬁ-ﬁ%mﬁ%ﬁ&E"JE%&E%JSOHY# tridentctl update backends.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

WIRER, FHEIRRUMSE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPRENS NS, 25, GREERLERIES, AEALUM ONTAP E2ERHIR
B,

BiERAIPENEIRENIAR, BARSHMEZREINGER, FinEHAIIZRRTridentd] X
5 ONTAP G 5 H AR HKHIBR(Fo

ATridentt}Z2EE X ONTAPAE

&AL BEPrivilegesixREVONTAPEE A . XIFMAXNFEHONTAPEIR A A BETrident P HITIRIE. NR
ETridentFiRELERESREF A, NTridentE R ELIZRNONTAPEE A ERMITIRIE

BXEETridentBEXAENFMAER. BSW TridentEE XA EBLEME"

78


https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role

{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. QB EXAE:
a. BEEEELICIEEEXAE, FiRFECluster > Settings*,

g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_IE

* "ATEEONTAPHEEXAB"H"EXBHEX AR
* ERABMAR"

EIE NFS SR
TridentfEFANFS & H R ITHIX H AL B HIERIIAIE).

FERSHERET. Tridenti2 T A EIR:
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* TridentA] UBHSEESHREAS; FHRFENT. FHREERATMIEE — N RTIEZIP#IRCIDR
RIK, Trident=E A BEIFXEEERNNERT RIPHRINEISHREER, &, MRKIEECIDR.
MEZXRBET R LREIRFE 25 CE 2 REIPERIE RN E T H RS R,

* FEEER A UFHEIR S HREARMAN. FRIFEEEREE T HFHRBRM. SN TridentifER
FRAIAS HERER

SEESHERR

B Trident. FILIEISEIEONTAP/RIRIISHRES, Xi¥, FHREERMAUNIIETR IP IEE AR
8], MARFHEXERNMN, EAKXENLT SHRIBEE; BASHREABREFNTIEFMHER. LN
XIEE B F R EFEERRVILRRE ANREEEHEBIPATEECERN TN RIGE. MMFHEHANE
L EE,

FREISSHRESETS. 577(E R M1 (Network Address Translation. NAT), {ERNAT
() o, GiEEHSSESRENATI. MARSIRPE M, Fit, MBESHANAHTE
PLERR. MISIELiAIE,

7ETrident 24.10FF, “ontap-nas' ZEIRIIEFIG ML S BHAMRA—1F TE, ONTAP NASIKEhTE
(D BHR#TEABR. fETrdent 24.108, 24 “ontap-nas-economy B2 F RGBT 5
KL B A

Nl

HERRNEEED,. FTER—MaikmE X R

version: 1

storageDriverName: ontap-nas—economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password

autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

@ fERALLThRER . EATHERSVMAIRESAB LR tIENTFHRE. FREBARATTRCIDRIRAY
SEANGIMERINS L RER), 1BLETENetApp BRI RIEL . FSYMERF Tridento

TR R LRI It Thae sy TERIEHITHIINER

* autoExportPolicy BN true, XFT/RTrident2 ASVMIIERLLEIHEENESNERIE—FHE
B& svml. FHEAMUBRGIEINAIHRIMFMIFR autoexportCIDRs, ERFEEZIT R ZHI. EXFER
— NPT IHEE, EREAHEEINER X ZEH I TAVERNIRE, BELAMETRG. Trident=tlIE
— M EIEECIDRIAEET RIPHKEqtreeE B IS H KL, XLEIPHEARINEI A FlexVolfE AR S H 2R

o
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° f5gn:
* [RIHUUID 403b5326/8482-40db-96d0-d83fb3f4daec
" autoExportPolicy HI&BN true
" EHEFISR trident
= pvc UUID a79bcf5f-7b6d-4a40-9876- e2551f159¢c1c

= & Jgsvm_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1chiqtreeE FHIFlexVolplIlE— NS H
LK. AR AW gtreet|E— S H KL
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc HETrident EEIE
“trident-403b5326-8482-40db96d0-d83fb3f4daec — MR NME FHHKER
“trident empty. FlexVolFHHREGHIFINIKE BatreeFHRIEP B ENEMMNTEE, =FH
RIS HFIE RN EEEFER,

* “autoExportCIDRs B &#HRY R, EFEENRLAFE:, BAIAS "0.0.0.0/0, ": : /0", TARKEN.
NMTrident=FRINTER R ARV TET R _ B3R FIBIFRE £ B5e E it

LRI, 192.168.0.0/24 AT HIULTE, XRTEFUIHISEEIE A HFHRANKuEN T RIPER
MEITrident NS HEREF, HTrident’FAHEITIZINENT R, EFCTRZT R IptuE, HiREH
IREAHIIER I EHITIEE autoExportCIDRs. AMEY, EMIZIPZIGE, TrdentiE AELZHREINT RHE

P imIPEE S SR BN,

oI R SRS NEIREHR autoExportPolicy 'l “autoExportCIDRs. &R]LINBEEHERNGiHHT
INFTEY CIDR , e UMIBRIIERY CIDR o fiB& CIDR BHES /NG, LUARIEEERASE, EHaI ik
FEIHZAE autoExportPolicy. HELIRFIFoIEIENFHIR, XFEEGIKICETIKE "exportPolicy’ &

o

FETridentplEZEFEHE. &l LUMERAIENR tridentbackend CRDE/GUR “tridentctl:
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

chapTargetInitiatorSecret:
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd

BT RS, Trident2EFE S H R UBIIRSIZT S MAYGRIFN, @it NZE SRS SR bRt
TRIP. Tridenta]fHIEEEER. FRIEEEDIHT RESFEALLIP,
NFUURIFENGE. FERAEHGH tridentctl update backend B R TridentHSH EIE S HFEK, XFSIRE

FRCEM M TFHREE. HURRKRIUUIDMgtreeR MR, [Fin ERISEEHA BEHERERMEIRZ
A9 SREK

(D MErEA B EES HREH SRR RS RIS LR, NREMEIEGR, WSKEMR
PR, HEVEHBITH R,

SNRER 7 IESHTIRRYIPHENE, MATTELL T = EEFBTTrident Podo #A/S. TridentiG BT H EIERFIHAY
SR, LURBRILIPENR,

HEEECESMBE
QEHEEES. BoERFIERFEESMBS ontap-nas.

@ S TTESVM _EEREZENFSFISMB/CCIFSTY. A BEAAEZBONTAPEE "ontap-nas-
economy SMB%, MRKeEARBEPIT—HN. NAERE SMBERIEF KK,

@ “autoExportPolicy' SMB& ARz #5,

ez Al
EECESMBEZ AT, TIURE LT
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* — P Kubernetes&2f. EFREE—MLinuxiThlgs T 2 UREL—1METTWindows Server 202289Windows T
T 5. TridentXZ3FHEEEH BIWindows ™ s _EIiEZ{THIPodBISMB#,

* E/b—/ 8 &Active DirectoryE3EM TridentZ i, £ ZH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEEE AWindowsARSZHICSIHIIE, BAELE csi-proxy, 1BZR"GitHub: CSHTIE"D T fi#7EWindows LiEiT
MIKubornetes"GitHub: &R FWindowsBICSHYIE" Y5 5,

p
1. S FREBONTAP. &R LUEIZFRCIEZSMBH R, WATLUEE TridentHEEIE— M=,

@ Amazon FSx for ONTAPEESMBHE,

e LB U T RMA N2 —RIESMBEIERHZ: A" "Microsoft EIRIZH| & " HEX MR ER R THE
FAONTAPEs 1T E. EEAONTAP a3 1T EEIESMBHE. BHITLUUTHRE:
a. AEKE, AHELIBERRZEM.

‘vserver cifs share create‘ﬁ%ﬁ&ﬁﬂ@%?‘;,ﬁ\mﬂ*ﬁﬁ—

pathiEIMAIEENRKF, NRIBEREAETE, WHmSREK,
b. B 5IEESVMEELHSMBHEE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C WIIRREIRHEE:

vserver cifs share show -share-name share name

(D) mxsmyaEs. #s0002 SuB 2,

2. g EmE. MAECE UL TRAUIEESMBE, BXFTEFSx for ONTAPRIREEIEIMME R, 155" &
FONTAP BIFSXBL & EIAN ="
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smbShare BRI LIBE L FIE Zz—: {EAMicrosoft BIB#TH|S smb-share
FHONTAPHLTHRECIENSMBEZNZFR,
WTridentB|ESMBHEZRIZFR, FE. BAILUES
HETUBAIEE#ITERAEZIAR, WFRA
ZBONTAP. IttBEERIER, IttBE 3T FAmazon

FSx for ONTAP/Gik A B, REEANZT.

nasType KB smb  MRAZT, MEIAA nfso smb
securityStyle MENLZEIRE, WTFSMBE, HIIZKEN ntfs®  ntfs'F "mixed' SMB%H

5{ ‘mixed,

unixPermissions HENER, MFSMBE. HINET,

ONTAP NASEZ & &I

T BRAN{AIE TridentRZ= A I EAONTAP NASIREHFZERF o
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version
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TR FNFSIEFHIRENT2REER (FQDN). Mi=]
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false

['0.0.0.0/0« ": > > /0T

TR Base6s HIEE. MTFETIIBNSHE ™

iE

EPinE AZIAR Base64 RiDE, ATFEFIERNG ™

(ETAN

Z{EE CAEHH Base64 fiS{E, Alik. AFETFIE

BHISPIIE

RFEERIEE /SVM AR, ATETRENSH
JU3E

EREIEE /ISVM BVERS. BTETRIENSHIIE
£ SVM HECEFERERNGLS. RBERTEEHM

NREANONTAPEEE 24N HELF
@ FHstoragePrefix. Mgtrees AR
EERIR. ERETREERIFF,

ERENRS (Aif, RIKETERS, WKITEH
PEgLA SVM ) o ¥TF “ontap-nas-flexgroup IXGHFE
. RS2, WREKSE. N AT UEREMA
AR & KA EFlexGroupH,

ESVMHAERRERE. ZREe%
ETridenth BEhEH. HERKIA
SVM. MZEZEEHFahTridentiTHIZs,
ETridentPEEE THEREULES

(D) & OREZEAEHZRBHSM,
M7EIHSVMEB AR, [FimiEETrident
T HRERS. BRIAEREEX
ASVMEMRE. ERBE IR,
LUE SRR S B Ao

MREAEBIB DL, WREXW, * FERTFE ™

FF ONTAP BY Amazon FSx *

=03

(BRIAER A SRHISEHE)
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28

FlexgroupGroup
GroupRegateList

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare
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WiER EININ

EREMNREYIR(ANE, NREBIKE. WHIEHED
fC4ASVM), S ECLASVMINFRE B &1 T
BFlexGroupt, ¥ ONTAP—NAS—FlexGroup
— StorageIRohiZF.

ESVMAEFHREIIRRE. HIFRE
ETridenth BhE#. AEEA
SVM. MZEZEEHFahTridentiTHIZs,
ETridentPEEERERGVIRURES

(D) & ORBATIEREHZWBHSIM,
M7EHIHSVMB AR, FiRIEETrident
T RHFERTS. BRIBERETIRE
MASVMEMERETR., EBHEIP
IBR. LUEESim R S B o

WMRIBEBRPERNEBIIE. WEEXK, ItIh Fx " FRIANER T AREIEH)
FRHIE AatreesBIBMERNA/N LR, FHIE

“gtreesPerFlexvol EI 7t ¥F B E X & FlexVol

MgtreesBI R A Z,

HISHIRRN B EANIEIRAT S, F190. BRIEEER#HTT
HIEHRRHREIFANASEME. SUWFA=ER {"api"
. false. "METHOQ": true} debugTraceFlagso

BOENFSTSMB&ERI#E, AN nfs. 'smb'E _J?,nullo nfs
ZHABRT. BRERNTRBNFSERERNT

NFSEZIETRNE S DIRTIR. BEIEFHELRTR
7IKubnetes- Kk AtE BIEEHEHIEI. BIIREFMHESR
FRRIEEEHIAI. N TridentiF EIR 2R FMEEH
FEEX AP ERNERET, MREFERSNEEXH
RRIEEEHIAT. NTrident AR RERBKAIKA LS

H}

J:ix%ff’cﬁ?i%zﬁilﬁ
1 FlexVol B8 K qtree ¥, #Z7E 50 , 300 SEE 200"
N

BRI LEE L TE 2z —: [EHAMicrosoft HIB#EH|S  smb-share
FONTAPERLTTRECIENSMBHEEM R, A&

W Trident8)EBSMBHEZMBZFR;, E. EAILIESEK
BEPBhIEE#ITEREZIANE, WFRIP

ONTAP. ItEB#ZEREMN, IttESEITFAmazon FSx

for ONTAP/Sim WA, EE



limitVolumeP
oolSize

denyNewVolum
ePools

WiER

FF{EHE ONTAP REST APl I E/RE%, useREST'
BN true, TridentEAONTAP RESTAPISE
IE(E,; RENBY false, TridentffEFIONTAP ZAPI
PASEIHEE. WIHEEEEFRAONTAP 9.11.1KE
ShRAN, IbIh. [EEONTAPERAG®MNTIERGAE
ontap MR, MEXNHMABERLUHEX—
vsadmin B3 cluster-admin o MTrident 24.065K
MZAPL 151 ESREFFIA. RINBERTRIREN
true; B useREST BXA “false LUFFHHONTAP 9
“useREST ONTAPIE,

TEqtree-NAS ONTAPL B [T im{E A gtreesAY Al 353K
BYER KFlexVolK/)\,

PR “ontap-nas-economy’ [5im Bl FHTHIFlexVolE LI E

EHqtrees, X=FABEHGBIFlexVolEZEFBIPV.

AT EENERECE RN
1SR AR EC E BB ) A X RTUT HIFAIARCE defaults,. BRI, BEEIUTEETRG,

%

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

15 BH
gtreesB9= (8] 7 A

TRITMBER; "T"(1EE)K"E"(F)
E{FEMAM Snapshot RE&

EHOIEME DA QoS HRE&H, EFRFNEEM /
[Ei#H qosPolicy 8% adaptiveQosPolicy Zz—

ZABIENE DB BIEN QoS HKEH, EFEEFME
figt / IRUHAY qosPolicy B adaptiveQosPolicy Z—
A% ontap-nas-economy.

HNREBEFENER DL

BIERrER, MERXLFD &R

E#E L EFENetAppBIZE(NVE); BRIAN falseo
EFEAILEIN, HMEEEE RS NVE BiFrIH B
NVE . WMNRERHBEHATNAE. N7ETridentFECER
RSB BANAE, BXIFHAEE, 558

. "TridentdN{El SNVEFINAEEZ SEF"

fER" T HIE RS

MEHRR

A
true I FONTAP 9.151HES 2=

’ IZ:?JHJJ falseo

" BRIANER TR SEE)

FAIA
IIIEEﬁII

ll%ll
uaﬁll

AR "none". NIF"0"
snapshotPolicy. &A™

n jE:t.IaDEn

EHNOn

"fH1x

JFFONTAP 9.5 SVM-DRZ B AR
B, NNIRE"

"TTT"RIANFSE; B(RER)ER
T SMB#%

87


../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html

28 LA

snapshotDir {&HI3FBERMVIAA . snapshot

exportPolicy BEBFRAMNSHEKE

securitystyl HENZEER. NFSXHF ‘mixed M unix Z£i&
e o SMBZ#F ‘mixed 1 "ntfs Z1ER,.

nameTemplate RTFEIEBEXEZMHIRIR,

EININ

JFTFNFSv4. F"TRUE"; 3
FNFSv3. H"false"

default

NFSEMIAEN unixoe SMBEMAEN
thSo

B QoSHEEH 5 TridentE S EFAEEMEAONTAP 9™ EBA, BRI EAIFHLZQoSHER
(D) A *BRIEEEASINBTE NS S, HEQoSEBARNAELFHHNAE BT

EMRo

SECETH
TER—MEX T ERIMERRG:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

¥F ontap-nas # ‘ontap-nas-flexgroups, TridentIRIEERFRIITE G ERBRE
FisnapshotReserve & 73 Lt MpvclEFEIAEEFlexVolB K/ HAFIEKPVCE, Trident=fERHITEAEEIEA

BEZ

z3
i

[EJRYRIaFlexVol, tEitEAIRAFE PVC FRIREIFMERIIAIE =6, MARNTFFHERN=E,

v21.07 281, MNRAFIBER PVC (f5lg0, 5GiB) , #HH snapshotReserve 7§ 50% , MR =3R1E 2.5 GiB Y

88



AETE, XeEANBFIEKNEENE. HE snapshotReserve‘%ﬁq:'ﬂ’ﬂ—/l\ﬁﬁtbo ETrident
21.079. ARERWERIETE. TridentZEFENX “snapshotReserve ABNEMNEDEL. XTI
FF ‘ontap-nas-economy. BEEWLTRHILLT EEHTERIE:

(o

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

3tF snapshotReserve = 50% , PVC 13K =5GiB , HR2K/\A 2/.5=10GiB, ARIEAX/\A 5GB , XEBF
£ PVC i&RFIERMIA, Lt “volume show &SN BRFEMTF U T RAIMILESR:

Vserver Volume tat Size Available Used%

online RW 18GB
_pvc_eB372153_9ad9_474a_951a_0BaelS5elcoba
online RW 1GB

2 entries were displayed.

I RENINE GIREEAR TridentB1ZER_ E XA ES. MTFEARZFCIENS, ERIAREENA/N,
LUEMERZIFAMIAIER, a0, ERRERRZASAI2GIB PVC “snapshotReserve=50"2 ¥ &R IE1GIBHNE X
i8l, g, FERIVAEA 3GIB T ANBERTE— 6 GiB £ it 3GiB (A5 =8,

RIREE A
UTRAIERTRBAZSHEHRBANBRANENESELE, XBEXEHRNRESETT .

@ WRTEFRA Trident B9 NetApp ONTAP 1 Amazon FSx , ZI LIF 5% DNS &%F, W+
2 1P ik,

ONTAP NASZZ R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName:

ontap—-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

MetroCluster; 5|

TR URRERY, LUBREREYRMTIEEFhERGiHE X "SVME HlF]

ERITIEY)EMYIE]. BERIEESVYM nanagementLIF. F&EBE “datalLIF #1 "svm &%, 5140

version: 1

storageDriverName:

managementLIF: 192.

username: vsadmin

password: password

SMB& 5

version: 1

ontap-nas
168.1.66

backendName: ExampleBackend

storageDriverName:

ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions:
datalLIF: 10.0.0.2
svm: svm nfs

username: vsadmin

password: password
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ETFIEBR S (D INIERG

XE—1T/WEIHIRE RSl clientCertificate clientPrivateKey
‘trustedCACertificate(WIRFEAZEECA, NATE)IESFETE backend.json' HK Fbase644mi
HNEFPRIERE. FAREMNZEECAIERE,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRI BU TSR TridentE oSS L LR B IRIEMERSH K, X3 FH ontap-nas-
flexgroup WEiEFEMERER “ontap-nas-economyo

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4



IPv6ithiE Rl

W RHIERT managementLIF 30{alEE A IPveibiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFESMB% Rl

=

‘smbShare  WF{ERASMBERNFSx for ONTAP. SHEMNEMN,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix

92



fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}} {{.volume.RequestName}}"}

REPA M SR 5

ETEETHRAIFHRENXHPR. AFMEEEMZE TIFERIAME. F190 spacerReserve. fEnone.
“spaceAllocation’ 7Efalse#(l “encryption’ fEfalse, REINAHIETFEEEB D HFHITE Mo

Trident=1E"Comments"FERFIR BERCBEIr% . JFFE1EFlexVol forgiFlexGroup ontap-nas-flexgroup forkt
%8 ontap-nas. EREN. Trident2FEIMM EHNFAEREEFFIEES. AT HERL. FHEEERTTUIR
IEAEFNEMMFLAETE XIFE,

EXLERGIG, FEEEBRIEEBIH. spaceAllocation 1 “encryption' {B. THLETF(E "spaceReserve ith
SBEWINME,
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
department: legal
creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775"'

5 iHBRETE] StorageClasses

LU R StorageClassE X155 N[ E It fE iRz fl]. #@i¥ "parameters.selector FE&. & StorageClass#i= 1
ARTFRESNEMNE. SREEEEMHPEXENAE.

iy —

* protection-gold StorageClassiEMEIEI[FIHAIE—NIE Z N EPIM ontap-nas-
flexgroupo XL M —IRHE R RIPEIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassiFBRETEIFIHANE=TMENOMEBM ontap-nas-
flexgroup. XL EM—IRIEESRIUIMRIPRAIBIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb StorageClassfMFEIFIHAIBOAMEMHM ~ontap-nas. XEImysqldbIEEAIRY
ERREFENE SR —ith,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiMETEIFIRMNE="FEMMt ontap-
nas-flexgroup. XieM—EHEEEFRIFFI20000-ME =BV,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’ StorageClassiFIRETEIGImAVE=NEMM ontap-nas MGEHHIEZEIM
‘ontap-nas-economy. XM——{EHA=REFI50008YM= Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

TridentfEREEZM N EIN. HHRRBREFEENK,

EVIRECEREH datallF
SO VR E S ENBUELIF. HERBITUTHS. NFMNEIRISONXHIREEMBIEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ EE%PVCE%EU—/PEJZ%’PPM\ MABRAFFENNPod. ARKEMER. FHEBIELIFAEE
o

iEF3F NetApp ONTAP B Amazon FSX

¥ Trident5Amazon FSx for NetApp ONTAP4 &

"EATF NetApp ONTAP HJ Amazon FSX"@—IMm et EMNAWSIRS . XA Bl
{THINetApp ONTAPTEEIREARIREZ XGRS, BENEATFONTAP FIFSx. &r]
PAF R IEZAEBINetAppIhEE. MREFIEIETNEE. RIRNFIFTEAWS EE#EEUENEEE. R
SEM. Z2MMET EM., FSX for ONTAP Z31FONTAP X4+ R ATIHEEF B IEAPI,

& LUREAmazon FSx for NetApp ONTAPXX &4 5 Tridenti#F 1 T8 UHARTEAmMazon Elic Kubelnetes
Service (EKS)Fiz{THIKubelnetesE & 7] LUEC B ONTAPZ FFHRFN XK A M 5

X4 AGE Amazon FSX AIEERIE, FUTFHEPEER ONTAP 8, & SVM 1, EAILUEIE— 5
ZNE, XEERE NG HREEEXGRAETHEIERSS. BENEHET NetApp ONTAP BJ Amazon FSX
, Data ONTAP B{EA=HHIEEXHRSIRM. HHXERFAIEITS * NetApp ONTAP *,

BT Trident5Amazon FSx for NetApp ONTAPE &M &R LU{R7EAmazon Elic Kubelnetes Service
(EKS)HiE1THIKubelnetes SEB¥ 7] LAFEE ONTAPSZ YR A XK A 1B o

EK

FRT "TridentZR", EIEFSx for ONTAPS TridentERY, TEEE:

° BEREMIMBAmazon EKSEE S B1TE IERIKubornetes&E 2% kubectlo

* o] MEEBFRY TET R iA 1089 E B Amazon FSx for NetApp ONTAPX 4 £ i #1Storage Virtual Machine
(SVM)s

c EFRATHI T R"NFSELISCSI",

@ RIBEAIEKS AMIZERY, H1RIZEBAmazon LinuxfUbuntu (AMD)FRER T &R S B TR
YE "Amazon Machine BU£",

AEEmM
* SMB%:
° (XfERWRENFZFZHRFSMBE ontap-nas.
° Trident EKSHNE I Az FSMB%,
° Trident{¥ 2 3F3£2FIWindows T &2 LiBE1THIPodMISMB%E, BXiFMEE. BEN "E&EESVMBE" .

* 7ETrident 24.02Z HIRIARASH. TridentTo AZMIFRE E B A B & HBIAmazon FSXXH RS LIENE. B
fETrident 24.02 EShRAHBALELLRIRR, JETEAWS FSx for ONTAPHIEIRECE X HIEE
fsxFilesystemID. AWS. apikey AWS ‘apiRegion FAWS “secretKeyo
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@ WREATridentISEIAMAE, NTTLEEEATridentBBAIERE apiRegion. “apiKey
‘secretkey' FE. BXIFMER, FER "SR TONTAP BIFSXECE IETANR G

BP0

Tridenti2 AT S D IR IEE o

s EFERGEEN): BERLSMEFEEAWSHIZEEESET, EraERXHRAZNAR. el LlER
fsxadmin vsadmin ASVMECERAF,

TridentRZ IASVMAF &17i517. EUEEHEBERENEMZIRIAF 551817 vsadmin
@ o Amazon FSx for NetApp ONTAPBIE fsxadmin FAFP REEARMERONTAP “admin®
EBRP, mIENESTridentESM#HE “vsadmine

* BEFES: TridentEASVM_ ERERIEBSFSXXH RS EHISVMBHITE S,
BEXRBRSHRIENFAER. BSIRERTENIRIEFLEM S HIOIE:

* "ONTAP NAS S Ia1E"

* "ONTAP SANE 3 33E"
i3S AIAmazonit BHBR{R (AMI)

EKSEERLIFZMIRERS. BAWSEH W ARMEKSHLL T FLEAmazonitEHBE(AMD, U TAMIEE
I Trident 24.1089;M3x,

AMI NAS NASLFEY SAN SANZFEY
AL2023 x86 64 ST £ 2 o =
ANDARD

AL2_x86_64 =2 = o e
BOTTLEROCKET x £+ 2 RiEMA &M
86_64

AL2023 ARM 64 S 2 2 = =
TANDARD

AL2_ARM_64 2 2 2 =
BOTTLEROCKET A £+ 2 TEH TiEH
RM_64

* AR BIRTR R "nolock”,
* MEAREMBDITRIERT, TEMERPY

@ ORI RFIBEFRABHIAMI, HARRREARR XS, MARKTERKRET N, LHFIRATE
AEMBBMAMIBIFER,

fER AT BHATRIME -
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* EKShi4s: 1.30

© REF5E: HelmF{ERAWSHH

* SIFNAS. ENEEE T NFSV3HINFSv4.1,
* }FSAN., XA RNISCSI. MAENVMe-oF,

HATROMN :
* BIE: 7FfiEk. PVC. POD
* fiB%: POD. PVC (E#l. gtree/LUN—EZFE., NASS5AWSE%)

THREZER

* "Amazon FSX for NetApp ONTAP 14"
* "B XiEATF NetApp ONTAP BJ Amazon FSX MIEE X E"

SIZZIAME EFAWSHZ

AT LB ENAWS IAMBE Eif 1T B2 IRIE(M A 2R E XAWSEHE)READ
EKubbernetes Pod iR AWSE B,

() =@EmAwS AMBEHTSHIIE. EATREREKSEEKubenetesER,

SIEAWSH Z EIE 28 %A
T RAECIE—NAWSHIZ EIR2EZA. BT F6&Trident CSIFEHE:

aws secretsmanager create-secret --name trident-secret --description

"Trident CSI credentials™\
-—-secret-string
"{\"username\" :\"vsadmin\", \"password\" :\"<svmpassword>\"}"

BIEEIAMEEES
TR ERAWSE 1T R EIZIAMEREE:

aws lam create-policy --policy-name AmazonFSxNCSIDriverPolicy —--policy

-document file://policy.json

-—-description "This policy grants access to Trident CSI to FSxN and

Secret manager"

HRERJSONI f4:
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policy.json:

{

"Statement": [
{
"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"
I
"Effect": "Allow",
"Resource": "x"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager-name>*"
}

1,
"Version": "2012-10-17"

NIRS K EIZIAMEA &
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AWSHS1THRE

aws ilam create-role --role-name trident-controller \
-—assume-role-policy-document file://trust-relationship.json

EEXZR.jsonX !
{
"Version": "2012-10-17",
"Statement": [
{ "Effect": "Allow",
"Principal": {

"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"

by
"Action": "sts:AssumeRoleWithWebIdentity",

"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}

EHXHFBILLTE trust-relationship. json:
* AWS-f&HJ<account_id>M 1D

* EKS-<oidc_provider>&2#fJ0IDC*, &r]LUBITIETTL T ar<RIKEoidc_Provider:

aws eks describe-cluster —--name my-cluster —--query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

BIAMA EHTINEIIAMSEES :
SIEAEE. FRUTHSBELRTERRIZENRRMINZItEE:

aws iam attach-role-policy --role-name my-role --policy-arn <IAM

ARN>

policy
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WIEOCDiRMHIZF BT XREX:
FIEOIDCIREF B R ESEM XK, ErRILIEAU T ar<HITIIE:

aws iam list-open-id-connect-providers | grep $oidc id | cut -d "/" -f4

FERUTHSIEIAM OIDC S SR X EBX

eksctl utils associate-iam-oidc-provider --cluster Scluster name
-—approve

eksc

AT RAEEEKSHARS KA CIZIAMA R

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name <AmazonEKS FSxN CSI DriverRole>
--role-only \

-—attach-policy-arn <IAM-Policy ARN> --approve

25 Trident

Tridentf&1, T Kubelnetes & FHFNetApp ONTAPHJAmazon FSxIZFEEIE. FHAAR
MEEBAGER T FTNRERIE,

u_,\ﬁ“f}\ﬁﬁﬁ L/L-Fjj_/ﬁz_ Trident:

I

* BEfe

* EKSHNIm

NRE(EFAIRBINEE. BERECSIIREBITHIZBMEATL, AXIFMEE. BEEM "HCSIHZAIREBIIEE" o

B3 fe L& Trident

1. FHTridentRER2FE
TridentZEREF BB & EZE Trident Operatorfl 22 TridentFrEHI—1], MGitHub_EAY"Assets"285 F & FH iz
YR TR AV Trident R 412
wget https://github.com/NetApp/trident/releases/download/v24.10.0/trident~-
installer-24.10.0.tar.gz

tar -xf trident-installer-24.10.0.tar.gz
cd trident-installer/helm

2. FRUTHREERE SiRMERF I = H M nEHNE:
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U TR ZETridentHEITEIRE cloud-provider ' 4 “$cP. M cloud-identity $CI:

helm install trident trident-operator-100.2410.0.tgz --set
cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
-—namespace trident --create-namespace

EAILUGERS "helm list S L BB REFMEL. BINRTR. HRZE. BR RS MARERAMEITHR

_'50

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2410.0 24.10.0

BITEKSHEHZZE Trident

Trident EKSINE T BIE RN L 2BHEFMEIREE. HE@TAWSKIE. BJ5Amazon EKSECE A, &
WEKSHIEIL. ER] LR HRAmazon EKSER L 2RRE. HRL LR, EENEMMHT RN IES.

FIRE M
EEREIERATAWS EKSHTridentiDEHIN Z 8. GHRHFEHKEUTRME:

* BEBEMINITIEAAMazon EKSEEEMK P
* AWSIAWS Marketplace B E :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZES: Amazon ARM 2 (AL2_x86_64)8Amazon Linux 2 ARM (AL2_AMAZON_64)
* TREE: AMDEARM
* I Amazon FSx for NetApp ONTAPX {4 £ %;

B AiERFTAWSH Trident N £ I5
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eksc
T RGeS EFEETrident EKSHNEIN :

eksctl create addon --name netapp trident-operator --cluster
<cluster name> \
--service-account-role-arn

arn:aws:iam::<account id>:role/<role name> --force

EIBITHE
1. ¥TFFAmazon EKSIZHIA, MR https://console.aws.amazon.com/eks/homet#/clusters,
2. TEMSHMERTR, REBEES
3. BEHEENHEENetApp Trident CSINNEINAIEEEHIE FFo
4. B#H*Add-ones*, FAIGH EE*Get more add-ones*,
5. 7£*Select add-ons*T1 Lk, HITLATFIRME:
a. TEAWS Marketplace EKS-addonsgB53 . i&H* Trident by NetApp *&i%EHE,
b. & * F—F *,
6. TR BEIRERNMINBEE TIE L, 1T TEE:
a. EEFEFERRAE"
b. 33F*Select IAM Role*, fR&E}*not set*s

c. B eAREIRE", EBE MMEEZRS*, HEEiEE E2 P configurationvalues* S E H
EELE—FHEIEMroole-arn (E*ﬁfﬁﬁ_“ﬁgi eks.amazonaws.com/role-arn:
arn:aws:iam::464262061435:role/AmazonEKS FSXN CSI DriverRole), WIREFHR
R FREEE. WA LUERAmazon EKSHIMNIEEBEME MBI —PMZMEE. NRK
BRLED, HESWAIGKEFTAR. WHREERK. ErIUERERNEIRE SRR,
EEFILE Z B, 15HfRAmazon EKSHINAH R EREFTEBTEIENIRE.

7. T TFT—H7,
8. £*Review and add*Ti L, 3%#F*Cree*,

MBIMLETHE. EREIELENMEIL,

AWSE1TRE
1. Bl add-on. json M5
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https://console.aws.amazon.com/eks/home#/clusters

add-on.json

{

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v24.10.0-eksbuild.1l",

"serviceAccountRoleArn": "<arn:aws:iam::123456:role/astratrident-
role>",

"configurationValues": "{"cloudIdentity":
"'eks.amazonaws.com/role-arn:
<arn:aws:iam::123456:role/astratrident-role>"'",

"cloudProvider": "AWS"}"

2. R&ETrident EKSHIOER{E"

aws eks create-addon --cli-input-json file://add-on.json

FE#Trident EKSHNZEIR
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file://add-on.json

eksc

* #2EFSxN Trident CSIMEFBBIHATARAS, BEM my-cluster NERIEE R,

eksctl get addon --name netapp trident-operator --cluster my-cluster
fFlkE
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v24.10.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* Rt nEBE R E_E—F it R rJupdate TR [EIRIAR S,

eksctl update addon --name netapp trident-operator --version v24.10.0-
eksbuild.l --cluster my-cluster --force

WREHIBRT % --force &M, FHHERAmazon EKSHIINIGBES M AIGE PR, NE
¥rAmazon EKSM‘J‘DDWE’HQ&W, ,d§11L|5Z§U—?%%’a*1§'E/E,§\\ LUESBNIERE RN, (LA Z /], 15
Ha{RAmazon EKSM‘I?]DQHTfFT BEEEEIENLE. .ﬂﬁmbleA?&’JttLIﬁE o BRINGER
HxImpFaiEs, #sn "?E’E#" B *Amazon EKS KubenetesFE& & ﬁﬂ’]ﬁfﬂifmu, BB
"KubbernetesIiiZEIE",

BIBIHIE

. ¥TFFAmazon EKS#Z#l& https://console.aws.amazon.com/eks/home#/clusters,
2. TEMSHMERTR, RHBEES

3. BHEFEHMAINetApp Trident CSINNEITHIEEERIE 7R,

4. BH*Add-ones*ET .
5
6

—_

. B Trident by NetApp, ZAIEET*Edit*

. TE¥ENetAppEEE Trident’ Tl £, HITLLTIRIE:
a. EEEFRN R
b. BFFIARCE & E HIRIBEREHITIEN.
C. BE *REFEN o

AWSHE21THRE
U TR EFFEKSINEIN

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc-cni —--addon-version v24.6.l-eksbuild.1l \
--service-account-role-arn arn:aws:iam::111122223333:role/role-name

--configuration-values '{}' --resolve-conflicts --preserve
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ENE/MIPRTrident EKSHNEIN

&y LUE S M 75 IO ERAmazon EKSHIANI:

* (REEEE FRIMIINER R TS M BRAmazon EKSIE IR EREIR, It Bif=fEAmazon EKST %
BREEH,. AEEEEHEENEHAmazon EKSHINT, EE. ESREER ARG, LH%Em
AIEMTINAASER A B EIBERE. MA2Amazon EKSHIMNAH, @I ULIED. WHINAERSHIE. R
BanSHH --preserve EM LR LM AN,

* NIEEE PR MIBRMTIN G-I VR INENEERB P S E KH T LM G R IR 74 MEREHRIFR
LEFEINER . ME<SHMIBR --preserve HIEIN delete LUMIBRIEELANZELIN,

() WRUHIITEEXEEIAMIKE . TR SBIBRLAMIKE

eksc

LU e EE Trident EKSHNELIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator
EIETHS

1. $THAmazon EKSIZHIE, MLA hitps://console.aws.amazon.com/eks/home#/clusterso
2. TEMSHMERTR, REHBEES

3. BHEMIPRAINetApp Trident CSINNEITHIELBERIE FFo

4. BH*Add-onsHEI£, SRS T Trident by NetApp. *

S. B~ kR * o

6. £*Remove NetApp_trdent-operator conk sB*MHEER, HITUTIRME:

a. JNREHFELEAmazon EKSIEIEERILIINAMHFENRE. BHEFREEE NREBEEHLEREW
mERfE. UEERUBITEENINRGFRFIEIRE. BHITIEMF.

b. %5 N\*NetApp_trdent-operator,
c. B~ bk~

AWSE21THRE
IEERAERNZMHEITER ny-cluster . REBITUTHS,

aws eks delete-addon --cluster-name my-cluster --addon-name netapp trident-
operator —--preserve

FEFhEfEiR

ONTAP SANFINASIKGHIZFEERK
EQIEFEER. EEECZEISONFYAMLRXHEEX H. ZXHEESTEAMENEMERE(NASSAN). X

RGN AT IREUZ X BISVM U ANA R EH AT H R IIE. LU TRAIER T 3 E X ETFTNASHITFiE LK N
AfERAWSE R RIREFEEI B EARISVM!

1M


https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",

"type": "awsarn"
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BT T a2 LIS B AR Trident/SiRECE (TBC):

* MYAMLXZ 483 Trident/GimBCE (TBC)HIBITUA T @<

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

© BIFREBRINEIETridentSH4ELE (TBC):

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAPIREHIEFIFME R
1B LUER L FIREHFER 5 Trident 5 Amazon FSx for NetApp ONTAPER :

* ontap-san. ECEMEIPVEZEH BB Amazon FSx for NetApp ONTAPEHFH—1LUN, ZiNFETFIREF
fifo

ontap-nas. ECEMEMPVERR—MNFEMAmazon FSx for NetApp ONTAP#, ZiXFFNFSFHISMB,

* ontap-san-economy. HCEMEIPVESZR—TLUN, &1 Amazon FSx for NetApp ONTAPEEE AL E
HERILUN,

* ontap-nas-economy. ECENEPVERRE—qtree. H1"Amazon FSx for NetApp ONTAPEEE—1]
fieE#HEMgtree,

* ontap-nas-flexgroup: ECEHNEMPVERR— 1 EHIAmMazon FSx for NetApp ONTAP FlexGroup#,
BEXRHIEFIIEAEE, BB NASIKGIIERF "F"SANIREIFZE",
SIREEXMHE. BT TEEKSHEIEIZH:

kubectl create -f configuration file

gq_LlIE'{kn_;\\ 1ﬁ J:_'?i- L/{—Fﬁi%
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kubectl get tbc -n trident

NAME
PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629

[EinmA&ECEM R

BXEREEER, B2 FER!

version

storageDriverName

backendName

managementLIF
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BACKEND NAME BACKEND UUID

backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-

Success

WieA ANl
YRR 1

FERohIZERF BT ontap-nas. .~ ontap-nas-
economy ontap-nas-
flexgroup. ontap-san
ontap-san-economy

BE X &R FiEEinm IXchFERF RN + "_" + dataLIF

SEFSSVMERLIFRYIPHILERTLARE "10.0.0.1", "2001 : 1234 :

EERERZ(FQDN), abcd @ © . fefe]"

RTrident2FEBIPVOITEREMN.
M= LU E AERIPveithllt, IPve
Ut AIESEX .. fFl

: [28e8: d9fb: a825: b7bf: 69a8
: d02f: 9e7b: 3555], WMRIEFER
T aws " 12ft
‘fsxFilesystemID. MTEER
. managementLIF A
NTridentEMAWSKEZERSVM
‘managementLIF 58, Hlt.
B TR sV FENRFPBIEE (
fflalvsadmin) « HEZBPHIR
Bt “vsadmin A,



datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

WiER

Y LIF B9 IP ik, * ONTAP NAS
IXohFER*: BBINIEEdataLIF, 1%
RS, MW Tridenti¥ MSVM
IREVEIELUN, ERILUSE A
FNFSHEHHIZENTEIREE
#A(FQDN). Mime] LB EIR
DNS. UEEZMEUELIFZ 852
METE, AILUEVIRISERE
Ho iEEI% . * ONTAP SANIKEHTE
F*: AAiISCSIHERE. TridentfE
FAONTAPIEZRMELUNBR TS & I 72
I SBRERIETFEMISCI LI, R
BRFE X T dataLIF, ME4ERE
£, WMRTrident2FERIPVOITER
EW. WA LUEE AFERIPv6i
ik, IPVEHIIEAT R S IES TE X
f540: [28e8: d9fb: a825: b7bf

: 69a8: d02f: 9e7b: 3555],

B Boht N E#H S LR [R /R
{&] fEF “autoExportPolicy #l
“autoExportCIDRs &I, Trident®]
U B EES H R,

R F#iZEKubeNetTs sRIPEYCIDR!
FR(BRY). “autoExportPolicy {f
FB “autoExportPolicy #l
“autoExportCIDRs i%&I7. Tridentd]
UEDEESH R,
ENATFEN—HER JSON &K
HIARE

EFUIRIEPH Base64 fRiZE, F
FEFIEBRS R RIE

EPinE A% HH Base64 Jwi3
B, BTFETFIEPNEHRIEIE

R{Z1E CA IEFHY Baseb4 4mbI{E,
k. ATETIERRIS ML,

AT &R ERBNSVMBIAF R,
BTFETFRENSHEIE. f

M. vsadmine

AT &R EEBNSVMBE. A
FETFRENS DRI,

E{FEMAM Storage Virtual Machine

£ SVM FRECE BRI EREL.
BIEETEEN. BEEMILSH.
EEELIZ ISR,

Nl

false

"["0.0.0.0/0". " 1 /0"

WMNRIEESVMEIELIFNIRE

trident
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limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare
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WiER Nl

“IBNeEAmazon FSx for NetApp 1BE701EH,
ONTAP, *1R{HHIF] "vsadmin' A&
BEATrdenttBREERFERHF
?éﬁiﬁﬁf‘ﬁ%‘]ﬁﬁ%ﬁ’\] ‘fsxadmin A

MRIFKRWEXNBI LA, WEE " (BOINER FREEISEHE)
BRI, ItIh. EEMRSBIE Nqgtrees
FFlexVoIBEIEMBRIA/N LR, H

BIET AT B E XS LUN

“gtreesPerFlexvol fqgtreesHER A

HE,

S FlexVol BIER ALUNEUSZIZE  “100”
50. 2005EEIN, 1XSAN,

HISHIRN B2 EANIARTS. 6 =
. FRIEGERHITHRIERBRHTR
ZFANBATEME. TR ER
{"ap1": false. "METHOU": true

} debugTraceFlagsoe

NFSEEETHNIE S DFR5IR. &
BREFEERIKubnetes- KA
SIEEEBIAI. BINRTEFMESE
FRARIEREERIET. N TridentiF[D]
REERFMERREE X PIEE
BUHEHIAT, MREFMERNEE
XAFRRIEEEHEDR. M Trident
SRERBRIKAME LIREER
HEHIRTL,

BEENFSTHSMBE R, EMEIE nfs
nfs. smb Knulle *IFsMpE

, G ER smbo *ERINEN

:E\ BB NTEENFSEIREN

To

1 FlexVol UK qtree £t, &7 "200"
7£50, 300 EEMA

TRl IEE U T ®IZ—: smb-share
FMicrosoft EIR{x %l & B ONTAP AR
SITREANEMNSMBHEEZRZ TR,

FE RiFTridentt)ESMBHERF

o XFFAmazon FSx for ONTAP/S

im. I BEHENER,



aws

credentials

AT EREENEREE R

TR ATERC B BB E A X AT RIBIARCE defaults, BXNA, BEERUATEETA,

S8
spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

54 BA ANl
FBF{EF ONTAP REST API B9%5/R false

B, AR

useREST LU AT 5 VA, i fit,
BT, mARTFE
TEf#E, WNRIEEN true,

M Tridenti&EEFONTAP REST API
5S5Eim#TEE. WhEFES
FAONTAP 9.11. 1 EShRA, Lt
4h. [EFEMONTAPE SR ABNITE
BGA18) ontap MATEF. FENXH
MAETLUKEX— vsadmin B3R

cluster—-admino

f&BI LATEAWS FSx for ONTAPHYEL
BEXHHIEEUTRA: -
fsxFilesystemID: }ISEAWS nn
FSXXERZFMID, - apiRegion "
: AWS APIXIZ&ZFR, - apikey "™
. AWS APIZ$H, - secretKey

: AWSE%H,

IEE BEFMEITAWSHIZEIRsSH
BIFSx SVMER, - name: %A
BIAmazonZREZFR(ARN). HFE
BSVMHYER, - type: 18BN
awsarn, BXRIFMEE. BB "
BIBAWSHI ZERRZE" -

WieA 2RIN
LUN B9=S 8] e true
TEMEEN; "X " (KFE) " none
s" (B

E(FFHAY Snapshot KL none

ZABIENE DA QoS HKE&H, "
EESNMEEN S EHRqosPolicy
g{adaptiveQosPolicyZ—, §QoS
RERLE S TridentE S ERBEE
FAONTAP ™8 E SR, &N f
FEHEZQoSHRERA. HHAMRILE
BRLADFINATFEIEDE. =
ZQoSHREASKFIE LIEREN
BEMETH R,
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28

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

HEEZILESMBE

BiPA

ERRNENE D ECHEIER QoS %
B&2H, EERENFEBEEHm
#JgosPolicysfadaptiveQosPolicy Z
—o % ontap-nas-economy.

NREBIMEREEDLEH "0

BIETeER, MERXRIFD&ME

5% LB FANetAppBENZE(NVE)
5 BIAA falseo, EfERIEIEIN
AT BE 3RS NVE B9iFRIH B
A NVE , MIRERIRREATNAE.
METridentPECEMNEAEEE B
HENAE, EXFEAEE, EEH

. "Tridentd1fAI SNVEFINAEERR & 16
A"

BRLUKSINZ, 1E&5 A Linux
FZ—ZAIGE (LUKS)"s 1XSAN,

EFRANEREE none

?j%ﬂ’\]’fﬁiﬁo T FSMB&IRE N
HENZEER, NFSF ‘mixed
M unix £, SMBXZHF
‘mixed # “ntfs' Z2IER .

EININ

MR snapshotPolicy A
‘none. ‘else™

false

false

“snapshot-only’ ¥ FONTAP 9 52
HIFISVM-DREZE

NFSEAIAEN unixoe SMBEMAEN
ntfso

E&o] LU IR sIIEFECESMB% ontap-nas. SEM A THEZHI. ONTAP SANFINASIRGIFZF SR

ez Al

EERKENEFECESMBE Z R

* —PKubernetes&Et. HEHEE5—

* E/b— B &Active DirectoryEEM TridentZ$H, £ ZHH smbcreds:

‘ontap-nas’ & IUH B L T F 4

PMLinuxizTHIZE T = AR ZE/D—1NB1TWindows Server 201989Windows T
ET S, Trident¥Z1FEE;F|WindowsT &5 _EiE{THIPodiISMBE,

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BECEAIWindowsARS5RICSINIE, BECE csi-proxy, BSM"GitHub: CSIUIE"EL T f#7EWindows LiEfT

HIKubornetes"GitHub:

p

1EFFWindowsHICSHLIE"

1. QIEESMBHE, EaILUES L TR ARZ—OIESMBEIEREZ: $HB " Microsoft EIRITH| & "HE X%k
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BIESBTHEAONTAPSRITRE. BEEAONTAP s TR ECIESMBHER. ERITUUTIRE:
a. NBEME, NHEGEZEBRRIZEM,

‘vserver cifs share create‘ﬁ%’%’&ﬁ”@%?gmﬂ*ﬁﬁ—
pathiEMHIEEHERR. MNRIEEHEARAEE, MaSREK,

b. B 5IEESVMEELHNSMBHEE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. WIIRRERERE.

vserver cifs share show -share-name share name

() aExzmrmEe. HS000E SVB £5

2. S| EmE. HAECE UL TARABUIEESMBE, BXFiEFSx for ONTAPRIREEIEIMME R, 155" &
FONTAP BYFSXBL & EIAN ="

28 Lz Al

smbShare e L3EEU T EZ—: & smb-share
FBMicrosoft® EE?Iﬂ%'JL‘IJZONTAP
mTRECIEANSMBREERNR
FR. 2E RiFTridentt)ZESMBHE
M2, XFAmazon FSx for
ONTAPGIR. tSEHENEN,

nasType *IIUKE N smb. AR AT, MER smb
i*?g nfso
securityStyle HENZLER, XTFSMB%E, & 'ntfs'Z ‘mixed SMB%H
JUEE N ntfs T “mixedo
unixPermissions HEMNER, WMFSMBE. HE "
Lo
ACETFHERFPVC

A& Kubnetes StorageClassIRHBIRZEMEXR. LR TridenttNfAE B S, EIE—MER
B A& BIKubernetes StorageClassKiE K ¥ PVEIIAR] YK A M S (PV)FKA S5
1B(PVC), AR, ERILUEPVIEHEIPOD,
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BIEFER,

fic ZKubnetes StorageClassif5

https://kubernetes.io/docs/concepts/storage/storage-classes/["Kubnetes

StorageClassMR" 1 TridenttiMR AT IZENEERERF. IERTridentiNAIEEES. fI0:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

BXREEERUNAISHSEHZE LIEFHITridenttIAIEL & HAEHM(S 2 PersistentVolumeClaim. B
J"Kubernetes # Trident X",

BIETFE,

P
1. XE—1Kubbernetes¥&R. Eitk. EEER kubect 7TEKubbernetesF8IEE,

kubectl create -f storage-class-ontapnas.yaml

2. I7E, KubernetesHTridentd &N B —N*BASIC —Csi*7Zfi&3E, H HTridentii B &G,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
tIEPVAIPVC

A "PersigentVolume" (PV)2HEEEIE A EKubbernetesE 8% L RiENIEF# R R "
PersigentVolumeClaim"(PVC)@3giE Kb R &R LMK A S,

BILUEPVCECE MBS E A/ NBIFMEEIARIET . @i A XEXRIStorageClass, SEEEIESIAILUEHIARIRT
FEER/NIFRRI(FIA0E RESAR S KA )o

BIEPVAIPVCE. ERILIKEHEHEEIPodd,
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AN T

PerfsentVolume = fjli5E

IR FEEXH R T 5StorageClass XELHY10giEYE APV basic-csio

apivVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. EI#Arwx
LRBIERT — 1 EBEwxiERIERNEZRPVC, ZPVC5® B StorageClasskBX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

S FENVMe/TCPHIPVC
R 2RT 58 8 StorageClass XEXBI A B IREMPEFINVMe/ TCPEYEZPVC protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

BIZEPVAIPVC

S
1. BIEEPV,

kubectl create -f pv.yaml
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2. BIFPVIRE,

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS
STORAGECLASS REASON AGE
pv-storage 4Gi RWO Retain Available
Ts

3. BIEPVC,

kubectl create -f pvc.yaml

4 g_l -LJ-.E PVC’ikn_.\o

kubectl get pvc
NAME STATUS VOLUME

pvc-storage Bound pv-name 2Gi RWO

BREFEEZNASHMESHZE LUTHEITridenttNEIBEE SRIFMER
"Kubernetes #0 Trident %",

TridentE %

XEESHORTE 7 RERWLE Trident BEEMNTFEMREELR EREMNS,

B4 N | RE EXR
R string HDD , BA&, Pool B8 &1ILER F8EMNFREE
SSD N, BER
ANGES]
el string ¥afe, B Pool Z#FILACE ISEECE A

73

CLAIM

CAPACITY ACCESS MODES STORAGECLASS AGE

5m

PersistentVolumeClaim. &%

3§

ontap-nas ,
ontap-nas-
economy. ontap-
nas-flexgroup ,
ontap-san ,
solidfire-san

Thick: All
ONTAP ; Thin
. AllONTAP &
solidfire-san
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B A

FiEsd string
snapshots H
TebE il
mz i
IOPS kY

' . ONTAP Select %A ZHF

EBERGINAER
EBERBIN AR

PTIE
1. ¥EEHTIPodH,

=l m=E 1EK XHF

ontap-nas MEFLEEN  EEEH FrEIREhiZF

. ontap-nas- Eim

economy. ontap-

nas-flexgroup

. ontap-san

. solidfire-san

. GCP-CVS

« azure-netapp-

files. ontap-san-

economy.

true false Pool ZHFEAIR BRTIRIEME ontap-nas,

BMSE ontap-san ,

solidfire-san ,
gcp-cvs

true false Pool X #imfEE RBRATREMNE ontap-nas,
ontap-san ,
solidfire-san ,
gcp-cvs

true false MZHFINESE EEAMZEN%E  ontap-nas ,
ontap-nas-
economy-.
ontap-nas-
flexgroups ,
ontap-san

IEEE% Pool REBSMRIELL BHIRIEXL IOPS solidfire-san

SEEIRAY IOPS

kubectl create -f pv-pod.yaml

UTREIETRTRPVCEZEIPODNEREKE . EAEE:
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kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage

(D Eo] DUE A S #HE kubectl get pod —--watcho

2. BirERR/EHEHEL /my/mount /pathe

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

WE. SR LUMFRPod, Pod AREFRABEE. EERRE.

kubectl delete pod pv-pod

FEKSE&EEE LA E Trident EKSHNEIN

NetApp Tridentf"E’ﬂJGTKubelnetesEF'iEﬁHﬂ:NetApp ONTAPBIAmazon FSx1ZE &R, {EFH
EANRHEIEREEBE T TFNAEFIFZE, NetApp Trident EKSHIEIR E1iE RN LLE
HEFNEIREE. HEBIAWSIKIE. FJ5Amazon EKSEEAEFHO BT EKSHNE .

”‘TLU“#EE%T%Amazon EKSERBLLIRTE. R RE. IEMEMMETNFrENTIIE

Eo
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[l

FEECEEATAWS EKSHYTridentiNEINZ Al IBHRFHE A TR

* BEEFERMEAINREAIAMazon EKSEEEIKF, 1E2% "Amazon EKSHININ",
* AWSIAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZEE!: Amazon ARM 2 (AL2_x86_64)3%Amazon Linux 2 ARM (AL2_AMAZON_64)
* TARE: AMDZ{ARM
* I Amazon FSx for NetApp ONTAPX {4 £ %;

TE

1. BSHEIBIAMAERTIAWSEA. LUFEEKS PodBEISIFIRIAWSE R, BXiiE, F2H" 2 AVMER
FMAWSHIZ",

2. 7TEKS Kubernetes& & . SAEI*MNEFIN*EINF,

- (S—
trl-en\f-eks @ ( Delete cluster ) ( Upgrade version ) q View
I
{ (O End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [,

¥ Cluster info it

Status Kubernetes version info Support period Provider
O Active 130 @ Standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

©0 ©0

Overview Resources Compute Networking Add-ons Access Observability Update history Tags

[ (@) New versions are available for 1 add-on.

Add-ons (3] Info View details Edit Remove

[Q Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches 1

3. ¥ E|*AWS MarketplaceMinnIn*#ix#E_storage 237,
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on ]

Filtering options

(J\ny category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ ) ( Clear filters )

NetApp, Inc, X < 1 >
n NetApp NetApp Triden_t _ O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organizati king efficient containerized ge workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23

4. #3|*Next* NetApp TridentFHiE R TridentiEHEAIEIEAE, SAIG R TH Next*,
5. EIRFREHIM IR hR S,

MNetApp Trident Remove add-an
Listed by Category Status
I NetApp: storage {Z) Ready to install
You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
anather offer if one is available.
Versian
Select the verson for this add-on,
| v24.10.0-eksbuild.1 v |
Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
Not set M | l C |

¥ Optional configuration settings

Cancel Previous -
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6. EEREMTI R ABIAMA BT,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

L Q Find add-on | 1
Add-on name Y Type v Status
netapp_trident-operator storage & Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y Version v IAM role for service account (IRSA)

netapp_trident-operator v24.10.0-eksbuild.1 Mot set

EKS Pod Identity (0)

Add-on name A 1AM role [& v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel [ Previous }f;a-:.

7. IREREREMMANEREIRE, ARIEEFE Next®
BIEMNEERN, FREEE SIPNEEESHRENETE L—F(FB1)FeIENro-arn (BTN

5. )o ‘eks.amazonaws.com/role-arn:
arn:aws:iam::464262061435:role/AmazonEKS_FSXN_CSI_DriverRole x5 : MR ENIMRERR T FIERFR

=. NWIAEMHEIHN— N EZMEEAT S Amazon EKSIMFIISEBE=. MNRRBALER. HAS5
MBREBFETAR. WIRERFRK, eI UEREMREIRE SR RP, EIRFIET . 15
fRAmazon EKSHINNAH R EREZTEBITEENILE,
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¥ Optional configuration settings

Add-on configuration schema

Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples”: [
{
"cloudIdentity": ""
1
15

"properties": {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string”

}

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

1v {
2 "cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam

: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "
i}

s i =
9. I MNBINAVREZE /9_Active_.

Add-ons (1] Info View details Edit Remove
[ Q netapp X ] { Any categ... ¥ J [ Any status ¥ J 1 match S |
NetApp Trident o
I NetApp' P
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your pers and ators focus on FSx for

Product details [3

ONTAF flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient ized starage
Category Status Version EKS Pod Identity
storage @ Active v24.10.0-eksbuild.1 -

Listed by

NetApp, inc. [%

10. BT TS URIETridentE B BIEAREEER L
kubectl get pods -n trident

N. RFGEHEEFEER. BXER, BEN "LEFHEER

FERBSITREZE/HFH Trident EKSHIEIN
FERHSITRERZENetApp Trident EKSHNEIN
T RGlE I8 L% Trident EKSHNELIN :

s

1}
o

1AM role for service account

(IRSA)
Not set

View subscription
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eksctl create addon --name aws-ebs-csi-driver --cluster <cluster name>
--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
-—-force

EABLITHREEHZ NetApp Trident EKSHNZLIN :
T e BEIE Trident EKSHNELIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{58 kubectl SIS

[RimATEXTridentSFHERFAZERNXR. ERSIFTridentilfAl5ZEERABEBE. MU
KTridentffA MIZTFERSECES. KETrident/la. T—FEeIEFiH,
TridentBackendConfig BIEBENXFIREX (CRD). EAILUEEEdKubednetest
HEZNEE TridentFilf. ol LMERSXNKubornetes B A FRN G LITRE LER
HITLEIRIE  kubectl,

TridentBackendConfig

TridentBackendConfig(tbc tbconfig. « tbackendconfig)@—"Hilm, EBRZMTEMNCRD, FE
A LUEAEETrident/5U% kubectl, ITE, KubbernetesF7ZfEEIE R A LI EIE @I Kubbernetes CLIBIZEE
BEN, MAEETANGLITERAZER(tridentctl)o

BN REY TridentBackendConfig. R&ERELUTFIER:

* Trident=RIBEGIRENECE Bohe B 5iR. XTEARBPFRRAN TridentBackend (tbe, tridentbackend)
CRo

* TridentBackendConfig M—#ERMTrident BB "TridentBackends

B 1EB TridentBackendConfig SRIF—I—BET “TridentBackend, BIEENAFRMENATFIZITH
RERIRMNARR,;, & TridenttlE R REFGEHRNT R,

@ TridentBackend CRSHTrident BEIgliE, & » RN ~ BHE(]. NREEMGIH. BB
BRI RKHNITUELIRIE " TridentBackendConfigo

BEE WU TFCREIRAI TridentBackendConfig:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

TR UEREBRPNRA. THRIREFETE/ARSHRA "Trident 2327 ",

‘spec  RARETEIRNEES N, FELRGIP. BRER ontap-
san FERIER. HERILLARPIIHNEES N, BXMEFEEREFNEEIEDTIR, 7S
i#]1ink:backends.html [ "FEERIEFNEIHEEEFEE " 1o

7K spec  MIREIE “credentials # ‘deletionPolicy FE&. XEFEGZCRAFHELAY
"TridentBackendConfig:

* credentials: WWEHAMETE. 8B TFREFEEARS/RSHITEHEIENER, LZEIEERNAF
#2189 Kubernetes Secret , EIRARELIAX AR FE, AESSHEIR.

* deletionPolicy: IMtFERTE XMIBRESRZHITEIIRIE TridentBackendConfige BRI LR TAEME]
BEEZ—:
° delete: XESHMIFR TridentBackendConfig' CRFIXEBEHIfFif. XEEIAE,

° retain: TridentBackendConfig MIBRCRE, BIREXAEFE, JUFERAHRITERE
“tridentctlo FHMIPRIREZIGSE N retain A FBFBRAEIFHIMZA (21. 04 ZBIRVARA) FHIREEIE
HfEiH. WFEMERTEEIRGERM TridentBackendConfigo

BRI B FRER#HITIRE spec.backendName, JARKIEE. NEHRNZFFIFIEEAITRINE
@ #R TridentBackendConfig(metadata.name), BIEHRERNIZEFIHZFR

spec.backendNameo

FAMEMNGIR tridentctl B XEE “TridentBackendConfig W&, EEILUEI R

JBCRR “TridentBackendConfig IEFERERILEGFIH ~kubectl, MALFRIETEEFEN
EE%%?&(?D spec.backendName. . spec.storagePrefix spec.storageDriverName"
F)o Trident¥BMIEHEIENSEENGIHRPE TridentBackendConfigo
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SR
B(FERAMNEHRMNGE kubectl, NMHITUUTIRE:

1. BlI# "Kubernetes #12", WA & TridentSFEEE/ARS ESFAEMEE,

2. %E ‘TridentBackendConfig' ¥R, HRBEEXEFMEER / IRSIFAESR, H5IBT LT HEIBHNE

tIEEiwE. Ea LUERAMEREIRE kubectl get tbc <tbc-name> -n <trident-namespace> HUEH ¥ A=

AnYe]

%1% 63 Kubernetes 1%
tIE— I NE, ERESEmiFRER. XEENEERS I FEaFEEN. UT2— 1 nbl:

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TRLETEMEFHTFENEFOMESHTFER:

FHEF 2T e in il M= FEIn) IR

Azure NetApp Files clientld NEREREMFRNZEFIE ID

Cloud Volumes Service for GCP private_key id ZHAZAM ID. BF CVS BIER
Al GCP RSHKF R API %45
HN—&B5

Cloud Volumes Service for GCP private_key EZHAZ2%E, B CVS EERAEDN

GCP BRSSP HY AP ZEAR—ER S

Element ( NetApp HCl/SolidFire s fEAAF EHER SolidFire 58589

) MVIP

ONTAP BFR& BT EZEEIEE /SVM BEF &,
BFEFEIENSHRIITE

ONTAP password TEIEE|ERE /ISVM IS, BTFE
FEENERIIE
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FETF e E F il

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

M
& P imtX PR A
BR#&

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

¥ EgIn) i ik

EFinE A% A8 Base64 4rhg
BHo ATETIEPHNEMHIIE

NP &, W3R useCHAP=true
, MIAMEI, XF ontap-san®
M “ontap-san-economy

CHAP BapiZFEH. 1R
useCHAP=true , MANEI, *t
F ontap-san'#M ‘ontap-san-
economy

BirAAF &, % useCHAP=true
, MANKE, FF ontap-san’
#M “ontap-san-economy

CHAP BtrBohizFE . IR
useCHAP=true , NI AMANEI, 3t
F ontap-san"#M “ontap-san-
economy

LtFBREIZEINZRE T — T HEIRIMNRINFE TridentBackendConfig 5|

"spec.credentialse

5824 Gl "TridentBackendConfig'CR

WME. EEI LB TridentBackendConfig CRT . TEMRHIR. FERKENEFNGE “ontap-san’ &fF
BUTXREIER TridentBackendConfig:

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

%38 WIFCRAVIAZ TridentBackendConfig

BJ¥CRfG TridentBackendConfig. RGBS, BES LT R

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI BEIHRFAGEELEER TridentBackendConfig'CR,
YRR AR T EZ—:

* Bound: TridentBackendConfig' CR5—1NgimXEt, Z/EHEE configRef K&
“TridentBackendConfig' CRAYuido

* Unbound: AR ""s TridentBackendConfig' W RARMERGiR. BRINERT. FAIEFEIERN
"TridentBackendConfig" CRSEBAL FILLFN E& . LM ER R EE NG, TR TEERERA "Unbound (BEBUH
BE) ",

Deleting. TridentBackendConfig ' CR ‘deletionPolicy BB NMIER. MIBRcRE
‘TridentBackendConfig. ERiZEZIDeletingtkiso

° MNRFIHAFEKAEEBRKPVC). MMIFR TridentBackendConfig EEETrident BRI
MCRo “TridentBackendConfig

° NRBFHFEE—IHZD PVC , MEFHFAMBRIKS. TridentBackendConfig' CREEGHHENMIBR
M. RBEEMBRFIErvciE. A &MBREIHM " TridentBackendConfige

* Lost: 5CRXEXMIfGiH TridentBackendConfig #WREIMNMEMBR, M
‘TridentBackendConfig CRIABEMNEMEREIRISIH, TridentBackendConfig FTIEEIMA. 1Y
AIMBRCR “deletionPolicye

* Unknown: TridentTo/&HE S CREBEM GRS E B TEE TridentBackendConfige U0, 400
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RAPIIRSZ 28RN B “tridentbackends.trident.netapp.io ik’ CRD, XEIREEETFF,

TEUtREr, EmIZhElEEm! thoh, ErILEZMESE, BN /Ein =il EinmER".

(AIE) % 4 & RENEZFAER
RGBT T i< SRIREVE X B IIFAE S

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab269%e6ab8 Bound Success ontap-san delete

eabh, &R B BISREXEYYAML/JSON%S%f# TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B& backendName MM CRMEIENGIHA " TridentBackendConfig Hl
‘backendUUID, lastOperationStatus FERFRRNCRIEMIZIERES, TUEHFAILBVIRIE (Flan, B
PEREHRTRELEAR), WAILRTridentf&ZRIR{E "TridentBackendConfig(fflil, spec®
ETridentEFBEoHHEAE]) . ATLEHIN. HAIUEKRMK, phase RRCRHMGHZBRANIRE
‘TridentBackendConfigo. TELEMEMIRMGIF. ‘phase BEHEME. XEME TridentBackendConfig'CR5
IEE S

EE] LIIETT “kubectl -n trident describe tbc <tbc-cr-name> 73 LURENE 4 B SHIFEH(E B

@ R FERAEHEAMIFEEXRENR tridentctl "BIfFIK “TridentBackendConfige &
RIERA Z BIY)HEFRIW A TridentBackendConfig B “tridentctl, "IEZNLIEAL",

SpEdEy
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

fEF kubectl 1ITRIHEIE
T RN EE BT IS B IR kubectlo

WP =

B MIPR TridentBackendConfig, &ERILIERTridentflbf/ REEIH(ET deletionPolicy) EMIFRE
U, 15HA1R deletionPolicy B Ndelete, EXMIER TrldentBackendConfig, HHAfR
deletionPolicy HIKENRE. X LIBFREIRIAEE, HEUUFERAHAITEE tridentctls

BT TGRS
kubectl delete tbc <tbc-name> -n trident

Trident R MIBRIEFEEARIKubnetesZ TridentBackendConfig. Kubernetes FAF AT EIEZ$H, MIBRH
BRIV REERHRERVERN, A RAGERBR.

EERNERER
BT TFa<:

kubectl get tbc -n trident

BRI LIIETT tridentctl get backend -n trident 8 ‘tridentctl get backend -o yaml -n
trident MUREXFAIBEEFEERNTIR. LHIREFEIEERCIENGR tridentctlo

B
EfERAIER SMIREA:

* FHRASNEREEEN. EEMEE. KAERNRPEMANKubbernetestilZ

TridentBackendConfigo TridentfFBIREN RN EIEBEMGR. BITUTHSUEN
Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEFEMSE (FIGFRERR ONTAP SVM BIREFR) o
o IR UEA LT e S EiE@idKubbernetesE#7 “TridentBackendConfig 35

kubectl apply -f <updated-backend-file.yaml>

o HE. A LUIERUTHRLERIME TridentBackendConfig'CR:
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kubectl edit tbc <tbc-name> -n trident

* MREHEMEK, NEHNHaFERHFEELDREMEEEY, EelLUBIIEITH kubectl
describe tbc <tbc-name> -n trident REFBEHEUHERE - kubectl get
<:> tbc <tbc-name> -o yaml -n tridento

* WMEHBIEREXAFRIRERE, ErRILENIZIT update 85,

{EMA tridentctl ITRIHEIE
THRRUNAMERHRITERREIRIRIE tridentctlo

IR
IR ERECEXH", BITUT®<:

tridentctl create backend -f <backend-file> -n trident
WMREHREIEEXK, NEKEELME, ST TaSREEEEUBRELEREA:

tridentctl logs -n trident

MEHEEREXHNR@EGE. REBREITHLEE creates

pllESEY
E MTridentdhillER/am. IEHITLATIRE:
1. REHAR:

tridentctl get backend -n trident
2. MIBREH:

tridentctl delete backend <backend-name> -n trident

@ gNRTrident ML [FIRECE T HFENEMRIE. WHEREREEIEERENRES. FEiRiFHRELT
" HBR " RES, M Trident AL EIRXLESMIRE, EFRFEMFRALL,
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

EENERR
BEE Trident TGN, HHRITUATIRE:
* BREMEE, Bzt Te<

tridentctl get backend -n trident
gz*ﬁyﬁﬁﬁﬁémﬁ;/u\: 1@1:'??LJ\—FF'
tridentctl get backend -o json -n trident
Eifan
SIEMNEIREEX GG, BITUTHL:

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEHRY, WEHEELIMDAREZANERLTYR. EAILUSTUTHSREFEHATURELERR

tridentctl logs -n trident

MEHEEFREXHNRAG. REFXETHREIA updates

HE ERRImRBITEFAESE

F%T%EEJL‘MQ%%Eﬁﬁ”ﬁﬂﬂ‘%-‘rﬁtﬂE’JJSONIEI%E’JI‘H?EH_‘\M tridentctlo X¥fER jq EHEERERLAE
Fo

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XiERFFEALIZENGIR TridentBackendConfige
EEREERI Z B 5)
T R ETrident P BIBFHNRE S %o

BT EBGIHmAYIEDR
MeERIHEH TridentBackendConfig, BIESME GBS HMHHFN S X EERIR. XSRELU TR

139



* FRNENRIRES tridentctl  AIEIHITEIE "TridentBackendConfig?

* EEAUFERAER tridentetl EFABIENGEL TridentBackendConfig?

FAEIE tridentct]l JGif " TridentBackendConfig

FUNBABEI RN R B @I Kubenetes RE IR FIRFAIENEEL R tridentctlo
TridentBackendConfig

XiERAFUTER:
s BEBENER, AATCHIEFERCERN, P tridentctl &%F “TridentBackendConfigo

* EABIEMNHG tridentctl, MFEEEM TridentBackendConfig 3%,

EXRIER T, BSSEEERE. Trdenta HXERHITIEHEE 1T, BERAFLUERUTHRMMATR
z—:
s YREFFERLIBIRMER tridentctl ERIENGIR,

* BMEACENGEIRHE tridentctl " BIFT "TridentBackendConfig MR, XHEMEKEGIHREFER
MAR “tridentctl HITEIE kubectlo

EFEAEEEEMNENR kubectl, EEELE TridentBackendConfig HiE DM B RIHN. TEEENETE
A TERIE:

1. BlI# Kubernetes #1%, WWZAEE TridentSEEEE/ RS ESFAENEE,
2. Bl TridentBackendConfig ¥R, EREEEXEFMER / RENFHAEE, H5IBRT L—F

B, KIEEIEEHERMNEEESE (W spec.backendName. . spec.storagePrefix
“spec.storageDriverName %), “spec.backendName  %47Mi& B NIME FIHEIE FFo

B0T: BER

E @ "TridentBackendConfig" BE AR, EREERNGEHEE, FLRGIH, RIKEEALUT JSON
EXGET Ein:

tridentctl get backend ontap-nas-backend -n trident

e e e Fom -

e o t——— +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e o ———_—
ettt Tt L L e e o t——— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3beb5ab5d7 | online | 25 |

e e ——

o e it fomm - +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",
"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
b
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 6l Kubernetes #1%

RIR— I EERRERENNE, MU REIFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: ontap-nas-backend-secret

type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

%62 Bl TridentBackendConfig'CR

T—®20# TridentBackendConfig ¥ HEINHFEEIBEHEMCR

ftRimE A T EK:

* HENX THEEMNGEIHRBIR spec.backendNames

* BESHSRIERER,

* EPCHENRERE) VNS REEiRIREHERE.
* ZIE@IY Kubernetes Secret i2fit, MA MU AR,

EXMIBERT. TridentBackendConfig ¥ 30 FF/R:
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig
metadata:

name: tbc-ontap-nas-backend
spec:

version: 1

storageDriverName: ontap-nas

managementLIF: 10.10.10.1
dataLIF: 10.10.10.2

backendName: ontap-nas-backend

svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

%3 . WIFCRAVIRES TridentBackendConfig

fl}#£f5 TridentBackendConfig, HMEZWAIA Bound. BN RMSIE GFintERIMNEiRAFRF UUID .
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

IME. AILERARNRTEEEEGI tbc-ontap-nas-backend TridentBackendConfige

{FHEIE TridentBackendConfig Rl “tridentctl

‘tridentctl AJAFIIHFERACIRNGR

‘TridentBackendConfig o Ib5h, BIEZIEA] LLUEFEEDMBRHFR

‘spec.deletionPolicy ¥IREN “retain K ‘TridentBackendConfig TEBEIBILIEGin
“tridentctl o

0. HERRK

B, BRI TREIREEREERN TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

M FRIEY. TridentBackendConfig B A IH B H 48 E 2 S IR [ ER S ImAIUUID],

S A deletionPolicy BN “retain

ILENTREBNNE deletionPolicy, REFHIEEN retain, XiFa]LUIAREMRIFRCREY
TridentBackendConfig, FURENXATFE, HHEIMUFERAHIHITEIR tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

@ BRIEFIZE N, retain BUIBMHULET— “deletionPolicye
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5524 B3 TridentBackendConfig'CR

=a—% Mk TridentBackendConfig ' CRo MHIABIKEN ‘retain'J§ ‘deletionPolicy,

4%

SRR B -

kubectl delete tbc backend-tbc-ontap-san -n trident

tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Rt b et P o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et it +—————— o —— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

o o

Rt it - +—————— +

BRI R G TridentBackendConfig. TridentSEIEFEMIFR. MASEIFHIRERES
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