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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEREUAXAENFHENE—E, QIEERE, AP R / B0EFEH Base6d H1T4RIEH
Zfi# 7 Kubernetes ZH, i/ EMEREM —FETHREIIENSE, Alt, XR—IMXBEEGHITIIRE
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIIAONTAPR 2 ERABXF "cert BHRIET E.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERANERNNEZHIF. & <SVM I8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP £Z#F,
ARRLIFRYARSS SREGIRE /N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. £/ Base64 XIEH, HEAMAIE CAIEBHITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMNE—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

EH SN IIE S R
A LB E BRI R S BRI AR IR SR, XRRARER: #ERAS  BRNGHTN

EMAERIES, ERIEBNERAIUERAETARS / BENGEIR. Alt. S40ERINE B9 1IER EH
ANFNBERIIESZE. AEEREESMERITEHNEN G jsonX Y tridentctl update backends

cat cert-backend-updated.json



{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F
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1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>
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* FEEER A UFHEIR S HREARMAN. FRIFEEEREE T HFHRBRM. SN TridentifER
FRAIAS HERER

S EESHERR

@S Trident. FILIEISEIEONTAP/RIRIVR L RES, Xi¥, FHREERMAUANIIETR IP I5E AL
8], MARFHEXZEIM. EAKELT FHREERE, BASHRBAIBREF o TIFMER. LN
XIEG B F R F SR IA R R (R EEEHES B IPUTFEEEERMN TR R, MMZHEHnNE
S EE,

ERDNS SRR, 1577ER MR (Network Address Translation. NAT), fERENAT
() o, GREEHSSBESBMNATIL. TMARKIRPEAME, ik, MBESHANAHRTE
LR, MISIELiBIE,

ANl

HIERRNECEED,. FER—MaimE X R

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

C) fEFLLINEER. ERMHRRSVMARIRIES BALRISIRIISHERR. FAEAFT RCIDRIRE
SHAMNGIUNERINS HRER), 1BLETENtApp B INAIRIESL . FSVME AT Trident,

TR R LRI b The sy TERIEHTTAIISER

* autoExportPolicy BN true, XF/RTrident2 ASVMIIEALLEIHREENENELIE—FHE
BE svml. FHEEFHUERMIEINBYARINFMPR autoexportCIDRs, ERFEERZITRZE]. kESFH
— N FHERE, EBEAHEEFNRY LI ZEH#H TRV ENIRE, FELARITRE. Trident=tlIE
— N515ECIDRIRF B ST AIPHKEqtreeE B S H RS, XLEIPHESRIMNEIRFlexVol volumefERHY
SHRrEH

° f5gn:
* [5iRUUID 403b5326/8482-40db-96d0-d83fb3f4daec

" autoExportPolicy ¥&EN true



* IFERIZE trident
= pvc UUID a79bcf5f-7b6d-4a40-9876- e2551f159¢c1c

* ZAsvm_pvc_a79bcf5f 7b6d_4a40_ 9876 _e2551f159c1chiqtree = 19 FBIFlexVolBlliE—
K. RB AW gtreet) B— NS H R
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc HETrident EEIEE
‘trident-403b5326-8482-40db96d0-d83fb3f4dacc — PN EAMNTE S H R
‘trident empty. FlexVolSHREEHIFINERqtree T HEEPEENERAMUESE. =FH
ERIS TG RN EE S EH.

* "autoExportCIDRs 8 & #ilItiRFIFR, LFERATEFEL, BAIAA "0.0.0.0/0, ": : /0", SIRKENX.
M Trident2 AR IN7EE A KR TIET m LI EIMFRE £ BB i,

TELERBIR. 192.168.0.0/24 1R T kLT E], XFRTEFLUSEE R AHABHRKUEN TR IPER
BDEUTrldentﬁULE’Jvﬂj%%q:'o YTridentFMHEITZMENT REY, BERRZT RN Ip#it, HiRER
REMUBR EHITIE " autoExportCIDRs. AfBY, EMIEIPZ/E, TridentF AELZFHEINTRNE
FﬁﬁuﬁIPﬁU@Ef-Hﬂ%Bﬁ%mmUo

e UEC B EIRENEIRER autoExportPolicy M “autoExportCIDRs. &RILIANBIEIENGIRHT
H0#TEY CIDR , WAILAMIBRIRER CIDR , ik CIDR ETlﬁj:’Z\/J\IL,\ ARG A, Ethe] LU%kE
R;Zf}:lﬁﬁmﬁﬁ autoExportPolicy. HEIRE|FiEIENSHRE, XHEEXRFIKECEFIZE exportPolicy' &
ZXo

HETridentflZe B EIRGE. ErILMEASFENM tridentbackend CRDIEfGIR “tridentctl:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd

BFET mfE. Trident= 10 EFRA T HERBE LUMER S5 %7 = 3 AR, 83 MR ERIHEYS HEREE R MlPRLL
T IP, Trldent_JBEJJ:,:'E\ HEH. RIESETRH T REEEALIP,



WFUBIFENGE. EHAEHGIE tridentctl update backend Al HfR TridentH s EIR S H R, XHFSIR
BEZEMNTHNSHER. HLUSIHHNUUIDMgtree B ifi B, Fin LHNEEHEHENREDRSEERHE

BT H R,
@ ErRE B EERES HERRNEREMRESEIBIS HERR, NREHMCIERR, WFHMA
PIBER, AT H R,

MREHFH 7 AT 2RIPHIAE. MARELT = EEFHGEhTrident Pods ARG, TridentiE EFEEEN R IR
SRS, URBULLIPEL,

HEEEESMBE
REHEEES. BIoERIFIERFEESMBS ontap-nas.

@ B IFESVM L EBSECENFSFHISMB/CCIFSTY. 7 BEJIONTAPIAEIEE#E#2 “ontap-nas-
economy SMB%, INRKEEEREHPE—NIN. NAEERE SMBEEZEFKMK,

@ “autoExportPolicy' SMB& AR 33,

Feazai
EECESMBE Z R, BATHE MU TG,
* — P Kubernetes&EEE. EFEE—MLinuxizHlgs T a U KRZE/D—"1E{TWindows Server 2022EYWindows T
ET &, Trident{XZiFEFH T Windows T &2 _EiZ{THIPodBISMB%,

* E/b—1EEActive DirectoryEIEH Trident® . &M EHH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* EEEAWindowsARSZHICSILIE, ERCE csi-proxy, EER"GitHub: CSHMYIE"S 7 #27EWindows EiEfT
AIKubornetes"GitHub: & FWindowsFICSILIE" 1 o

P
1. I FHEBONTAP. &R LUEREGIZESMBHEE., WA LLUERE Trident N IERIE— P HE,

@ Amazon FSx for ONTAPEESMBHE,
A'HEXHREERTTHE

Eo LT LU TR AR Z—CIESMBEIERHEZ: {EHA "MicrosoftEIEiIZHIa"HE
FHONTAP# 21T M. EFFHONTAP S TRECIESMBHEE. BHRITLUUTIRE:

a. AEKE, AHELIBERRZEW.

‘vserver cifs share create MSRERNELZHHEKE-

pathIBMPIEEMNREE, MRIEERENFE, WasSFEW.
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b. B 5IEESVMEELHNSMBHE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. IIFRHRELIERE:

vserver cifs share show -share-name share name

() AxsmwmEs. ES0002 SUB £,

2. pliEEmEN. HTEEBEUTHRBLUIEESMBE, BXFIEFS for ONTAPEIRELEAIME L, BEH"EH
FONTAP BYFSXED & &I A= F",

=¥ iR Nl

smbShare o IIEE LA TEINZ —: {FAMicrosoft EIRITHIE smb-share
YONTAP@?????E@ULE’JSMB:,HE;EI’J%ﬂ N
HTridentBIEBSMBEEM R, HE. EBRILES
B LA IE SR TEREEIRR, XT:_FV\]
ZBONTAP. IS EREN, S ?&RT:J:Amazon
FSx for ONTAP/Gim A EIN. AREE

nasType *HINZE N smb. AR AT, MELAR nfso smb
securityStyle HMENZ2ER, WFSMBE, HIIEE N ntfs®  'ntfs’'3¢ "mixed SMB%&
EE \miXEdo

unixPermissions HENRER ., XWFSMBE. UINEST, "

ONTAP NASHD & i InAl R 7!

T BRAN{AI1E Trident2 A FNEFAONTAP NASIREHTEF . A TiRM T I /5 ey
F|StorageClassesBV/5imHc & FIFIFME So

[ L B ET
BXEREELET, BN TR

S WiBA ZRIA

version IRER 9 1

storageDrive TZBIREIFEFRIRTR ontap-nas ontap-nas-

rName economy B ‘ontap-nas-
flexgroup

backendName BENXRIHFERIK IXopFZFF B #R+"_"+ dataLIF
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trident-fsx-examples.html
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managementLI
F

datalLlIF

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X
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Lz LTSI
ERESVMBIELIFMIPHENE BT LIS E T2 PR E 15 "10.0.0.1". "[2001: 1234: abc:
Z(FQDN), R Trident2ERIPVOIREZRERN. Me] : : fefe]"

LUSE RERIPveitiit, IPvetht AR AIESEN,
a0
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9%9e7b:3555
1o BXTL%MetroClusterlitE R, 5SS

I MetroClusteri=fflo

MY LIF B9 IP Hblit, NetAppZRiXIERE datalLIF. §1 F8EMIMINIEIKREBSVM (1R kK3
RARBHILSE. WTridentE MSVMIBEXEUELIF, & E)(FEIN)

A LIEE BERATNFSHEFHIZIEMN T2 RTINS

(FQDN). LUEBIFEIDNSRKIEZMNdatalIF 2 [8)i#1T

RETE, AIERISERENR. F5fH . W

RTrident2ERIPVOIFERERN. MR LUKEAFE

FIPveitiit, IPveIItATAHIESENX, il
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1o *#&B&MetroCluster, *i5& IlMetroClusteriifflo

EfFEFHAIStorage Virtual Machine *& &for WMRIEE TSVM. MRE LS

MetroCluster, *iEZ llMetroCluster~fil, managementLIF
BRamtENEHS R REl. F/ false

“autoExportPolicy’ #1 “autoExportCIDRs i#%EIll. Trident
BT B ohE S H R,

A FHiEKubeNet T3 R IPHICIDRFIZR (5 BT ).
“autoExportPolicy 88 "autoExportPolicy #
“autoExportCIDRs &I, Trident®] LIEEHEIESHER

[e]

EVATFEN—AER JSON HEHXIIIRE
EPIHIERH Base64 wiZE. ATFETFIEBNEMHE ™

['0.0.0.0/0. ": : : /0T

iE

EPinE TR/ Base64 RiDE. ATFETFIERNG ™
PI3E

Z{EE CAEFH Base64 fwiS{E, Ak, BFETFIE
B I0IE

RFEZEIEE /SVM AR ®. BTFETRENS®H
JUIE

EREIEE /SVM NEE, BTFETERENSHIIE
£ SVM RECEMERERNRIR. RERTEEHN

®

"= AR

NRFEANONTAPREE24NHELF
fFH9storagePrefix. MgtreesTEHIN
FiERR. BB RESZFH,



aggregate

limitAggrega
teUsage

FlexgroupGroup
GroupRegatelList

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

Wt ZRIA
ERRENRE (A%, MRGETERS, UxagE ™
2248 SVM ) o *TF “ontap-nas-flexgroup IR EHFE

. RG2S, NRKSES. W AT LAEREE
AR & RECEFlexGroupH,

ESVMHAEFHRRERE. ZEBaE
ETridenth BhE#. AEEA
SVM. MZEZEEHFahTridentiTHIZs,
ETridentPEEE THERSULES

(D) & OREZEAEGIRBHSM,
MERIWSVMEB SR, FimE{ETrident
I AMEIRT. EHTBRSENR
ASVMLEHRE. SEGE IR,
LA f i e 2 B A Lo

MREAEBEILB DL, WEREXW, * FERATE " GERNERTRRHISLHE)

FF ONTAP BY Amazon FSx *

EREEMNRETIRANE, MREBIKE. WHIKES ™
fc4aSVM). S EC4ASVMIVFRER &9 TS
EFlexGroup®t., 21 ONTAP—NAS—FlexGroup

— StorageRaHiZF o

ESVMHAEHESTIRRG. IFIRE
ETridentP HhE#. HERRIE
SVM. MEHREMHBohTridentiTHl28,
ETridentPEEEREREVIRUEES

() B mREATIEESRRBHSVM,
m7E EﬁliﬂSVM%AET\ iR fE Trident
P AWERT. BOEITRRETIRE
BASVM LR EFIR. HEGHSET
PR, LA SRR E B

MRBFBRPERNBEIIE, WEEXRK. N &5 "™ ERNER TARHSE

FRiEIE NatreesBIEMERN AN ER. F AL
‘gtreesPerFlexvol &I 721 B E X & FlexVol volume
HMqtreestIR A=

HIEHIRN R EANIEIRATS. B9, BRIEEEE#HTT
HISHIRH R EIF AN BT, SWAEFER {"api"
. false. "METHO": true} debugTraceFlagse

FEENFSTHSMBERIE, KA nfs. ‘smb’ j?,nullo nfs
FKINBERT. BgBENTSBNFSERERNT

NFSEZIETRNE S DIRTIR. BEIEFHELRTR
7IKubnetes-K At HHEEHEHETL. BINREFES
FRRIEEHEHIAI. N TridentiF IR FIERAFMEELR
FCE X HIEEREEHIET, WIREFEETECE X
RRIEEEHIAT. WTrident R RIEXRBKBIKA LS
bR EEAERET,

H)}

i)
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28

=

gtreesPerfFle
xvol

smbShare

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

WiER EININ

1 FlexVol ISR K gtree #X, @J07E 50 , 300 5EE 200"
A

A LR TR Z—: EAMicrosoft BIEIT4IS  smb-share
FHONTAPHLITHRECIENSMBEZNZFR;, &
FTridentBIEESMBHEZEM R R, E. EAILESEK

BB E#TIERAEZIAR. XTFARIP

ONTAP. IltB#ZERIEMN, ILtEEFTFAmazon FSx

for ONTAP/Gim AWAMEIN. REERZ,

FAF{EF ONTAP REST APl 9%/ RE4%1, useREST' true XFONTAP 9.1518E S kR4
BEHNR true, TridentfEFEONTAP RESTAPISE , &M falseo

HEE; 8B NN false, TridentfEEONTAPI

(ZAPYRAE S EImEE. WIHEEFEFHAONTAP

Q.M AKRESRA, L. FRIONTAPERAENIA

BRUAIR] ontapi MBERF. TiEXHFHEER LUK

BiX— vsadmin E3K cluster-admin o MTrident

24.06hR#19.15.1 9.151XEShRAEFIA. RINBER TS

useREST IREBAN “true; B useREST XAy ‘false’

LUEFONTAPI (ZAPHIRE .

7Zqtree-NAS ONTAPLEZ ¥ B Gk fqtreesBTAIIER ™  (BRINE /R TSR HSL i)
B & AFlexVolA/)\.

PR “ontap-nas-economy’ [5im B2 FHTEIFlexVol&E LA
EHqtrees, XEFABEEBIFlexVolEZEFHIPV.

AT EEENRIRECE L
ERIUFERR B 209 AL ETUSHIBIARE defaults, BRTH, BEBMUTERERM.

28

=

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone
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Wt E/NTN
gtreesfY == 8] 3 B "IEFf"
TEMEER; "T"(FE)H"E"(F) "I
FE({FEFRY Snapshot K& "I

ZHEIENEDECR QoS HKE&A, EEEMEFMEMM/ ™
[51%89 qosPolicy 3¢ adaptiveQosPolicy Z—

EREIENED N BIER QoS HKgH, EFFME ™
figitt / f5imEY qosPolicy 3% adaptiveQosPolicy Z—-
A% ontap-nas-economy.

NIREMENER L R A "none". NJg"0"
snapshotPolicy. &A™
BT IER, MEREIFDIZTE "fRIR"



encryption

tieringPolic
y

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

nameTemplate

WiER

E#E LB FNetAppEIMZR(NVE); BRIAA falseo
E(EALEIET, HWNEER EIRTE NVE BNiFTHER
NVE . S1RERFIRBHA TNAE. METridentFECER
FRIEEEBANAE, EXIFEMEER, FER

. "Tridentd0fEl SNVEFINAEEZ & 1ER",

fER" T "HIE RS

MEREI

1=H3 B RAVIAIA . snapshot
BEEANSHRE

HENZLER. NFSEZHF "mixed #l "unix £
o SMBZ#F ‘mixed # "ntfs' 2R,

BT eI BEEXERMEIER,

EININ

n jE:l:.IaDEu

"TTT"RIANFSE; T(RER)FR
~SMB#%

SFNFSv4. A"TRUE"; ¥
FNFSv3, 7y"false"

default

NFSZRIAEA unixoe SMBERIAMEN
ntfso

§QoSHBEA S TridentE & EABEEAONTAP O™ ERARA, RMERAIELZQoSH
(D) A #BERIEESEASITBTE TS S, HTQoSEBARIAE LFHHNSE BT

EBR.

SECET

TEHE—TMEXTRIAMENRG:

15


../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

3FF ontap-nas M ‘ontap-nas-flexgroups, TridentIR{EFERAIFITE S ERBREE
FdsnapshotReserve B 73 tb M pvcIEMAZEEFlexVolBI A/ HAFIEKPVCH. TridentxERAMITE A ECIER
EEZTEINRIEFlexVol, IITEAIFHEREFE PVC FIREIFMEKRIAIE=E, mARNTFMERN=TIE, 7E
v21.07 28, MNRAFIBER PVC (fflg0, 5GiB) , #H snapshotReserve 7§ 50% , MR &3K1E 2.5 GiB Y
AIE=E, XERNAFIBERNEENE. HEH snapshotReserve BEAN—1ED L, #ETrident
21.079. AFPIERMEZEEZTE. Trident¥FZHFEENX ‘SnapshotReserve‘?El%/l\%ﬂgﬁﬁtto XARE
FF ‘ontap-nas-economy. WU TRAILLT BETIERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

3tF snapshotReserve =50% , PVC iEK =5GiB , £E2K/NA 5/.5=10GiB, AJEKX/NA 5GB , XEBF
7£ PVC i&RFIERMIA, Lt “volume show 83 N BRI T LT RIS
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Vserver Voelume

Aggregate tat ype 5ize Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74

online AW 18GB
pvc_eB8372153_9ad9_474a_951a_@8ael5Selcdba

online RW 1GB

2 entries were displayed.

LRI RENMAE RIHEEA R TridenttHIZEE_ EXFRREIE L, WFEARZFRIENS, ERIARREENAN,
LUEME B ER, FIa0. EAKEMAII2GIB PVC “snapshotReserve=50' 2 S &R 1GBH A B
i8l, a0, FEKRIVEAEA 3GIB AT AN BERE— 6 GiB & L1zt 3GiB (A5 =8,

IRECE A
UTRBIERTRBASHSHRRBAMAENESELE, XBEXEHNRE R E.

(D YR 7EEK A Trident B9 NetApp ONTAP {5 Amazon FSx , #EiX 9 LIF 383 DNS &R, A
2 IP ik,

ONTAP NASZE 4R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroupf

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

ERILECE RYR, LU SERRRIRAYIEEFohEHERE X SVMEFIFIME",

BT RAEY)IEMYIE]. BERISESVYM nanagementLIF. FEBE “datalLIF #1 'svm &%, %130

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB#& Rl

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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E TR SIS

XE—1T/WEIHIRE RSl clientCertificate clientPrivateKey
‘trustedCACertificate(JIRFEAZEECA, MATNE)RKE2FIEF backend.json' HEHbase644wi5
HNEFPRIERE. FAREMNZEECAIERE,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR G

LRBINBI AR TridentfE ASIA T H R B EMEESH RIS, XX FH ontap-nas-
flexgroup WEhiZF MMM “ontap-nas-economye

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4



IPv6iER

I RBIERT "managementLIF d0{aIEE A IPveIthilE,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFRSMB&E =1

‘smbShare* WFEMASMBEMFSx for ONTAP. BHEUEM.,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

FEIA 5 i 77 151

ETEETRNRAIGIRENXEPR. AFREEMENIRE THIERIAME. F190 spaceReserve. fEnone.
“spaceAllocation’ #Efalsefl] “encryption' fEfalse. FEIHIETEEERD HFHITE Xo

Trident=1E"Comments"FERFIR BERCEIr® . JFFE1EFlexVol forgiFlexGroup ontap-nas-flexgroup fork
%8 ontap-nas. EREMN. Trident2FEIMM EHNFABEREEFEIEFHES. AT HERL. FHREERTTUIZR
IEASNEMMFLETE XIFE,

ARG, REFEDSIEEBECH. “spaceAllocation' A “encryption {E. MHLE7E(% spaceReserve it
SBEWANE,
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: "false"

unixPermissions:

"0775"
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

5 i5imRETE] StorageClasses

LU StorageClassE X152 I [E It fE iR 0], @i "parameters.selector FE&. & StorageClass&i=1EH
ARTRESNEMNTE. SREEEEMHNPEXENAE.

* protection-gold' StorageClassiGBRETEIFHmAVE—PEZNEMAH ontap-nas-
flexgroup. XLEMEM—IRIETRERIFPAVM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassiFBRETEIFIRHE=MMENMEMM ontap-nas-
flexgroup., XLMBM—IRMHEERIAIMRIPESIRYM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb StorageClassfMFEIFIHAIEOEMEMHM " ontap-nas. XEHImysqldbZEEHIRY
ERFRHEE LR —it,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiMETEIFIRMNE="FEMMt ontap-
nas-flexgroup. XieM—EHEEEFRIFFI20000-ME =BV,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’ StorageClassiFIRETEIGImAVE=NEMM ontap-nas MGEHHIEZEIM
‘ontap-nas-economy. XM——{EHA=REFI50008YM= Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

TridentfEREEZM N EIN. HHRRBREFEENK,

EVRECEGER datalIF
e UEMRECEf R EiidatallF. FABIBTU TS, AFERISON iz EREHdatalIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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MR—PMHZ P PodiERE TPVC. NAFFEXAFFBHENNPod. AEBREENBR. UEHH
AydataLIF £
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