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TR SEIRNIREITZFE LENFS. iSCSI. NVMe/TCPEFCT &,

ERESENT A

MREFEANRIRIZEFAES. NN LRERDIEFFIRNE LR, BINER . &Fhk4aiIRed Hat
Enterprise Linux CoreTM OS (RHCOS)E &R &X T B,

NFSTH

"ZENFSTE"MNREFHANR: ontap-nas. ontap-nas-economy. ontap-nas-flexgroups
azure-netapp-files gcp-cvso

iISCSITH
"ZIESCSIT A" WMREFEAMRE: ontap-san. ontap-san-economy. solidfire-sano

NVMeI &
"ZEENVMe T E"FBTF ‘ontap-san'EFTCP (NVMe/TCP) Y HIIEZ K ERFEFRENVMe),

() NetAppEIXINVMe/TCPEERIONTAP 9.1 23 B HR .

HFFCHISCSITA
BHB N EEEFCHIFC-NVMe SANEAHI S T0()" B XECEFCHFC-NVMe SANENBNIFHER. o

"ZEFCT A"MNREFERZ ontap-san " sanType " fcp (BEFFCHISCSI),

SEEEM: * OpenShiftFlKubeVirtt R B2 8 FFCHISCSI, * Docker ™5 FFCHISCSI, *iSCSIEFKEE
AMERFETFFCHSCSI,
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@ TRIRS ARG ELRMNRS. EXERIERSEEHEE, Bk, MRLZERMBRS.
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BEEMN
Trident2 AT REIERE 4 LUME LIRS BEEEXEEMN. 15IE1T:

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>
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BEERMBIIRS
TridentfRiR A Trident™ RCREMNB M N RBARS. EEERMBARS. 1HIETT:

tridentctl get node -o wide -n <Trident namespace>

NFS%
EEERATENRERANGSTENFSTE, MIENFSIRS BERHREIREE.

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =#NFSIAREREMIEDR. LHLERSEENEBNEN,

iSCSI &

TridentA] LABZ)EIZiISCSIRIE. AHLUN. RIMZRIFiIGE. WEHHAITHRUHRBEEHEIPod,

iISCSIEFKIEEaE

XTFONTAPRSE. TridentGH 7 $HIm1T—RISCSIBRIEE. LUE:

1. *HaRE PR R RYISCSIZIE RS HATRIISCSIZIER.

2. BAARRS S HRTRSHITIR. UHMEFRRIEBE, TridentBEBEMTREURMITIE HEE,
3. FEMITHEE F B HRIiSCSIZIEREIME N RMISCSIZIERT.

@ BREEEMHEEMNTHEMNAIDemonset Pod EFIAEEH trident-main, BEFHE. HM
7ETridentZZEHA[E1EIEE “debug A"TRUE",

Trident iISCSIBHEEIhaEEBIFRALE:

* ERZEERERIR 2[RRI A ERRIBSIZIT A ERERISCSIRTE, MRZIEMRIA. TridentiFEFREo 5
[EEEH. UEEMRILSIFRER,

BIN. ANBAETFRAIESISE LICIRT CHAPTE., TIMAHTF T XEE. MIIBAY(stal) CHAPESE
() Feeaissnt. SEEMEMLIRSILNG. 35 BRI AE A B /SHCHAPE
N

* fR/DISCSI&IE



* fR/DLUN
FHKTridentHi B F EZEIN
* MRERT BT = Migroup (£23.04 R EEhRZASH# L ). MiSCSIEHKEE I SCSIRAPFE
& & BTISCSIEHINE,

* WNR{VFEREEERigroup (B23.04(LEF ). MiSCSIBTTIMMEIhEEEBEISCSIEFHINE. LU
ESCSIZZ&HavHHTIILUN ID,

* MRBAERTE N EMigroubMEHEEMigroux. MiSCSIBFEE IHEEE X SCSIEL&FRAIFHELILUN
ID/ESISCSIEFHINE,

ZIEISCSITA
FERERTENRERGNHSLEISCSIT A,
Feaz i
* Kubernetes SEB¥HHE N REBLTIEGH—M IQN , * XEHNEEIRESEH * o

* NRFEIEHFIZFFElement OS 1255 FE R IRAFEARHCOS 4.5 Emhi A H it SRHELFERILinuxs
KR solidfire-san. BRREFFECHAPERIIEEZIEEAMDS /etc/iscsi/iscsid. conf
o Element 12.7R[{EFFA L LFIPSFEARCHAPE ASHA1. SHA-256Ff1SHA3-256,

sudo sed -i 's/”\ (node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* YNE8¥%iz1TRHL/Red Hat Enterprise Linux Core-OS (RHOS)M TET = 5iSCSI PVs&E&EH. 15
7£StorageClass/$8E "discard mountOption LA ITILAT (B[ UR, (5B "Red Hat STH4"
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. ¥ iscsi-initiator-utils FRASZEE /9 6.2.0.877-2.el7 S EBhRES:
rpm -gq iscsi-initiator-utils
3. BRZKE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ R /etc/multipath.conf 85 "find multipaths no' £ F ‘defaultso
4. HafR iscsid'#1 “multipathd’ IEEIE1T:
sudo systemctl enable --now iscsid multipathd

5. BAFRBEN iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. 7 open-iscsi IRASEE N 2.0.877-5ubuntu2.10 HEShA (HFFNFHRL) = 2.0.877-
7.1ubuntu6.1 X EShRAS (33F Focal ) :

dpkg -1 open-iscsi

3. BHRENFI:



sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ IfafR /etc/multipath.conf 8% “find multipaths no £ ‘defaultss

5. HafR “open-iscsi'# “multipath-tools’ B /& F B IE1EiE T :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

@ FFFUbuntu 18.04, B FERALZIMBRKO iscsiadm. #AfG open-iscsi A EE
BrhiscsIFIFEiE, EHrLUSILARSEEN “iscsi NEBBEN “iscside

EoESNEZAiSCSIEREE
Ea] LIECE LU F Trident iSCSIBERKEE G B FREERIASIE:

* iISCSIEREEEE: MWMERFMISCSIEHMBERIARFIAE: 57H), EALURKHEEE METIRER/EY
HFFIEBBITIMR. WA UBTIRERARIRF RERZITIRE,

(D KiSCSIBREERIRISENOR T2 FILISCSIBHKEE, BINAEEMISCSIEREE,; RF
EiISCSIERIEE R A E R TFE T AIR BRI, A NERAE.

* iISCSIBREEFRNIE: METIHBTRATNEENZEHZHERS R ZANISCSIBREEFFN
El(BRAE: 798). EAIUREREARANET. UEREANEITIRAREENSIELNNERFR KT E
ZaeEH. AEBRERERER. HERENR/NHNBFUREMEHENE R,



=

=Nk

EffERFENISCSIBERREBEIRE. BEHelmZEHHelmFEFTHAEIZE “iscsiSelfHealingInterval #
“iscsiSelfHealingWaitTime £,

LT RAESCSIBREERRIRENSDHH. HIEEREEFFHENZE N6
helm install trident trident-operator-100.2502.0.tgz --set

iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

Tridentctl

BB EXISCSIEREEIRE. BELTEHFHdentctriffal{%& "iscsi-self-healing-interval # “iscsi-
self-healing-wait-time" &%,

AT RAREiISCSIBREEERKENIDH. HREREEFTFIEIREN6D !

tridentctl install --iscsi-self-healing-interval=3m0s --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP&
EREATENRERANGSRENVMe T,

* NVMeFEZRHEL 95 BSR4,

@ * fN8RKubelnetes T S AINIZARAKIR. HENVMeHREFBRER T ENRNIZRE. EAIEEE
BT A RZARAEFH N EBENVMe R 4 BRIk,

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



IIE R

ZEE. EAMLEIEKubenetesEEBHFHE NN RELEHEBHE—HINQN:

cat /etc/nvme/hostngn

@ TridentIEERUL “ctrl_device_tmo™{H. UHIRNVMe R EZ L EHZRAMF IR, BNE
PRI E,

EFFCERISCSI

W1E. &R LIIE TridentsR{E Y 4T@ & (Fibre Channel. FC)YRECEFIEIEONTAPA S EM1ZER R
AR &M

HAFCECEFR RN T RIgE,

MR E

1. FENERZOMNWWPN, BXiFEMEE. 153 "network interface show" o
2. JREVBohiZR (EM) EZEORNWWPN,

ESFEERN ENIRIERALRER,

3. EAENMBITHWWPNAEFCIEH LB D Ko
BXEE. 1ES IR A SIRA R A,
BXEMEE. ESIUITONTAPAY:

° "JEFEER FCoE 43 XA

° "BREFCHIFC-NVMe SANEHBIF ()"
REFCTA
EREATENRERFNHGSLREFCIA,

* ¥NE8¥%iz1TRHL/Red Hat Enterprise Linux Core-OS (RHOS)W TET s 5FC PVs&ESER. 15
7£StorageClassH#E7E "discard mountOption A ITIEBT = [BI[E]UR, 1EZI% "Red Hat X"


https://docs.netapp.com/us-en/ontap-cli//network-interface-show.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems

RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath

2. BRSHE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) ffafR /etc/multipath.conf 8% “find multipaths no £ F ‘defaultse

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EQOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ ffafR /etc/multipath.conf 8% “find multipaths no £ ‘defaultss

3. #&8fR “multipath-tools' BB A A EEIEIT:

sudo systemctl status multipath-tools
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Azure NetApp Files

AcE Azure NetApp Files [5if%

&0 LU Azure NetApp FilesBE & A TridentdV /5w, &1] LUERAzure NetApp Filesf5ifmi&E
ENFSHISMB%E, Tridenti®ZiFERIEE S 15X Azure Kubnetes Services (AKS)&EEH1#1T
EREEHE,

Azure NetApp FilesIREHF2F1EAE S

Tridenti2f 7 LA FAzure NetApp FilesTFiEIREhiER RS EEHHITIBEES, FFHHRIRNEE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

Roptzrs e BRI SHRVIGIRIRTC SHRNXGRS
azure-netapp-files NFSSMB XH#&R%: Rwo. ROX. rwx. RWO nfs. smb

P
ARSI

* Azure NetApp FilesfRSZ AZH:VF50 GiBHE, WMRIERBIER/. Trident=BEfeI#E50 GiB%E,
* Trident{XZ#FEH EIWindows T = _Hiz{THIPodHISMB,

AKSHZE &)

TridentS2 15" & 517" Azure KubnetesfkS558f, BEFIARESMIRUNBHUEREE. S

* FAAKSERZEAIKubenetes5EEE
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* 7£AKS Kubbernetes®8t FELEMNSE &)
* ZE T Trident, EFEFEEIETE "Azure" B “cloudProvidero

Trident & T

EFATridentiZ BT L& Trident, 184%4E tridentorchestrator cr.yaml LUSIRE
‘cloudProvider /4 “"Azure", BIUl:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

Zfie

3
U T RAMERIFIZEE £ TridenttE R 2E cloudProvider Elazure “$CP:

helm install trident trident-operator-100.2502.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code></code>

U TR ZETridentHEIREIRE cloudProvider ' 4 “Azure:

tridentctl install --cloud-provider="Azure" -n trident

ERTAKSH=E%

BT =B, Kubnetes Podr] LUBEE N TIERAEH B 01T B D IRIERIFRAzure RIR. AR HEEH
HAzure =1,

EEAzureRFBAEHD. B

* FAAKSEREAKubenetesEEEE
* 7£AKS Kubelnetes&2% FE B T {Efh # &9 Foidc-Issuer
* BZR%E Trident. EAEFE “cloudProvider BT8R “"Azure™ ] "cloudldentity $8§E TES1 EiARiRAY
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Trident =&

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE

‘cloudIdentity ' I&E ‘cloudProvider '/ “"Azure"
azure.workload.identity/client-id: XXXXXXXX—XKXKXX—XXXKX—XXKXXK=XXXKXXXKXXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

l‘.é.'ﬁﬁ"‘1

=Nk
FRUTHEREZEIGE SIREER(CP) M =& 1% (Cl) T E/E:

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—

)19:9:9:9:9:9:9:0:0:0- N

T RANELE TridentHHEAIFIE T
SCI'I®E ‘cloudIdentity:

E218E cloudProvider NAzure “$CP. FHERAIIE

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code></code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. # cloud-identity $CI:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

=

E
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HEREZEAzure NetApp Files /5l

7EECE Azure NetApp Files [FiRZ R, EEEHRFEFHEUTENR,

NFSFISMB#&MIEIIR 14

NREEE R EHAzure NetApp Files SRTEFUEFH. NBEEHIT—LEYIAECERIZREAzure NetApp Files 3
BIEENFSHE, iEZIR "Azure: & EAzure NetApp Files FHEIENFSE",

ERCEMEER "Azure NetApp Files"[@il. BEEHEUTRE:
* clientID location TEAKSEE FFERASEMIRE, “subscriptionID. « ‘tenantlD’
@ #0 “clientSecret 8]3%H,
* tenantID clientD'TEAKSEEEF L EARAFIRAY. #1 "clientSecret BRI,

s —NAREM, FZEIH "Microsoft: JJAzure NetApp Files SIEZB =",
* Zik45Azure NetApp Files B9F M, 155157 "Microsoft: JFFMZE kA Azure NetApp Files"s
* “subscriptionID"i&id /5 A T Azure NetApp FilesfYAzureiT i,

* tenantIDclientID Ml ‘clientSecret "WHATEF M "HEB EBNEAIAzUre NetApp FilesiRSS,
N R AN R L T E—I:

° FIEEREMEAB HAzZUreTIE X"

o "EE N TIEE A E"ITIRS( assignableScopes FY) BB LU TR, XLEAPRIX PR F TridentPr B AIY
B SIEBEXABRE, "FHAzurel JFDEEHAE"
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

s FDEE—N "ZIRFW"BIAzUre location., HETrident 22.01#2. location' 22 EiIHEIE X ETAEHIH
IEFEL, EEMMPIEENNEERRZE,

* BffM cloud Identity, BN "HFDEEHHEESH "KW client 1D HEFIEEIZID

‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX-XXXKXK—XXKXXK-XXXKXXXKKXKXXXXo

SMBERIHMERK
ZeIESMBE. EWUMAR:

* BAcEActive DirectoryHiZE1&ZIAzure NetApp Files, 1E£I# "Microsoft: BIEFIEEAzure NetApp Files
AJActive Directoryi®EE",

* —/Kubernetes®E&f. EFEE—MLinuxiThlgs T m AR ZE /D —PME1TWindows Server 202289Windows T
BT S, TridentX 3235 E EIWindows T & _HiE{THIPod#ISMBE,

* E/D—EE&Active Directory BRI TridentZ A, LU{EAzure NetApp FilesA] LA[AActive Directory## 11519
I, ERMEHH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BEEAWindowsfREZHICSIKIE, EBALE csi-proxy, BEA"GitHub: CSHLIE"Z T #ETEWindows iE1T
AIKubornetes"GitHub: & FWindowsFICSIIE" 1 o

Azure NetApp Files [GimHc & iEIAR G

T fRE AT Azure NetApp FilesBINFSHISMB/GIREC B IEIMH EE L & R~ {lo
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[EUREC B I

Tridentr] ERENEIHRECE (FM. EIANSE. REBEFFAMUE)EIBERMUE T BNA St ERIiEAzure NetApp
Files%. F51EKRIARS Ka!F0FRITED,
() TridentFEFHQoSE Bt
Azure NetApp Files/Gimtg it 7 X LA BT,
=28 prllE! E/NIN
version RN 1
storageDriverName FEIREHIZ AR TR "Azure-netapp-files”
backendName BE X AR FiE RGN IRSHIZFRAR + " + FENLFRT
subscriptionID TEAKSEE F B RIEEMRIR
BY. AzurelTRAEYTTEID A AT,
tenantID EAKSEE HERRES NI S
283, NAEREMPFEFIDA
A%,
clientID EAKSER LERIEES MRS
283, NMAEREMFIEFIFHID
ATk,
clientSecret EAKSEE HERREES IS
28y, AEREMPHNERIRE
FAE]i%,
servicelevel Premium 'Y ‘Ultra Z— " (FEWL)
"Standard
location EFEHEAGIERENAzZureIENZ
MEAKSER FEAZEIMRE A
—_I-J\_o
resourceGroups BFmrEe A MABFNZREATIER " (Einitss)
netappAccounts BFiFiEe AMZ R NetApp kP "[" (FTiHikss)
EIES
capacityPools BFREEAIMBZRNEEMTIR "' (TiHitss, KL
virtualNetwork BEEZIRF W EIMMLERI B IR
subnet FIRLB B F BB TR
Microsoft.Netapp/volumes
networkFeatures —NEI—2HVNetIhEE, BILLE

Basic B ‘Standard. MZEINRE

HIFEFAAMXE A, FIaEH
FITHPER. MREE

‘networkFeatures' 5 /&2 FB L THEERY

BHEl. MESBEERERK.
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WiER

nfsMountOptions

FEARES NFS HEED, SMB&EE

EININ

"nfsvers=3"

2R, BEANFS 4.13EHE. BE
ESORESENYIRPES
‘nfsvers=4" LUEIENFS v4.1, TEf#
EEXHIGENEHENSBER
IR EC B FHi% B AV R,

limitVolumeSize

BRI

debugTraceFlags

RBRBERNELLLE, ME

SRR EERRIEHATS.

" BRIANER TASRHISEE)

b
i

W, \{"api": false,

"method":

true,

"discovery": truel}. FRIEMIE
EHITHRIEHRRH S EIFANEE
g, [NIF7MERILEIN8EE,

nasType
nfs.

BREBENFSESMB&BIE, 1EIRA
‘smb’Znulle ZRIABE R T

nfs

RigENESRNFSEIRBENT,

supportedTopologies

b e SR KIS X Ry 7

& BXIFAER, B2 £H

CSI R,

®

PREBIRAZIR

WRE LI EPVCHULE]"No Capacity Pools"(RikE

BXAMBINEENIFARER, BESIH"ECEAzure NetApp Files HHIMZEINRE",

|BEM)EIR. WIEHIN B2 M P RERH XEXRFREIR

MTR(FW. EBIANE. BEM), NRBA TR, TridentiFIZRECIRFIRET L IMAIAzZUre B, WIEER

EEERELENAE,

‘netappAccounts’ “capacityPools’

‘virtualNetwork ' " subnet BIE

‘resourceGroups A UERERTHTEMRERZNTHKIEE. TAZHIFRT. BNERTERESR

M. ENEBIRA S SRR FIRLEC.

‘resourceGroups’

‘netappAccounts

‘capacityPools’ E%ﬁﬁg‘%, BFRBAINRRERGIAILEFERRRH E"Jﬁﬁ%: FHEATLUE
BASHIEE. T2REBRRAUTREI:

EEIN

Resource group

NetApp M

REM
REHAILE
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I
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SicE

L
< WRA >/< BINE >/< FX >
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exportRule

snapshotDir

size

unixPermissions

THIECE

iER BIA

MENSFEIN, "0.0.0.0/0
“exportRule’ &2 2 Pv4 itk IPv4
FRNERAENES DIRYIFREE
FACIDRZ&RTE), SMBEHE R,

=%l .snapshot B RYA] 4 JFFNFSv4. A"TRUE"; Xt

FNFSv3. AH"false"
FEHEAKN "100G"
MERNUNIXRBR@@N )/ \ESIERE) ™ (FikIhae, FEEITHERFTIN
- SMBEBERB, HE8)

UTFREETRTRAZSHSERREBENRAENESEE, XREXEHRNRERTTE.
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XEANNRIEERICE. FHRIEER. Trdenta2 KMEFRECE N BEZIKZAAzure NetApp FilesBIFR
ENetApptk P . BEMMFW. HBENEFEREEEF— M FM L, BT nasType BT . Eit
2 nfs WARNEE. EREANFSEEE,

HERINIFFIaERAzure NetApp FilesHZIXF LR, IHECERIEMBERE. BXfrL. EFENFREC
BENESREFINTSER R E,

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



AKSHIZE B %

WEIREEESE M subscriptionID. tenantID. clientID'H]

BRI ANER,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

‘clientSecret, B IEERZ
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EAFAKSH=Z%

LtEIREEE S AR tenantID. clientID M “clientSecret, EATEERA=IFIBREERIERN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

ERRENRERIISERS A EKE

IEIRILESHERETEAzZureY eastus " BEMA “Ultra, Trident= BaRIMZIEZEIKLAAzure

NetApp FilesBFrEFW. HEENEEP—FWEHE— I FHE.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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SRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE
Kubernetes FRElEFRTXEARSZRANEIFMES, WILINEIFEER. EIUITERTREX M

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



XFRINCE

Tridentr] LURIEIHFI AT XA TEI HACE®S, supportedTopologies tb/SiRACE AR ATt
FMRRHOXKIFEMDXTIR, HAEENXIGH S XEXNSEMKubnetesEEEE T = _EARE HHIX G153
XMELA, XEXIFMNSXKRIEFERPIRENAFETIR. N TFEEEHRRENE S XIGM X
FiEZR. Trident2E ERKIFHXIF RS, EXFMEE, BB FEH CSI A,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

FHEEEX
LU “StorageClass’ & X i & iR TE i,
FHAFEMNRGIENX parameter.selector

. parameter.selector’ B AENETFRESHNEIIETE StorageClasso EREEEAPE
X&NTHo

23



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMBERRHBIE X

#H nasTypes node—stage—secret—name\ﬂl ‘node-stage-secret-namespace, &a] LIFEESMB
HHIRMHFTEM Active Directory &g,
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iLep R =iE ERE SR E

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

@ ‘nasType: smb Sz FSMBERI MY TH1%E2S. “nasType: nfs'I} “nasType: null %28,



ellfed=yy
SIZEREEX MG, BITUTGR<:!

tridentctl create backend -f <backend-file>
WMREREIEXK, NEKREELINE, ELUsTU TS REEEEUBELEREA:
tridentctl logs

WEHEEREXHFFNREG, EaLIBRIETT create 85,
Google Cloud NetApp%&

At E Google Cloud NetApp#&/gis

ME. &R LU Google Cloud NetAppHBECE A TridentfVfgim. 8] LAfEHGoogle Cloud
NetAppEEimEiENFSHISMBE.
Google Cloud NetAppEIREITEFFIFA(E B

Trident}igfit T "google-cloud-netapp-volumes' B F 5 &£ B EHREIIEF. SIFNIHRIER B
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP).

KEhiERe Y BRI SRR SR H RS
google-cloud- NFS SMB & 4: Rwo. ROX. rwx. RWO nfs. smb
netapp-volumes P

ERAFGKEN=&H

B S, Kubnetes PodA] LUBIE EA TERA H S 15317 F P IIERIFEGoogle Cloud#H iR, MAERHEA
a9 Google Cloud&iE,

E7EGoogle CloudFFIB=E M. Ewsin:

* {FHGKEZBERIKubbernetes&E &%,
* EGKESEEE FEEBE M TER EHARRURET Sith_ EAL BEAIGKETTHIEIRSS 25,
* BB Google Cloud NetApp&EIE 5 (M /GCP .admin)f &5 B E X ABEAINetAppARE M,

* BRETrident. HPEEATIEE "gcp"NWaiRtiZFMATEERGCPIRS KA NEIRIR. THAH T —
Pl
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Trident =&

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE
‘cloudIdentity I®E ‘cloudProvider '/ “"GCP" iam.gke.io/gcp-service-account:
cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.como

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

e
FERUTIMEESIRE mIREERF (CP)' I = &7 (Cl) /rSRIE:
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LUF RGNS ZETridentHERIFIET 24518 E cloudProvider " HAGCP “scp, HERIFIETE
SANNOTATION I&E “cloudIdentity:

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code></code>
FRAUTIMETERE TIREER M S ITERE:
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. M cloud-identity
SANNOTATION.

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident
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HEEZACE Google Cloud NetApp# /5
fEAZE Google Cloud NetApp Volumes/Fit 2 Hi. EEEMFEHEUTER,

NFSERIRIIR =

MREREREAGoogle Cloud NetAppEHEFMUEER. MEZHIT—LEAIRACE T 81 E Google Cloud
NetAppEMEIENFSE, 1HERE "HIE280"

7EA2E Google Cloud NetAppEGiHZ . IBHFREHE AT

* BEEE A Google Cloud NetApp#HEARSSHIGoogle Cloudtk P, i5£i% "Google Cloud NetAppE"s
* f&89Google Cloudtk FHIINB RS, 1BSIR "HEDE"

* EENetAppEEER A B Google CloudfREMF (roles/netapp.admine BEA "F{HFLREERA
BHR"S

* EHIGCNVIKFPBIAPIZSAX . 1FEI "CIEARSS 1K 2R
* FhEM. BEN EFEEA

BXRUNMENIEE X Google Cloud NetAppEHIIA R REVIFME S, 155 & E 3T Google Cloud NetApp#&HYif|a]
PR"S

Google Cloud NetApp Volumes/giHED & & AR5
T fi#Google Cloud NetAppEREiRACEIEMHERILE T H.

[EiREC & T
BN EIHREBZRTE— Google Cloud XiHEES, BEHMXINEIES, ErILEXEMSNH.

S 15 B8 E/NIN
version IR 1
storageDriverName TZEIRTHIEFE AR FR 8918

storageDriverName w4
MFETE /9"gosle-Cloud
NetApp-volumes",

backendiame (AR E R IRETRR SR + " + AP
FAN— 25

storagePools BTFiEERTLIREENEFEH N TIESE,

projectNumber Google Cloud tkFIBE %S, Ith{EREGoogle Cloud
P ETTERE,

location Trident8/Z2GCNVEMGoogle CloudiI &, BIiEEX

i KubnetesEE8#AY. EHEIEMNE location AIRTF
£% 1 Google CloudXIFA T = BRI TS Hio
BXERESTEEINLA,
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nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

nasType

supportedTopologies

EECEEI

WiER

BEAERGoogle CloudiRSS MK FIAPIZZEA
netapp.admin . B83E Google Cloud fREBIKFP &
FZAXFEY JSON BRIBIRE (BRFEHE /Ginfc
BEXMF) o apikey @EHELITHBIFEN:
“type. project id. client email. .
client idauth uri token uri

auth provider x509 cert url #l
‘client x509 cert urlo

KRBT H] NFS EEEHED,
NRIBROERNEIUE. WEEKK.

FEMREEHRS KA. ER flex. |

premium‘Eﬁ ‘extremeo
FTFGCNV#£EIGoogle CloudM4E,

W PEHERRIN EE A AN S. H13,
{"api":false, "method":true}o FRAEMESIETE

standard

THIERISH R EIF AR B E%ME, SNE/0ERLLT)

ok
BEo

FEENFSTHSMBEEIE, EMA nfs. “smb Znull,
IANBRT. BiRERNTSBNFSERENT,

RNEHZFXKIFFXIFETIR, BXFHER,
BEBIR EH CSI b, flun:
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone:

a

TR IR EXABIE D RIERIFNIAEECE defaults,o
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exportRule

snapshotDir

snapshotReserve

unixPermissions

THIERE

UTRBIERTBARSHSHRRENRNENERELE, XE

LA AIA

WMERSEMN, B IPv4attsit
ERHENESHIRYIR.

3B REVIBRIMFR . snapshot

asia-eastl-

E/NIN
"nfsvers=3"

" (BUAER T ASREISE
iiih)

nfs

"0.0.0.0/0

XFNFSv4, A"TRUE"; ¥

FNFSv3, 7y"false"

HNREIMENEB DL
FERIUNIXILPR (41 HE BRI )o

EX iRt E 8T %o

(R EINMEO)
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RIREE

XN REEREE. FRLEEN. Tridentz ZMEREUEZEIKE Google Cloud NetAppERIFIE
FiEt., HENBEREREBETEEFT— Mt BT nasType B&T. FELbE nfs NAZGNEE. BiEE
HANFSEEE,

HERINIFFIAERGoogle Cloud NetAppEH =X IRIFRY, HECEZEMANEE. BXfL. BRAURFE
NIEE BN ESRHTIMNIEESRE,
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



fFAStoragePoolsifit2EHAC B
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



REPVHECE

EREE A E— X HPREX SN EMM, EIthE— *ﬁ'q:'ﬁﬁTﬁEX storage » WREHZ M FEM
TRAENRS SRS MEHEEKubbernetes BB RNXLEARSZ KANIFMIE. NXLERITRIEEE
B, BIVIIRERAFX oM, Flal. EULTRAIP performance « #r&EM servicelLevel FRAFKX
7R,

SN, RIS E — L@ R TFRAEEPBRIRIAE. HEBER T EICHRIEGAE, EUTREIH.
snapshotReserve A exportRule FB{EFRAE VBB EIAES

ﬁ*ﬁém'fnlu\: lﬁ |ﬁ| "FE*L/{

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zqg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

ERTFGKEN=&1%

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident®] LIRIBEXIZA ] BRI A TE HECE S, “supportedTopologies' b /SiREDE AR A T et
FNEHRNKIFEMNSXTR, BTGNS XEXNS SN KubnetesE 8T 1 _EARE PRI 45
XELA, XEXIFMHXERRAEEERPRENATFETIR. XN TEEEIRREES X XIHH
FEZE. Trident27E ERKIFHNIXIF P EIES, BXIFMEE, BB FH CSI S

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

T—SRt4?

IZEREEX S, BITUTH<:

kubectl create -f <backend-file>

BIERSEMINEEER. BETUTHL:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1£f£f9-b234-477e-88£fd-713913294f65
Bound Success

WMREIHREREW, NEHEEHINE, ErUERH<SIRARR kubectl get
tridentbackendconfig <backend-name> . WEBITUTHSEFEHAEUHRERRA:

tridentctl logs



MEHEEREXHREG. G LBRERHBRIEITcreatefi <o

FHEREX

TEHREXLARGIHHEZ storageClass EXo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

FRFEMREENX parameter . selector :

fEM. parameter.selector ZRILIAEMERE StorageClass """ BTFHRESN. SREEEBTE
XENFH,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

BXREFMEENFAES, B0 CIEFES

SMBERIRHIE X

R nasTypes node—stage—secret—name\ﬂ] "node-stage-secret-namespace, el LIFgESMB
EHIRIEFTEMActive Directory’ 8. I EHEE[/TANRAIACctive Directory i /Z 53 Bl FHYET =N ER %
Ho
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

@ ‘nasType: smb Sz FSMBERI MY TH1%E2S. “nasType: nfs'I} “nasType: null %28,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi

storageClassName: gcnv-nfs-sc
BWIPVCEREHE. BBITU TSR

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb7%a213 100Gi

RWX gcnv-nfs-sc  1m

71Google Cloud/5ixACE Cloud Volumes Service

T BRI (E IR R R HIEC B ¥51E R T Google CloudBINetApp Cloud Volumes Servicefig
B A TridentZER 5K
Google CloudiFshiEFEAME R

TridentiRft T "gep-cvs' B F SEEHBENIIER. ZRIIANREIE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IKEHFER i BRI SHEBIFIRER SHENXG RS
gcp-cvs NFS XHERS Rwo. ROX. rwx. RWOP nfs

T f#TridentX}iE& F§ T Google Cloudf#JCloud Volumes ServiceJ 371
Trident®] LA A" AR 55 2 22 " LA R ffh 5 7% 2 —BlECloud Volumes Serviced :
* CVSHERE: BRIARITridentARSZHEE, XM EREM MRS LR FESEEMMRENES=TERH,. CVS-
Performance [RZ LB B —MEMHIRI. ZFWER/NELD100 GiB, ERAILUERE" = IRS R LU TER
z—:

° standard
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° premium

° extreme

* *CVS*: CVSIRSZRRMSXIAIAM. 1Haek7IREINFEF. CVSIRSEER—MIRMETL. FIfER7F
@M NE1 GBRIE, FEMERZSAIES50TE. HFMESHMAZHNETEM ML, ErILUER"m1

AR5 A" A T EBZ —

° standardsw

° zoneredundantstandardsw

EREHNE

BEBEMER "EAT Google Cloud B Cloud Volumes Service"lgl. EEERHEIUTEM:

* B2E T NetApp Cloud Volumes Service BJGoogle Cloudiik -

* Google Cloud P B 4=

* EERABEMNGoogle CloudiRSSMF netappcloudvolumes.admin
* Cloud Volumes Service Tt BEIAPIZZ A4

[EimEC BT

B RIHEZTE— Google Cloud XIFFEES, BEHEMKIEEIES, Ea]EXEMGIH,

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey
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FHEIRENIERF B9 R AR "GCP-CVS"
BREX AWK FiEETm IREFEREEHR + " " + AP

BN —E 7

BTFIEECVSIREZEBMAESE, software AF
T CVSIRSEER, BN, TridentSFAAcvsHEERR
SHA (“hardware)o

XPRCVSARSS KA, ATiEERTEIBENEFMETNNA
S

Google Cloud tkFIBE %S, It{ERI7EGoogle Cloud
TP EREE

MRFERAEZVPCWE. MANFED, 7ELAEZEHR.
projectNumber IRFZME. fFMHE
"hostProjectNumbero

Trident®l/Z#Cloud Volumes Service&RIGoogle Cloud
Xig, tIEEXIGKubnetesEE R, EHEIENE
“apiRegion’ A A F7E % Google Cloud XIgHIF5 = k&
RN TERAE. BRKIERESF LTI A,

BB ATMGoogle CloudiRSS MK P BIAPIZZ A
netappcloudvolumes.admin o CEiE Google
Cloud ARS3 1K & FAZIAX4HEY JSON BHAKAA (
EFEHIREREEXH) .
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proxyURL

nfsMountOptions

limitVolumeSize

servicelevel

network

debugTraceFlags

allowedTopologies

SECE RN

WiER EININ

RIBRS BREEEZETICVSIKF IR IEEURL, KIEAR
ZERALIE HTTP I8, taJLl@ HTTPS IE, XF
HTTPS I, EBLIIEPIRIE, UAFERIERSSS
hEAEERIER, FXFERAT SMNEIENAIERS

250
FEAIEE] NFS HEE)%EIR, "nfsvers=3"
MRIBEBRBVEANELUE. WEEKK, " (BRIANER T AR EISE

i)

Fr&EBICVS-PerformanceZ CVSARSSKa!l. CVSIERE CVS-Performance®RIAE
{E) standard. premium B ‘extreme. CVSfH 7J'standard’s CVSERIAE

) standardsw 5 H"standardsw",
‘zoneredundantstandardswo

FFCloud Volumes Service HRIGoogle=M4Z, default
HWIEHERN EFE AR IRE. 590, =

\{"api":false, "method":true}. FRIEMEIETE
HITHE AR H SR EIF AN B S5 E, SUEZIERL
Ihde.

ERABXEAR. NEFHEEENX
allowedTopologies WMBIEFFE X, 5U0:

‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

TR R B XA BIE D RIERIFNIAEECE defaults,o

W
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exportRule

snapshotDir
snapshotReserve

size

iER BIA

MENSHAN, K¥T2L CIDR - "0.0.0.0/0
RTVERTHEE IPv4 it s] IPv4
FWAESRHES IFRYIFR

3B REVIBRIMPR . snapshot "HHiz"

NREBIMENET DL " (3% CVS BRiAMERO0)
BRI, CVSHRER/IMEN100 CVS-PerformancefRZZLERERIA
GiB, CVS&/IMEN1 GiB, 79"100GiB", CVSARSZEERIKISE

AINME. BELDFE1GiBo

CVS-PerformancefR 52 £ YR

T REIRE T CVS-Performance [REZ XA MR GIERE,
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w1 RRECE

XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1
storageDriverName: gcp-cvs
projectNumber: "012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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mh2: BRSRRIRE

HREIRERT RIRECE R, BiERS AR IFERINME.

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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T3 EPCHECE

LERBIER storage  EEERIMAMIAR S | AXLEEIMMAY SstorageClasses, BEEW[FMHEETEN]T
FRIFELRERE X B

LA AFRE RIS E TR EMIME. FIKBENS%. KigE snapshotReserve’ by
‘exportRule’0.0.0.0/00 EIMME—TIHHITTENX “storage. BETEINHEBEXEZH
servicelevel, MELMRBEIRIAME. EBUMATER FRIEMN protection KM

‘performanceo

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp, timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

FHERENX

A FStorageClassiE X ERATF B E R, FMH parameters.selector, EAILIAAE{ StorageClassts
EATHESHEN. SREAEMPFEXENFH.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra

allowVolumeExpansion: true

* Z5—“ StorageClass(cvs-extreme-extra-protection)EtEE—PMEIMM, XEM—— AR HK
S1MEER Snapshot IR 10% KI5,

* &xfa—"StorageClass(cvs-extra-protection)BRH10%RETNEERITFEM. TridentRTEIEFE
IR EEt. FHRIRR B R B Ko

CVSHRSS LB R

T REIRM T CVSIRS KRN RAIRE.,
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TN RIRECE

XEATIEECVSIRSZEEMERIA standardsw IREBEFNNRIBFIHECE storageClasso

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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Tfl2: fFiEhECE

IR EimAC B E A “storagePools BR & 77 iE o

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

T—FRHA4?

IR EREEN G, BITUTHL:

tridentctl create backend -f <backend-file>

NREwHENERY, NEHEEDIEE, ERILUETUTaLKREFEHTURELRERRA:



tridentctl logs

MEHEIERREXHHREG, EeJLIB/RIBTT create 85,
At E NetApp HCI 5 SolidFire Gl
T RRANAITE TridentZ & 6l ;2 A0 {E A Element[5 .

ElementIR a2 IF4H(E S
Tridentiefft T “solidfire-san' B F S&EEHBENEFEIRER. ZFNIHRREIE:. ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

‘solidfire-san FEIREHIZFZIF file M block HEN. WF Filesystem’
EERX. TridentEZBNBE—NEHLE—IXHES. XHERFAREH StorageClass $ERE-

IRohiZF Y EIRT ZHFRYIARIET TROXH RS
solidfire-san iSCSI R Rwo. ROX. rwx. TTXHZRS, RigiR

RWOP " Ho
solidfire-san iSCSI XA Rwo. RWO1. xfs. ext3. exti
FiaZ B

Et)ZEElement/FinZ Fi. BEEHEUTERK,

* 1517 Element RN Z ZHRFHE RS,

* NetApp HCI/SolidFire £BEIERFMFAFHNER, JBEFEES.

* FiE Kubernetes TETI &P G HAY iISCSI TH, BE5H "TIETRESEE"
[GimAC &I

BXEREEER, BESRTFx!

S BieA LIS\
version REL 7 1
storageDriverName FEIRsHIZERR IR R Y528 3 SolidFire SAN
backendName BEX B FiEEin "iISCSI_"+7Zfi#(SolidFire) Pt
Endpoint fERTE P 3B SolidFire SEEEHY

MVIP
SVIP ZfE (iSCSI) IP #itibAIER O
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labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

WiER

ENATEHN—HEE JSON &3
BIARES o

BEEANEARM (IRRKE,
neIE)

¥ iSCSI RERFINEENEZO

{EFCHAPXSCSII#{TE {216
JE, TridentfE8FAECHAP,

EFEAIARAE ID 5%
QoS #3E

NRIBREVER/NEILLE, ME
BRI

HPEHERI EEAIAEINS. 5
. {"api": false. "METHO"
. true}

EININ

default

true

&R A TridentBiFAARID

' (BRI TR SChE)

H}

(D BEEEsTREARAREF AN RS, TUE/ER debugTraceFlags,

w1 BE=MERENIEKMIEFNEIRECE solidfire-san

WREIERT — 1N EHXHE, ZXEER CHAP B9I0IEHFERRE QoS RIEX =fEREHIITER, ARG,
GBI eE = F Hstorage classS¥EX BEF A HEPEFHEEFMESE 10Ps,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Tf2: BEEEMHHNIREEFNEIRMEEREE solidfire-san
IR 2R T B R E IR IHE X X4 LUK 5 | X LY StorageClasses,

FEERY. Trident= ¥ FEH_ ERREEHRIEIRTFMHELUN. AT HERER. FRERERALURITE RSN ENH
FAEE XITE

A TEERNRAEREXXGH. NFAEEFEBIRE THEMRIME. FHRFHIRE type MR, EPHE—T
Ei&ﬁ?i)‘( ‘storage. TR, REEFMEEZISERCHRE. MELEFELZEBESE THIKRENAIA

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true

Types:
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- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-1la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us—-east-1d

LA R StorageClassEX 5| AT LRI, #@iT "parameters.selector FE&. & StorageClass#i= AR R AT
RESHNEMN, SREEEEINEPEXE N FH.

% —""StorageClass(solidfire-gold-four) MRt EIE —MEMM, XEE——MEEEREEEERM
Volume Type QoS. Ex/g—-~StorageClass(solidfire-silver)=AREMARHEEEEEENTFE
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Ao TridentREREEZM N EIN. HHARBEEFEEK,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
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provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver
fsType: ext4
THREZER
* BB
ONTAP SANIRZHIZFF

ONTAP SANIRGHZF 1A
7 fi#SN{EE A ONTAP#ICloud Volumes ONTAP SANIRENTEFAC & ONTAP G %,

ONTAP SANIXGHIZEFIEAE 2

Tridenti2 {7 LA FSANTEEIRGHFE R R SONTAPEEHHITIB S . IFHIAIIENEIE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXohiERE Y EIRN ZHRIRRIET TR HRS
ontap-san BEFFC 3 Rwo. ROX. rwx. RWO XXHZ#%; [RIGRISHE
AYISCSI P
SCSI
ontap-san HTFFC P& Rwo. RWO1. xfs. ext3. ext4
BYiSCSI
Scsl RoxFIrwxTEX R EE

L FARAE Ao

NVMe/TCP it Rwo. ROX. rwx. RWO EXHZRS; RIGHRi&E

ontap-san

P
BB
NVMe/TCP
HNEMIR
EI,
ontap-san NVMe/TCP & Z&4: Rwo. RWO1. xfs. ext3. extd
BB RoxHIrwx¥EX 4 RABIE
NVMe/TCP I AR Ao
HNEMIR
£,
ontap-san-economy iSCSI R Rwo. ROX. rwx. RWO TITXH#ZRSF; FRRRLEHE

P
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IRehiERs i HIER ZFEFRYIAIEIRTC SR H RS
ontap-san-economy iSCSI XH 7RG Rwo. RWO1. xfs. ext3. ext4

RoxFIrwxIEX 4 RAEBIR
X TFARAH,

* DBFYUKAMEERETETNERA T A "ontap-san-economy "S5z 3 FHJONTAPE R,

* “ontap-nas-economy X Hk A MEFE A 1T EFNITE T B “ontap-san-economy’ J& AKX
@ ShIEFE BT A" 2 35 ONTAPE RS " A,

* NRETHEELHIRFRIP. KEMEXZohE. 1571 H ontap-nas-economyo

* NetApp R EEINIEFIBEONTAPIRGHIZFE FEAFlexVol B EhiE 1. {BONTAP SANBRIN, R
AR TridentSz 13 AIRIETNE HAERN Y BFlexVol&,

RFR

TridentfiZ LAONTAPESVMEIR R B 15 1T. BREAEHAR vsadmin HsvMAR. HEFEH "admin' &
BHEEAENEMBFRNER, MFamazon FSx for NetApp ONTAPEFE. TridentN{EREEREF
‘vsadmin BsvMAF LAONTAPE SVMEIRR B11E1T. HEFERAEGHERACHNEMBZTNAFEBTT
‘fsxadmin. Ut ‘fsxadmin' AP ReeBRMENERHEELA .

YR limitAggregateUsage' 58, MIFEEEEBEIERMNPRE, FAmazon FSx for NetApp
@ ONTAPSTrident&E & {# AT, limitAggregateUsage' S AFiEATF “vsadmin ' “fsxadmin A
P, TNRIEFELSE, EERIERRK.

BIARILIFEONTAPH G — MR LR = in R ehi2 FEABVRRGIE ERrIA . ERINAFERNXEF M. KRS
FRZSEY Trident SRR FTEZENEM APl , MEARTSERES S HiH.

NVMe/TCPHIEMFEEIN
TridentfE A L FIRaIFZF ZHAEZ K MERTFIRIE(NVMe)hiY ontap-san:

* IPv6

* NVMeHRYIREBH 72 [

* JAENVMeHE K/

* SATETridentIMBRIZZRINVMeE. LUETridentA] LIEIEH L anEHA
* NVMeZAH Z k12

* IERSIFER XFK8sTi 52(24.06)

Trident A 245

* DH-HMAC-CHAP. HINVMeZs#liR 5
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEERUANSEAFENE—ME, SIERRE, BFRRA / B3R Base6s #H1T4HRIZH
Zf# 7 Kubernetes 31, CIEHEM IR —FETHERNT R, Flt, XB—IXHEERRNITHVIRE
, H Kubernetes S FfEEIE G IT-
BREETIEPNEHRIIE
MBI AN EIRA LUERIERHS ONTAP Eim#TiEE. BIREXFBEE=123,

* clientCertificate : ZFIRIFHAY Base64 mig{E,

* clientPrivateKey : XEXFAHRY Base64 4RAL{E,

* trustedCACertifate . Z{51E CA iEHHY Base64 i3 {E, WMRFEHAFES CA, MATIREILSE, WMRFEE
FAA]{= CA, MeJLLZBRILISE,

HANTEREEU TSR,

p

1. £ EFHIEBMER, £KHY, 2 AE (CommonName , CN) REBANEFENZMHILIERN ONTAP
R

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HINONTAPLZ £ ERABLIF cert BHIIER %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S. FERAEMANERIXSMIIE, & <SVM EIE LIF> 1 <SVM &iF > B AEIE LIF IP #1 ONTAP &K,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
-—cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRID,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.



cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

E SIS A BRI E
TR AEHIE Rin U ERE S DI SAR R RE TR, XMMANENER: ERAF R / BhERIEiRA L

EMAGERIES, ERIEPNERIUERAETRRR / BENGERK. Alb. SA0RERINE SMIIIESEH
ANFN BRI %, REERESMBRITESHNERGH. jsonXH tridentctl backend updates
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

R, FREEERAIICTE ONTAP EEMAFPNENL, ARHTERER. BRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

MEmA AT B IEENSR, UASEMEZGRIUINEEE, BinEHHRIIR R Tridentm] LA
ONTAPEIRIBS H IR R FHIEIRIE,

Trident8|ZBEEXONTAPAE

FILLBIZPrivilegesRIRFIONTAPEREF AT, XEMALERAONTAPEE R ABETridentHITIR(E, MR

Trident/RIRECEREEZAF A MNTridentiFEREEIZRONTAPEREF A BHRAITIRIE.
KelETridentBEX BEAIFAEE. BSN TridentHE X BELEMZE"
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. IREEXAE:
a. BEEEHLICIEEEXAT, FiERFE Cluster > Settings*,
g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_'E
* "ATFEEONTAPHEEXAR"H"EXBEXHE"
* ERABMAR"

fEFXNE CHAP XY i #H1T & {3 30IE

Tridentjl«(@ﬁﬁ*ﬂ ontap-san-economy  RENFEFAIWNECHAPKT i SCSIRIEHITHMPIIE " ontap-sano
XEEFEEHRENXHBAL useCHAP &I, IREN “true, Trident‘%ﬂ%SVME’\J%ﬁﬂFfﬂ*zr‘_it@ﬁ@ﬂ%ﬁ
WECHAP, Hi&EGIHXHHIAEF R ZH, NetApp BIVERXNE CHAP M EEHITE MBI, 1BES I
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TECERA:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘useCHAP 28— N R/RIE. HEEitE— K. BINBERT, BEHEEN false » BHIGE
Htrue 5, TEEEHIGEN false o

2T 29, chapInitiatorSecret chapTargetUsername [GIRENXFIE “useCHAP=true WAME
& . “chapTargetInitiatorSecret # ‘chapUsername FE&, FRIERwE, rILUIBTIEITREN
XLEEREH Ctridentctl updateo

T1ERIZ
MNRBFIKE useCHAP Atrue. NEFEEEIRE R B R TridentiEFiEGIRACECHAP, HAAEE:

* £ SVM LigE CHAP :

° INRSVMBIENINBBiEF T2 X B finone FRAINRE) ISR ERBEABRILUN. N Trident=FEIAR
2XRNGEN caar. HMERECHAPBMZRF AN Bin R &M%,

° YNERSVMEELUN. NITrident AR 2TELLSVM_EEBCHAP, XiERIHRITSVM_EBFEEAILUNAYA R R
SR,

* BCE CHAP BaniZiFr AR BArAF A MEE; AAE/aiREcE TEEXEERN (M LEFRR) .

SliEEIRGE. Trident26IEMERNABY “tridentbackend CRDHIECHAPZZ RSN B - & 771i% IKubbernetes
B3, TridentfE Lt EiH AR PV, 5@ 12 CHAPSH T EE,

RHEIEA B ER

& LUEE BT P EICHAPS R EFHCHAPEYE backend. yson, XHFEEEMCHAPEISHEA
‘tridentctl update” 5 % R BRUIXLE BB LY,

@ FHEIRACHAPZE AT, HAERA tridentctl BFRiR. B7ERAONTAPS$1TREIIONTAP
RACIERTFMEFEERE LNEE. AATridentiE LEESXEER,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm" :
"useCHAP": true,

"username": "vsadmin",

"password": "password",

"chapInitiatorSecret":

"chapTargetInitiatorSecret":
"iJF4heBRTOTCwxyz",

"chapTargetUsername":

"ontap iscsi svm",

"cl9gxUpDaTeD",
"rgxigXgkeUpDaTeD",

"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

Fom e b e
tomm - tomm +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

oo oo e et
tomm - fomm - +

| ontap san chap | ontap-san

online | 7

| 2aa458f3b-ad2d-4378-8a33-1ad472ffbebbc |

NAEERAIREIRN; WRTridenttESVM EEMFTIE, XEERRURERFENINS. MERFERENRR
R, MEEERBRSRNENRS. HAHEMERIBN PV RSHE(EREMENERE.

ONTAP SANED & 1EINAN =1

T BRAN{AITE TridentZ A AIZZFEFAONTAP SANIREHTER . AT iR T IS/t
Zl|StorageClassestY/GimAC & R FIFIIEME B

[EUHEC B TN
BXEIHECEED, HEI TR
28 iER

version

storageDrive {FEIRGIFIZRFEVRAFR

rName
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28

backendName

managementLI
F

dataLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

AR
BREX AWK FiEETm
SEBESVMEBIELIFMIPH#ELL,

I LEE T2 REES (FQDN).

MR Trident2FEAIPVeIRE LN . M LLIZE HE
FIPveitiit, IPveHIIEA A HIESENX, il
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:355
5]o

BXT%MetroClustertIRHIE R, FS
IMetroCluster=filo

WREEARIZ"vsadmin"EHE.

@ managementLIF  M@AESVMAYER
; MNREANE adnin"EB. MpAam
BEENEE managementLIF,

Y LIF B9 1P H#itik, SNRTrident@FEHIPVOITE Rt
. MBTLUSE AERIPveitiit, IPveiiitM AR
SEX, flan
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
1o *FIEREISCSI, *TridentfEA"ONTAP 234 LUNBR
SR L ERERIEFTFRAVISCSI LUN. SN5RAEBH
EX. MEERES datalIF, *EB&MetroCluster, *
iHFZ& IMetroClusteri=filo

EfFFFAYStorage Virtual Machine *& fi&for
MetroCluster, *i&Z IlMetroCluster=fil,

{EACHAPITiISCSIFIONTAP SANIREHIZF 1T B 1956
W [#R/R1E] BI&B N true. LUETridentEZE WX
RCHAPFH B HE B{ERIRPLAESVMEYEIA B D I0IIE,
BXIFAEE. 155N EFEHAONTAP SANIXETZ
FEEEIR" -

CHAP BoifiEF%HH. IRFE. N ANFEI
useCHAP=true

BEWATEN—HES JSON BIBIIRE

CHAP BfrBohifEFE . NRFE. WAKFM
useCHAP=true

NEBF &, NREFE. MANFED useCHAP=true
BirAF R, NRFBE. NAKNEIN useCHAP=true

EFIRIEPH Base64 figE. ATFETIEBNSHK
iE

EININ

IRGHFZFF B FR+" "+ dataLIF
"10.0.0.1". "[2001: 1234: abc:

: o fefe]"

HSVMIR4E

NRIEE TSVM. MIRAE LS5

managementLIF

false
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28

=

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
X

aggregate

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags
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WiER EININ

EFinE AEAN Base64 widE, ATFETIEENG "
PI03E

Z{E1E CAIEHH Base64 fRiDfE, PIik. AFETFIE ™
FHISHIIE,

50ONTAP £8HBEFMENRFR &, ATETSENS ™
PIRIE,

5ONTAP £BEBIEFTENER. ATETEENSH ™
Erall 8

EfFEFHHY Storage Virtual Machine WMRIEE T SVM. MRELESE

managementLIF

£ SVM FECEHMENERANEISR, TEHEEENR. B
BHIESH. ERECIZ— TG,

EREENRE (A%, MRGETERS, WHIKHE
2 EgLA SVM ) o ¥F “ontap-nas-flexgroup IRGHFE
. LIRS ZRE, NRKSEC. W BT LAERERE
AR A RACEFlexGroupt,

trident

ASVMHEHRERE. ZEREaR
ETridentPEIEH. HiERRIT
SVM. MEEEHBoNTridentiTHl2s,
ETridentHFEEE TIHERS UEES
f&. IRBZBEEGREZHSVM.
MERIEWSVMEB S, FimfE1ETrident
TR PERTS. BRITBREEN
ASVMEMRE. HEIGHEZBMIFR.
LU fEim R S BE o

®

“EMFASA R2*3EE

MREAEBILESLE, WEEXK. NREFEHN ™
FAmazon FSx for NetApp ONTAP/GiR, 1B70187E
limitAggregateUsage. IeMHIFI ‘vsadmin' FEE
EATridentt BRR SR BRH T EH#HITIREIFTER
“fsxadmin PR, *IF7N/IASA R2*ERE.

MRBROENBIME. WEERK, I Ex ™
REEALUNEENERI AN LR,

CONIN G N )

(BRIAEIR S SR HISEHE)

£ FlexVol BYER A LUN #%, #4Z07E 50 , 2003EE 100
A
HEEHR BERIRIRITS. B30, BRIEEEEHTT null

HEEHFHFEFANBTEME. SWFREEA {"ap"
. false. "METHO": true} o



28 LA

USeREST BFEH ONTAP REST API HY#R/REE,
useREST BN “true, TridentEFEONTAP

REST API5[aimil{E; RENE false, TridentfE

FAONTAPI (ZAPIHR S faimi@(S. LIReREE

FIONTAP 9. 1.1 N EBEhRAS, Lbsh. FERRIONTAPE
RABBNBRAR ontapi NATERF. FEXHIF
AT LUFERIX— vsadmin 3K cluster-admin
o MTrident 24.06/%#19.15.1 9.15184E S R A~ FF 4.

RINERTE

UseREST IREHN “true;, &

UseREST A “false LUFFAONTAPI (ZAPI)
B

‘useREST T2 SNVMe/TCPEXK, *TNRIEE,
MASA R2*IBZIEE N trueo

E
A

sanType BHFAISCSI. nvme  NVMe/TCPEETFIHABERN
“fcp'SCSI (FC)IEHE “iscsio
formatOption L
s ‘formatOptions AFIEEMTHNH LTS
. BHNEHITELN, BELARXES
2
%

‘mkfs’ o XiF. ERILURIBRIFHRIANUE. 5
HIRIETE Smk £ s 8B L EBEMAIRTUEDT, B

AEEIREHKZ, 7ffl. "-E nobdiscard"

* ontap-san ‘ontap-san-economy X% #5F1IXEHE

Fo *

limitVolumeP fELUS-SAN-Economy/GimfEFIONTAPE AIE KA

oolSize AFlexVol A/,

A
true I FONTAP 9.151HES 2=

’ IZZI:)HJJ falseo

‘iscsiIRAE

' BROAER TSR SL5)

denyNewvolum PRl “ontap-san-economy’ 58l EFAIFlexVol# LI

ePools EHLUN, N&=fEBEBMFlexVolEdEFEIPV.

B X {FHformatOptionsHIiEiX
TridentiZ2iX LA N IEDERMNRE A IE:
-E NODiscard:

* RE. FEZHEMKIITEEFIR(EFREAEESIREMHH/A
FRINED-K'. FERTREXHRS(xfs. ext3Hextd).

BT REE i &L

= Ak

B8]

ERFMELREER). ETUFIRAE

TR LR E BR 0 E X AT HIBIAECE defaultse BXRA, BEUUTERETRG,
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28 WiER BRIA

spaceAllocat LUN B9Z=a]4HEC "TRUE™HNRISE, HIEASA R2*HY
ion WEN trueo

spaceReserve FEITMRIERL; "L "(5E)H"E"(E). I FASAR2, "E"
iﬁ%% noneo

snapshotPoli EfERAISnapshotFlg, T FASAR2, &EEHN "I

cy noneo

gosPolicy ZHRIENE AR QoS HKE&A, EEEEMEM/ ™
G189 qosPolicy 8 adaptiveQosPolicy Z—. QoS
KRR S TridentE S AR E(AONTAP 98T ES
has, fENERIEHZQoSHIRA. FHfRILFRIRA D
SINBFEIHSE, HEQoSHEALIIFIE TL{EHR

HM S BERE LM LR,
adaptiveQosP EBHNBIEMEDECHIBIER QoS HEH, XESIE
olicy figitt / fFimEY qosPolicy 3% adaptiveQosPolicy Z—
snapshotRese NREBIMBHIEE DL, BEHNASA R2HEE, AR A"none". MF"0"
rve snapshotPolicy. &/NA"™
splitOnClone BIETERN, MERXRIFDZ7TE "EHIR"

encryption E#E L SFENetAppEIMZR(NVE); BRIAA false,  "false™UWNRIEE, HHFASAR2*H
BFEAIED, HIEERE FIRS NVE FiFRIHER 1885 true.
NVE . MNREFIHBATNAE. METridentEERY
EAEERFBEANAE. BXIFHAFER, 15
: "TridentgfAISNVEFINAEEZ & ER"

luksEncrypti BRALUKSIIZE. E2H FHLInuxZ—% 1% FFFASAR2, E"IKEN falseo
on B(LUKS)"

tieringPolic fEH"none"MI 7 EIREE* B NASA R2MEE,
Yy

nameTemplate RTFEIEBENXEZMAIRR,

SECET
TEHE—TMEXTARIAMENRG:
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

M FERIREIEF L ENFIE®S ontap-san. Trident2MAFlexVolFIIMNFIN10%MBE. UR

@ ZALUNTTEHE. LUN BERBAFE PVC RIEKIIBIIA/NEITEE, Trident=R10%MZ EIR
INZEIFlexVolR(FEONTAPH 2R AR AR, AFPMEERIFFMERNABERE, tESUERIR
IE LUN TZARIERE, BRIEEZASFBTATE, XAIEHTF ontap-san-economy.

XFEXMGH snapshotReserve, Tridenti W FEAIRITEBHIA/:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1. 12 Trident ABZLUNTTEIEM R FlexVolZMIMENNEY10%. *FF snapshotReserve=5%. PVCIEK=5
GiB. M#EH#Z2A/NAS5.79 GiB. AIAA/NNS.5 GiB, It “volume show 855 N B REMNTF LU TR AIRILEE

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB 5.08GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Ba1, AR NENNEESERMITENE—T%
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RIRECE A
UTFRAIERTRAZSHEHREAMANENESEE, XBEXEHRNRESETTE.

@ MR IETENetApp ONTAP L fEFIAmazon FSx#l. NetAppiEiN & A TridentfsEEDNSEZFR. MR
Z1PHhE,

ONTAP SAN/RfI

XEFEARMEFRINEASARE ontap-sans

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster:= |

TR UEREER, LEREREYRMTIEEFENERE X "SVMERIFIME",

EFTREYIRAYIEL EERIEESYM managementLIF, HEBRXLE ‘svm'SE, Flul:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SANZZ 415

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

E TR E D IIIERA

EUERFRERGIP clientCertificate, clientPrivateKey. M trustedCACertificate(l
REAZEECA, NAENLE)DFIEF backend.json' FH K Abase64/mIBHE FimiEHE. T HASAEN
RASECAIEBE,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



XA CHAP I

UTFRAECNE—NSiE, H usecHAP BFIEEN “trueo
ONTAP SAN CHAPR:fl

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

RATIEONTAP/S IR AISVMECBNVMe, XENVMe/TCPHIE A FitAE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

EFFCHSCSI (FCP)RAI

AN TIEONTAPR IR NSVMECEFC, XEFCHERGIHAE,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true



fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

formatOptions#YONTAP SANZR K IKEhiE <13l

version: 1

storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml

username: ""

password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

RE A = i £51)

EXERAIFHEXXHR. SAPMEEEAZEIFERIAME. FU0 spaceReserve. fEnone.
“spaceAllocation' 7Efalse#l “encryption Efalse. FEINHMIETFESED HFHITE Mo

Trident27E"Comments"FEEHIEERERS, EECERT. FlexVol volume Trident ¥ Bt _ERIFR B IR 2
HEFE#EE L. MMEETR. ATHERER. FHREEATLIRINE IS EIMAFNAEE XIirE,

EXLERGIG, FEEEBSISEBDH. spaceAllocation 1 “encryption' {B. THLETF(E "spaceReserve ith
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SANZZ 415

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation:
encryption: "false"
NVMe/TCP. )

version: 1

storageDriverName: ontap-san

sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm

username: vsadmin
password: <password>
useREST: true

defaults:

spaceAllocation: "false"

encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:

spaceAllocation:

encryption: "false"

5 EmSTE| StorageClasses

LU R StorageClassE X & W[t EiHT], @3 parameters.selector FE&. & StorageClass&E =& A]

BTFRESHEMNTE. EREEEEIEPREXEZNTEHE.

* protection-gold StorageClassiFRETEIFIHMIE—MEIMM “ontap-san. XEW—IRIHEREIR

E7al:

81



* protection-not-gold' StorageClassfMHFEIFIHAIE - ME=ZTEMUM ontap-sans

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

LR BV RIPR AR Z2goldo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

O
/N

B

X

* app-mysqldb StorageClassfMFEIFIHIE=TEMH " ontap-san-economy, XEHImysqldb

KRB AREFREFEDEC BRI,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiFMRETEIFIRME _NEMM ontap-

82

sano XEME—IRMHIRRIFFI20000 M RBYH,



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’StorageClassiFIRETEIFMAVE = NEIMM ontap-san MFHAYE I EIM

‘ontap-san-economy. XME——{EH=REFI50008YM Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClassiEMREIE] “testAPP IREIFERF “sanType: nvme FHIEIRI
‘ontap-san. XEM—HIMIEDI testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridentRREEEZM N EP. HHARBREFEEK,

ONTAP NASIXEHIZF

ONTAP NASIKohFEF LA

Ll

T R E{EFAA ONTAPHICloud Volumes ONTAP NASIR G2 EE BEONTAPG iR,
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ONTAP NASIRGIEFIFME R

Tridentf2f 7 LA FNASTEEIKIIZ K S ONTAPE B #ITIBIS, IFMIRIRENEHE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

XohizRr Y EIRI ZFEFHIGRIET ZRHNXHRSR
ontap-nas NFS SMB XH 7S Rwo. ROX. rwx. RWO ™. nfs. smb
P

ontap-nas—-economy NFS SMB XH RS Rwo. ROX. rwx. RWO ™. nfs. smb
P

ontap-nas-flexgroup NFSSMB w#&R%: Rwo. ROX. rwx, RWO ", nfs. smb
P

* DEYKAMEFEREITETNER AT AR "ontap-san-economy™ "S5z 1 FHIONTAPE R,

* “ontap-nas-economy X Hk A 4 BEREIHEFNITE T B ontap-san-economy To A E A K
@ AR B A2 FFHIONTAP S PRI E R,

* MREFHFBELRIERP. REMREHBEIE. 1570 ontap-nas-economyo
* NetAppNEINIEFTEONTAPIRENIZF A FlexVol BEME K. {EONTAP SANFRYb, FRRT
AR TridentsZHHERRIRINE HABRIMY BFlexVolE.

RFR

TridentfZ LIONTAPESVMEIR R B{HE1T. BREERAEEHAF ‘vsadmin' SVMARF. EMERA "admin' A8
HEAENEMITRINERF,

3tFAmazon FSx for NetApp ONTAPERE. TridenthZfEFFAEEFAF vsadmin SisvMAF LlONTAPE SVME IE
RBHET. AEFERAEHERAGHNEMBIRNAFIZIT ~fsxadmin. It fsxadmin' AR REEERMERE
BEEGARP.

WRBERA “limitAggregateUsage' &8, NIFERFHEERNR. FAmazon FSx for NetApp
@ ONTAPS TridentE&{ERES. limitAggregateUsage S AiEA T “vsadmin'#1 “fsxadmin' AP
KPR, WMRIBEUSE, BEREREK,

BRI LITEONTAPHREIZR — A LI = iRk shiz FE A RIRFIE BRI AT, BRI FRIGXF M. KRS
hRZSEY Trident SRR EZBNEM AP, NEARTSERB S S HiH.

JEZEFAONTAP NASIKEHIEF AL & [ i
THR({FEFAONTAP NASIRGHIZFECBEONTAPGIHEHIER., BH IR ETS H 550K,

2K

* X FFE ONTAP gis, Trident EREMR—IPEREHECL SVM.

* O LUE1TE A ReiER, HelBiEREPR— P IRIEFNEMESE, Fi, ErUiEE—MERRZERF
M GoldFEF—MERIREHFEFAIBronze ontap-nas-economy "2 “ontap-naso
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* FiBKubernetes TIETI m#IM ML EEHMINFST A, "L BXRIFEMEE. BE W,

* TridentX 2 EE FIWindows T = _Liz1THIPodiISMBE, BXIFHMEE. 1EE N EEILESMBE
FTONTAP/Sim#H1T B DI
Tridenti2 T I ONTAPEIHIH T E D IR T,

s ETERE: EXEEFONTAPGIRAE BHHINIRE, BINFERSTEXNEZEERAEXENKS . 570
‘admin’'@. “vsadmin' LUFRSONTAPIRARAEEMER,

* TR MEXFEERBEEIER. Trident BESONTAPER#HITRIE, I, FRHEXVAEEE
FiRIEH, ZEAFEIE CAIEHHY Baseb4 RIDE (MREA) EiL o

EEILEFIE BiR. UWEEETRENGEZNETIEBNGEZEER, BR. —RINFHF—MEHIIES
o BYMREIHMBHIIES A KON EIHREEFRRIFINETS %o

@ NREZAR R ZREIER . WERIERAK. HAET—FER. BHEEXFPEM
T EMHBHIIETS Eo

BRETEENSHDIEIE

TridentBEESVMIEE/EESCEIN SR AN EIET e SONTAPRIRHITEE. BINERMENTIEXBE, W
admin 3 ‘vsadmino XA LUMFRSARFONTAPIRAIERFRAM. XLEMAAES AFRETridenthizzs
EFERMNINEEAPI, I EIEBEENXZ2ERABHIGER T Trident. BRI,

[EiRE MR BIM TFAR:
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worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
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worker-node-prep.html

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEREUAXAENFHENE—E, QIEERE, AP R / B0EFEH Base6d H1T4RIEH
Zfi# 7 Kubernetes ZH, i/ EMEREM —FETHREIIENSE, Alt, XR—IMXBEEGHITIIRE
, H Kubernetes S {ZfE EIE 1T
BRETFIEPNEHIIE
MM EN G LUMERIEBH S ONTAP EiRi#{TEE. BIREXEE=12%,

* clientCertificate : EFImiEHH) Base64 fRi3E,

* clientPrivateKey : XEXFA$AH Base64 ZRiS{E,

* trustedCACertifate : Z{S1E CAIEFH Base64 fib3{HE. NRFEMAIE CA, MTURMHILEE, WRAE
FAEI{E CA, WATLABBSILISE,

HANTEREFEUTIE,

p

1. £EREFPEIEPRA. £/, B2AE (Common Name, CN) iEBNEENSHIRIER ONTAP
BF.
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIIAONTAPR 2 ERABXF "cert BHRIET E.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERANERNNEZHIF. & <SVM I8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP £Z#F,
ARRLIFRYARSS SREGIRE /N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. £/ Base64 XIEH, HEAMAIE CAIEBHITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMNE—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

T S IIE TS A BRI R

S EHMERERUEREMB MRS EFHNRIREER, XMMHANEER: FRAFR / ZRNEHRA UL
EMAERIES, ERIEBNERAIUERAETARS / BENGEIR. Alt. S40ERINE B9 1IER EH
ANFNBERIIESZE. AEEREESMERITEHNEN G jsonX Y tridentctl update backends
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

IREIEY, FAERRMMEE ONTAP EEH A EE, ABHTERER. KIS
() ERPEMSNER. 25, BREERUEEINES, AL ONTAP SEEHRHIR
.

BiERAIPENEIRENIAR, BARSEMEZREINEGER, FinENAIIZRRTridenta] X
SONTAPEImBEH L EARRN IR,

ATridentBIZZEE X ONTAPAE

EB] LB PrivilegesiR{EHIONTAPERE AR, XIFMAAERONTAPEIRR A BT TridentP 1 TiR(E, 1R
HETrident/GIREEETESHFA. W TridentEEREEIENONTAPE R A & RN TIZIE,

BXEUETridentBEX BEINFAEE. BEN TridentBENX BEERMZE"S
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:
1. QB EXAE:
a. BEEEHLICIEEEXAT, FiERFE Cluster > Settings*,

g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_IE

* "ATEEONTAPHEEXAB"H"EXBHEX AR
* ERABMAR"

EIE NFS SRS
TridentffE ANFST H SRERITHIX HECE SRR,

FERSHERET. TridentiZ2 T 7K
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for ONTAP/Gim AWAMEIN. REERZ,

BF{EH ONTAP REST API HI#R/REE, useREST' true JFONTAP 9.151HES kR4

1B Ctrue, Trident{EFAONTAP RESTAPISE , &M falseo
IHES; IRBENY false, TridentfEEONTAPI
(ZAP) AR S EimEE. tINEEFEEFHONTAP

9. MANESRAE, Ittsh. FHEIONTAPERABNM

BRUAIR] ontapi MBERF. TiEXHFHEER LUK

BX— vsadmin BXK cluster-admin . MTrident

24.06hR#19.15.1 9.151HEEhAFIE. BINBER TS

useREST IREBAN “true; B useREST XAy ‘false’

LAfEFONTAPI (ZAPI)IE

7Zqtree-NAS ONTAPLEZ ¥ B Gk fqtreesBTAIIER ™  (BRINE /R TSR HSL i)
B & AFlexVolA/)\.

PR “ontap-nas-economy’ [5im B2 FHTEIFlexVol&E LA
EHqtrees, XEFABEEBIFlexVolEZEFHIPV.

AFEREEENEHECE XN
1EB] ATEEC B BB ) X L ETHT HIFRIARCE defaults. BXRTHI, BHELUTEETA.

W

54

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

WiBA 2RIA
gtreesf = 8] 3 EC "IEFf"
FEIMERERN; "T"(FE)H"E"(F) "I
EfFEFHR Snapshot KL "I

EREIENEDEH QoS KA, HEE MFiEMm/, ™
[51%89 qosPolicy I adaptiveQosPolicy Z—
ZERRNENED B EIERN QoS HREA, EFEINE ™
figth / J5iHEY qosPolicy X adaptiveQosPolicy Z—

A% ontap-nas-economy.

NREBMBET L AR A"none". MIA"0"
snapshotPolicy. &A™
SIETRRERN, MERXEIFSDZ5ME "EHIR"
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encryption

tieringPolic
y

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

nameTemplate

WiER

E#E LB FNetAppEIMZR(NVE); BRIAA falseo
E(EALEIET, HWNEER EIRTE NVE BNiFTHER
NVE . S1RERFIRBHA TNAE. METridentFECER
FRIEEEBANAE, EXIFEMEER, FER

. "Tridentd0fEl SNVEFINAEEZ & 1ER",

fER" T "HIE RS

MEREI

1=H3 B RAVIAIA . snapshot
BEEANSHRE

HENZLER. NFSEZHF "mixed #l "unix £
o SMBZ#F ‘mixed # "ntfs' 2R,

BT eI BEEXERMEIER,

EININ

n jE:l:.IaDEu

"TTT"RIANFSE; T(RER)FR
~SMB#%

SFNFSv4. A"TRUE"; ¥
FNFSv3, 7y"false"

default

NFSZRIAEA unixoe SMBERIAMEN
ntfso

§QoSHBEA S TridentE & EABEEAONTAP O™ ERARA, RMERAIELZQoSH
(D) A #BERIEESEASITBTE TS S, HTQoSEBARIAE LFHHNSE BT

EBR.

SECET

TEHE—TMEXTRIAMENRG:
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

3FF ontap-nas M ‘ontap-nas-flexgroups, TridentIR{EFERAIFITE S ERBREE
FdsnapshotReserve B 73 tb M pvcIEMAZEEFlexVolBI A/ HAFIEKPVCH. TridentxERAMITE A ECIER
EEZTEINRIEFlexVol, IITEAIFHEREFE PVC FIREIFMEKRIAIE=E, mARNTFMERN=TIE, 7E
v21.07 28, MNRAFIBER PVC (fflg0, 5GiB) , #H snapshotReserve 7§ 50% , MR &3K1E 2.5 GiB Y
AIE=E, XERNAFIBERNEENE. HEH snapshotReserve BEAN—1ED L, #ETrident
21.079. AFPIERMEZEEZTE. Trident¥FZHFEENX ‘SnapshotReserve‘?El%/l\%ﬂgﬁﬁtto XARE
FF ‘ontap-nas-economy. WEEIUTRAILLT BETIERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

3tF snapshotReserve =50% , PVC iEK =5GiB , £E2K/NA 5/.5=10GiB, AJEKX/NA 5GB , XEBF
7£ PVC i&RFIERMIA, Lt “volume show 83 N BRI T LT RIS
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Vserver Volume qurpgatp

_pvc_89f1cl56 3831 4ded4 9f9d_©834d54c395f74
online RwW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

LRI RENMAE RIHEEA R TridenttHIZEE_ EXFRREIE L, WFEARZFRIENS, ERIARREENAN,
LUEME B ER, FIa0. EAKEMAII2GIB PVC “snapshotReserve=50' 2 S &R 1GBH A B
i8l, a0, FEKRIVEAEA 3GIB AT AN BERE— 6 GiB & L1zt 3GiB (A5 =8,

RIRECE A
UTRAIERTRAZSHEHRBEANBRANENESEE, XBEXEHRNREETT .

@ WRTEFRFA Trident B9 NetApp ONTAP 1 Amazon FSx , ZI LIF 5% DNS &%k, M+
2 P thit,

ONTAP NASZZF R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroupRfjl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

1R

150

BT RAEY)IEMYIE]. BERISESVYM nanagementLIF. FEBE “datalLIF #1 'svm &%, %130

AILERERR, ERERERMTIEEFHEREREX SVMERIFTE",

version: 1
storageDriverName:
managementLIF: 192.
username: vsadmin

password: password

SMB#& Rl

version: 1
backendName: Exampl
storageDriverName:
managementLIF: 10.0
nasType: smb
securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

ontap—-nas
168.1.66

eBackend

ontap-nas

.0.1
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E TR SIS

XE—1T/WEIHIRE RSl clientCertificate clientPrivateKey
‘trustedCACertificate(JIRFEAZEECA, MATNE)RKE2FIEF backend.json' HEHbase644wi5
HNEFPRIERE. FAREMNZEECAIERE,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRBINBI AR TridentfE ASIA T H R B EMEESH RIS, XX FH ontap-nas-
flexgroup WEhiZF MMM “ontap-nas-economye

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6iER

I RBIERT "managementLIF d0{aIEE A IPveIthilE,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFRSMB&E =1

‘smbShare* WFEMASMBEMFSx for ONTAP. BHEUEM.,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

REH ISR 51

ETEETRNRAIFHRENXHPR. AFMEEENZE TIERIAME. F190 spacerReserve. fEnone.
“spaceAllocation’ #Efalsefll “encryption’ fEfalse, REINHIETFEEEB D HFHITE Mo

Trident=27E"Comments"FEEHIR B ERE, ERE1EFlexVol forg{FlexGroup ontap-nas-flexgroup fort
®E ontap-nas. FCER. Trident=F BN LR BEREEHIEIFES. N T HERN. FHEEERTLUIR
IEASPEMMNAEE XIFE,

EXLERGIG, FLEEBSIEEBRIH. spaceAllocation 1 “encryption' {&. THLETF(E "spaceReserve ith
SBERIME
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:

109



spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

B EiHSTE| StorageClasses

LU StorageClassiE X g2 W[ E It fEimT ], &id "parameters.selector FE&. &~ StorageClass#f=iEH
ARATFRESNEML, BREEEEMHNPEXENAE.

* protection-gold StorageClassfMREIEIGRAE—NMNE_NEMMME ontap-nas-
flexgroupo XL B M —IRH SR RIPE A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassiEMEEIFIHRMNE=MELNNEMM “ontap-nas-
flexgroup. XLEMZEM—IRMHEERUIMRIPLSIRIHE,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb  StorageClassiGMETEIGHmAIEMEMEIMMM ontap-nas. XEAmysqldbIEREY N FH
R EEE NI EE A,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiMETEIFIRMNE="FEMMt ontap-

nas-flexgroup. XieM—EHEEEFRIFFI20000-ME =BV,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’ StorageClassiFIRETEIGImAVE=NEMM ontap-nas MGEHHIEZEIM

‘ontap-nas-economy. XM——{EHA=REFI50008YM= Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

TridentfEREEZM N EIN. HHRRBREFEENK,

EVREEEREH datallF

TR ATERECE R ERdatalIF. HARIEITUTa<. AHEIHRISON M EHT/EMdatalIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>
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@ MR—PMHZ P PodiERE TPVC. NAFFEXAFFBHENNPod. AEBREENBR. UEHH
HidataLIF&ERL,

iEFF NetApp ONTAP #Y Amazon FSX

¥ Trident5Amazon FSx for NetApp ONTAP4 & 15

"EHTF NetApp ONTAP Y Amazon FSX'@—TR 2 EBEMAWSIRS . ZiFE A Boiflic
{THINetApp ONTAPTEEIREARIREZ XGRS, BENEATFTONTAP FIFSx. &r]
DU A IEZAEBINetAppIhEE. MREFIEIETNEE. RIRNFIETEAWS EE#EEUENEESE. R
SEM. Z2MMET EM., FSX for ONTAP Z31FONTAP X4+ R AIHEEF B IEAPI,

& LUREAmazon FSx for NetApp ONTAPXX &4t 5 Tridenti#F{TEERL. AHARTEAmMazon Elic Kubelnetes
Service (EKS)Fiz{THIKubelnetesE &8 7] LUEC B ONTAPZ R FN SR A M 5

XfFFRSEZ Amazon FSX RNEBERIR, LIMTREREER ONTAP &8, T8 SVM A, EAJLIEIB— 5
210G, XEERHXHMXHRFEEX G RATHHIERSE. EB1Amazon FSx for NetApp ONTAP. 7
SHEAREXHRGRM. MEIXEHRFZEEITN * NetApp ONTAP *

BT R Trident5Amazon FSx for NetApp ONTAPZE &M, &R LU{R7EAmazon Elic Kubelnetes Service
(EKS)HIE1THIKubelnetes EEB¥ 7] LAFEE ONTAPZ YR A XK A 1B o

R

FR T "TridentZ3R", EIEFFSx for ONTAPS TridentfERy, XA EE:

* BLEMIEAmazon EKSEE S B1TEIERKubornetes®E 8 kubectl,

s AT MEBM TET SiA18) A9 A Amazon FSx for NetApp ONTAPX {4 &4 1Storage Virtual Machine
(SVM)o

 EEATHIFETR"NFSIISCSI

@ RIBZAIEKS AMIZER! HaiRIRIEAmazon LinuxFUbuntu (AMDERER T s ES S BT
¥E "Amazon Machine BR{&",

SEEEM
* SMB%:
° (NERRIIZFZFFSMBE ontap-nase.
° Trident EKSINEINA % #FSMB%
° Trident{XZ3FH £ ZIWindows T &1 _EIZfTHIPodHISMBE, BEXIFMER. BB M EEEESVMBE"

* TETrident 24.022Z BIBYARAA. TridentZTo:AMBRE B R Bah&DEIAmazon FSXXHRF LEIENE, E
7ETrident 24.025k E S hRASH A LELEIR)RR, JETEAWS FSx for ONTAPRY G imREC & X HIEE
fsxFilesystemID. AWS. apikey AWS ‘apiRegion FAWS “secretKeyo

@ WREATridentISEIAMAE, NTTLEEEATridentBBAIERE apiRegion. “apiKey
‘secretkey FE. BXIFMER, FEA "EFHTONTAP BIFSXECE IEIANR A"
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BHIGIE
Tridentie MM B IR

s EFEIEGRN): BERTSMEMEEAWSHIZEIRESEFR, EoLERXGRAAZNER. e UER
fsxadmin vsadmin ASVMECERAF,

TridentiZ IASVMAF 51517, BEUEGHERAENEMIZTHIAR &1I51T vsadnin

o Amazon FSx for NetApp ONTAPBYE fsxadmin FHF REEARMMERONTAP “admin®

EBEAP, mIBNESTridentEEFER “vsadmine

* BEFES: TridentEERASVM_ ERERIERSFSXXH RS EHISVMBHTE S,
BEXBRSMHIIEMNFAES. BSNERATENRER LN SHIIE:

* "ONTAP NAS &1/ I0iE"

* "ONTAP SANEZ{HIaE"
Miztid B Amazonit BB (AMI)

EKSEE LIS MIZERS. (BAWSEH W ARMEKSH L T ELEAmazonit EHBRE(AMD. U TAMIEE
1 Trident 24.1089;3x,

AMI NAS NASZ5FHY SAN SANLFE!
AL2023 x86 64 ST £ 2 7 =
ANDARD

AL2_x86_64 2 B 2 =
BOTTLEROCKET x £+ 2 RiEA RiEH
86_64

AL2023 ARM 64 S 2 = = I~
TANDARD

AL2_ARM_ 64 2 2 = =
BOTTLEROCKET A £+ 2 RiEA TER

RM_64

* AR BIRT R fE R "nolock”,
* MEAREMBITRRIERT, TERRPY

@ NRULRFIBEFAENAMI HARRTERR R, MABKTEHKETMR, HHIFRAE
ABHMBEHRBAMINER,

fER LA IR TRY ML -
* EKShiZs: 1.30
« ZEFE T HelmMERNAWSHEHE
* XFNAS. FHIEEMIR 7T NFSv3FINFSV4.1,
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* XFSAN. MIXBIRIRISCSI. TARENVMe-oF,
HATHYMIR :

* BIEE: 7FfE. PVC. POD

* BiBR: POD. PVC (E#l. qtree/LUN—EZi¥E, NAS5AWSE1S)
TRESES

* "Amazon FSX for NetApp ONTAP 14"

* "G XEFAF NetApp ONTAP HJ Amazon FSX HItEZE S E"

BIZIAMAE EFIAWSHZ

A LB ENAWS IAMBE 1T B 91U 2R E XAWSEHE)KED
EKubbernetes Pod LLif R AWSE B,

(D) =EmAWS AVREETSHRIE. EAREMEKSHEKubenetes R,

RIEEAWSH R EIR2E T

HF Tridenti§ 3 FSx Sx SVARSEZ 23 K HAPISR AR EIRFME. R TEEEIET 8EMITIRE, FEXEEIEN
REeHEBBEBIAWSHIZEIREZH, Fit. MNRETEHE. NEEQE—PAWSH IR EIREFH. HbE
Evsadminik P BV EE,

TR eIE— D AWSHI 2 B2 2 AR FE Trident CSIFEHE:
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string
"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

BIEIAMSRES

TridentiEFEAWSIRA BEIER BT, HLt. BHRERIE—MRIER A TridentiRHPRFRBINIR,

UF R ERAWS i < 1T RESIRIAMERE :
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

HRERJSONTAI:
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/

"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

HERS P AIZIAMAE
BIERIEE. BECIEEDECLIEIT TridenttIARSS 1K AU A BB R A LtEHRAR -
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AWSHS1THRE

aws ilam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

EEXZR.jsonX !
{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-

provider/<oidc provider>"

by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc provider>:aud": "sts.amazonaws.com",
"<oidc_provider>:sub":
"system:serviceaccount:trident:trident-controller"

}

FHXHFFRBLLITFE trust-relationship. json:
* AWS-{&f<account_id>MF 1D

* EKS-<oidc_provider>88#HJ0IDC*, &7] LUEITIETT A T ap < 3KIkENoidc_Provider:

aws eks describe-cluster —--name my-cluster —--query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

BIAMA BRI ENAMSEES
tIEAeER. FRAUTHSBE LRSS BESCIENREHMEILtAE:
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aws liam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

JIFOCDIRHIZF B & KEX:

KIEOIDCIR IR BB E SR XK. ErILMERMU T am<SHITRIE:
aws ilam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -£f4

NREmtH = BEAU T IEIAM OIDCE SR KB

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

eksc

U RANSTEEKS R ARSIk I IAMA &

eksctl create iamserviceaccount --name trident-controller --namespace
trident \
--cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole

--role-only \
--attach-policy-arn <IAM-Policy ARN> --approve

24 Trident

Tridentf& 1k, T Kubelnetes & BB FNetApp ONTAPHYAmazon FSxIZEEIE. FHAAR
MBEEREBE T TN EEREE

TR LUMER AR A A2 —& & Trident:

* B

* EKSH$ANIRN

NREEAREINGE. ERECSIREBIZHIZZMET, BEXFMEE. BB "NCSIHEAREINEE" -
B Ae L& Trident

1. TH TridentZER2F 6

TridentZ 312 6161 & ZBE Trident Operatorfl L2 TridentFREER—1], MGitHub_EAY"Assets"28 9 T &1
ENRHFhRAS I Trident R 212,
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https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html

wget
https://github.com/NetApp/trident/releases/download/v25.02.0/trident-
installer-25.02.0.tar.gz

tar -xf trident-installer-25.02.0.tar.gz

cd trident-installer

2. FRAUTIFRE SR E S RUER " =B 5 ERE:

U TREEZETridentHIEREIRE cloud-provider A “s$cP. # cloud-identity $CI:

helm install trident trident-operator-100.2502.0.tgz \
--set cloudProvider="AWS" \
--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

—-—Create—-namespace

ERILAGER “helm list S L BB REFMEL. BINRTR. HRZE. BR RS MARERAMEITHR

_'50

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2502.0 25.02.0

WIS EK SR L2t Trident

Trident EKSINE T BIERMN L 2EBMEFMEIRES. HEBIAWSIIE. FJ5Amazon EKSECE £, &
WEKSINHIL. &R HRAmazon EKSERZ2RRE. HRIRE. EENENRNHTFAENIEES.

b= 36
EECEIEA FTAWS EKSHTridentiNE I 2 7. 1R E L TR

* BEEMINITIRIMAmazon EKSEEEIK
* AWSIAWS Marketplace B E :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe
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* AMIZ¢E!: Amazon ARM 2 (AL2_x86_64)8Amazon Linux 2 ARM (AL2_AMAZON_64)
* TERE AMDZ{ARM
* IAEAmazon FSx for NetApp ONTAPX {4 & 4;

B RiEAFAWSH TridentIN 210
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eksc
UTFRflan 1822 Trident EKSHNEIN :

eksctl create addon --name netapp trident-operator --cluster
<cluster name> \

--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
--force

EEIEH &
. ¥TFFAmazon EKSIZHI&, MIULA hitps://console.aws.amazon.com/eks/home#/clusters,
2. TEMSMERTR, JFBES
3. AR E N EEIE NetApp Trident CSIINE A EEBEAY R 7R
4. 1%&$F*Add-ones*, FAG1%EIE*Get more add-ones*,
5. f£*Select add-ons*B1E, HMITLATIRIE:
a. EAWS Marketplace EKS-addonsZB53 /. 1A * Trident by NetApp *&i%iE,
b. 3%&#F * F—F *,
6. TR BEIRERNMINBEE TIE L, 1T TEE:
a. EEFEFERRAE"
b. 33F*Select IAM Role*, fR&E}*not set*s

C. BEMMEEER, FE & E*2H9 P configurationvalues*SEZ B NEE_ E—F ol
Hroole-arn (E&TVR 9 :

—_

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

WMRIE A PREBR G FERBE. M LAEAAmMazon EKSHME BB =W A MMM —1 e
KB, MRRBALLED. HESIBEIREFEAR. MHIREEEK, Sl UERERNEIRER
KRR, MERIEZ 81, 15#{RAmazon EKSHINAGHREECEERTEIEMNIEE,

7. R TF—S

8. 7£*Review and add*Ti L, 3%#E*Cree*,

MEMETETRE. EEERETERMEIN,
AWSHELITRE
1. 8% add-on. json MX&:
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https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",
"addonVersion": "v25.02.1-eksbuild.1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

@ i “<role ARN> 3 E— Gl HEERIARN,

2. g Trident EKSHIINER S

aws eks create-addon --cli-input-json file://add-on.json

E#HTrident EKS/NZIN
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eksc
* H2ZEFSxN Trident CSINNE AV HETRA, 1BEHE "my-cluster IRV ERE R R,

eksctl get addon --name netapp trident-operator --cluster my-cluster
T filkai
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.02.1-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* kN e ) E— it R RJupdate TR [EIRIAR S,

eksctl update addon --name netapp trident-operator --version
v25.02.1-eksbuild.l --cluster my-cluster --force

MNREWIFET % -- force EW. FHBEfRAmazon EKSHINNIEE SEMNIGIZE PR, NEFHAmazon
EKSHIIMIEEIFERN; EIFWEI—RE\IZEE. UBBEMA PR, TIEEIEZ . i5#fRAmazon
EKSHINNAGARERBEEEEEMNRE. AAXERERIWILENEBE., BXIIEENEMIEDRYFH
58, 1BEN G4 BXAmazon EKS KubenetesFEEBIZRIFMMIEE, 15517 "KubbernetesIfi7EE

n
o

EEEHe

1. ¥JFFAmazon EKSIZHI& https://console.aws.amazon.com/eks/home#/clusters,

2. TEMSMERTR, TEFBES
3. EIREFHNetApp Trident CSINNZIRAIEREHI R TR0
4. 3E$E*Add-ones* &Ik,
5. & TridentiZNetApp B R*, AEIEF4RIE*
6. £ *#ZNetAppERE Trident’T1 L, HITLUATIRME:
a. EEEFRAN R
b. BFAIARCE IR E HIRIEREHITIEN.
C. J&8F * RTFEN "
AWSEF L {T5E

TR EFREKS NI
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https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc—-cni --addon-version v25.02.1-eksbuild.l \

--service-account-role-arn <role-ARN> --configuration-values '({}'
--resolve-conflicts --preserve

ENZE /MR Trident EKSHNEIR
f&a] L@ A 75 T BRAmazon EKSHIINIR :

* (REEEEF _FBIMI NN ALt IR M BRAmazon EKSXHEMIEEREIR, IbIh. Bif=#HAmazon EKSTE
BEHEEH. HELBENSENEFHAmMazon EKSHIINTL, BE. EoRBEEF ERIMIMNERF, Lhi%EIn
AR NA SR N B EERE. MAEAmazon EKSHIINA M., Bk, LtHIMMAHFAR=HIEN. R
BHoSHB —-preserve E AR LLHI AN,

* MEBFRSTEMIERMT N —NetApp I I SN SR B g B IR T LN BVZRIRAS . 4 MEREF R IBRLLL
PN, MERSHMIBR —-preserve IR delete LAMIBRLELINEII,

() WRUHMTEEXEEGIAMIKE . FRBERLAMIKE
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eksc
T e BEE Trident EKSHNELIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

BIETHA
1. ¥JFFAmazon EKSIZHIA, MEA hitps://console.aws.amazon.com/eks/homet#/clusters,
TEEMSMERT, TR BEES
R EMIFRAINetApp Trident CSINNEINAYEEEEZ FFo
EE*Add-ons* ik, #AFIEFETrident by NetApp, *
WEEE * MIBR * o
7£*Remove NetApp_trdent-operator conf# sB*3HENER, HITLLTIRIE:

a. NREFREAmazon EKSEIEERIMNAMHRNIRE. BEFREER . MREBTER LREM
ERf. DEERT L BTEEWMMRANFEIRE. BRITIHER R

b. %5 N\*NetApp_trdent-operator*,
C. #EHE * PR * o

o o A W N

AWSHESITRE
EERAEBENBMEITER ny-cluster « REBITUTHS,

aws eks delete-addon —--cluster—-name my-cluster —--addon-name
netapp trident-operator --preserve
=g )=y

ONTAP SANFINASIXEHIZFERK
DRREERR. BFECIRISONFYAMLIENAEE X M. ZXHEEIETEFAENFEMEEE (NASTSAN). X

R A TFIREUZ X A BISVM U AN H AT S IIE. LA TRAIER T IR E X ETFNASHITFE LUK N
AfERAWSEZ R RIEEFHEEI 2 ERISVM!
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-

125



BT T a2 LIS B AR Trident/SiRECE (TBC):

* MYAMLXZ 483 Trident/GimBCE (TBC)HIBITUA T @<

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

© BIFREBRINEIETridentSH4ELE (TBC):

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAPIRGHIZFFIE4HE 2

& /] LUE A LU R IR BHAZE R 3 Trident 5 Amazon FSx for NetApp ONTAPEERK

* ontap-san: ECBERSMPVELZEBSAmazon FSx for NetApp ONTAPEHR—PLUN, VAT R

11% o

ontap-nas:. ECBEMNEMPVEER—172ERIAmazon FSx for NetApp ONTAP#E, ZEINATFNFSHISMB,

* ontap-san-economy. BCEMEIPVEEZR—TLUN, &1 Amazon FSx for NetApp ONTAPEE B AL E

#HERILUN,

* ontap-nas-economy. ECEMEIMPVEIR—qtree. & {~Amazon FSx for NetApp ONTAPEEE—A]

FeE#=EMgtree,

* ontap-nas-flexgroup. BCEMEIMPVEIR— 1 5TEIIAmazon FSx for NetApp ONTAP FlexGroup#.,

BXEDEFIFAGER, BEE NASKZRE"F"SANIKEITZF",
BIREEXME. BT LTEEKSH A 4!

kubectl create -f configuration file

g q_l 1E’ik/|_,\\ fézié?i- LX_FE'AFI/V\
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../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html

kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-
f2f4c87fa629 Bound Success

EinSRECEFMRE

BXEIHECEED, BSI TR

28 LA Nl
version BT 1
storageDriverName FAEIRTHFE R Y 22 FR ontap-nas. « ontap-nas-

economy ontap-nas-
flexgroup. ontap-san
ontap-san-economy

backendName BEX B SF iGN IXEHIZFE B FR+"_"+ dataLIF
managementLIF SR SVMEIELIFRYIPHINERTLAFE "10.0.0.1" "[2001: 1234: abc:
E5T2PREEZ(FQDN), .o fefe]"

RTrident2EAIPVOITEREM.
el LUE B A ERIPveitit, IPv6
ALK AIES EX. il

. [28e8: d9fb: a825: b7bf: 69a8
: d02f: 9e7b: 3555], YNRTEFER
T aws " 12ft
‘fsxFilesystemID. MTCEHIR
. managementLIF [A
HATrident ZMAWSIEZRSVM
‘managementLIF 58, Ak,
Bt svv F RN BVER (
fflilvsadmin) « FERIZAFUIHIE
Bt “vsadmin B8,
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datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix
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WiER Nl

Y LIF B9 IP ik, * ONTAP NAS
IXEHFERE*: NetAppiERiVig
EdataLlF, SNRKIRMHUSE

M Tridenti& MSVMIREXERIELIF, &
B LUEE ERTNFSEHIZIENST
2REEZ(FQDN). LUESIES
IDNS3k7E %N dataLIF Z [ai#1T 1
HE, RILEVIRIRERES.
EFEH . * ONTAP SANIREHIZE*

. RAISCSHEE, Tridentfd
FAONTAPIERRMELUNBR TS & I 72
I BRERIEFTFEMISCI LI, R
BRFE X T dataLIF, ME4ERE
&£, WMRTrident2FERIPVOITER
£, WA LUSKE AFERIPv6i
ik, IPVEHIIEAT R S IES TE X
f540: [28e8: d9fb: a825: b7bf

: 69a8: d02f: 9e7b: 3555,

EABEMEIENENSHER[H/R false
{&] fEF “autoExportPolicy #l
“autoExportCIDRs &I, Trident®]

U B EES H R,

BT i%i%EKubeNetT 2IPBYCIDR%! "['0.0.0.0/0. ": :

FR(BRY). “autoExportPolicy {f

FB “autoExportPolicy #l
“autoExportCIDRs i%&I7. Tridentd]
UEDEESH R,
ENATEN—HEER JSON &k ™
HIARES

EFUIRIEPH Base64 fRiZE, F
FET BN S HIE

EPinE A% HH Base64 Jwi3
B, BTFETFIEPNEHRIEIE

R{Z1E CA IEFHY Baseb4 4mbI{E,
k. ATETIERRIS ML,

AT &R ERBNSVMBIAF R,
BTFETFRENSHEIE. f

M. vsadmine

AT &R EEBNSVMBE. A
FETFRENS DRI,

E{HAM Storage Virtual Machine  #NR$5ESVMEIELIFNIKAE,

7£ SVM e EFEERANEIZR. trident
SIBRBET A BN, EEMILLSEH.
EEERE— I EIR.

. /0""



limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

WiER

“JE/$8EAmazon FSx for NetApp
ONTAP, *f2{££a9F0 "vsadmin' R
BEATridenttC RESERBERHF
?éHiﬁﬁf‘E%‘JFﬁ%E’\] “fsxadmin 4%

WMRIBERNERNBIUE. WA
BRI, ItIh. EEMRSBIE Nqgtrees
#FlexVol volumeBHIBHEN K/ E
fR. #FHRIEMATFEEX S
NLUN “qgtreesPerFlexvol fqgtrees
HRAHE

S FlexVol volumeBI B ALUNEUA
TTE[50. 200EEAN. 1XSAN,

PR HPR EERERNIRE.
. BRIEEIEEHITHRIERPRH S
B BEEERE. SWA=EH
{"api": false. "METHO": true}
debugTraceFlagso

NFSEEETHNIE S DFR5IR. &
BREFEERIKubnetes- KA
SIEEEBIAI. BINRTEFMESE
FRARIEREERIET. N TridentiF[D]
REERFMERREE X PIEE
BUHEHIRT, MREFMERNEE
XAFRRIEEEHEDR. M Trident
SRERBRIKAME LIREER
HEHIRTL,

BCENFSTSMBE LI, FEINEIE
nfs. smb Knulle *IFsMpE
, G ER smbo *ERINEN

:E\ BB NTEENFSEIREN

To

& MFlexVol volumeRJi Aqtrees
. HATE[50. 300EERN

TRl IEE U T ®IZ—:
FMicrosoft EIR{THl & B ONTAP AR
SITREANEMNSMBHEEZRZ TR,
FE RiFTridentt)ESMBHERF
o XFFAmazon FSx for ONTAP/S
im. I BEHENER,

Nl

BER.

' BROAER AR SL5E)

“100”

H}

nfs

"200"

smb-share
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aws

credentials

AFEEEN G E XN

TR UTEECE R D A X EIRTUTRIFAIARE defaultse BXRA, &

spaceAllocation
spaceReserve
snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve
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WiER

FBF{&EF ONTAP REST API B9%a7/R
S8, MRIZTEN true, M Trident
B{EFAONTAP REST API 5 [Fiis
T8E, LINREEE[FHONTAP

9. MANESHRA, Ittsh. FH
FIONTAPER A BN IMBRGAIR
ontap MAER. FIEXNMBE
AILUAEX— vsadmin 23K

cluster-admino

&R LITEAWS FSx for ONTAPEYER
BEXHPEEULTRE: -
fsxFilesystemID: f8EAWS
FSXXHRZMID, - apiRegion
: AWS APIXIE&ZHR, - apikey

. AWS APIZ$H, - secretKey

: AWSE$R,

FEEBEFEITAWSHKIL EIEgEH
BIFSx SVMER, - name: %A
#IAmazonZiEZFR(ARN). HAFE
ESVMBYERE, - type: REN
awsarn, BRIFMERE. B "
BIBAWSHIZEIERZIR" o

BirA

LUN B=E A ES

TEIFMERI; "L (FE)HE"(F)
E{FEFAAY Snapshot K&

ERHEIENE DT QoS &,
EFEENMEENIE R qosPolicy
g adaptiveQosPolicyZ—, QoS
HRERLE S TridentE S ER B EE
FIONTAP 9™8Z{ E g kit A, &N {E
FHEHZQoSHEEH. HHARILER
BRASFNNATFE RS S, H
ZQoSHREAKFIE TIEREN
SETEIHE LR,

ERNRNENE DR EIERN QoS %
B&2H, EEENFEBEER
BJqosPolicyZadaptiveQosPolicyZ
—o % ontap-nas-economy.

AR O"TENER DL

=

Nl

false

mnmn
mn

mn

AT ECE A,

E/NTN
true
none

none

R snapshotPolicy /N “none
, else“"
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28 WiER BRIA

splitOnClone Bl fERY, MERXERIFDZ7TME false
encryption 5 LIS ANetAppBINE(NVE)  false

; BRAA falseo, EfERILEIN,
WAITEEEEE FIR1E NVE BT AT H B
A NVE , MIRERIRREBATNAE.
METridentP R EREAEE KB
HENAE, BEXFAEE, B2

: "Tridentd{AI SNVEFINAEER & 15

"
(o}

luksEncryption BELUKSINZ, 1&2: "EMLInux "
F—RFITE (LUKS)"s XSAN,

tieringPolicy EFEHNBESEEE none

unixPermissions FEMNER, X FSMBERE N "
To

securityStyle HENZLER, NFSF ‘mixed” NFSERIAMEN unixo SMBERIAER
M unix Z2iRe SMBXZHF ntfso

‘mixed # “ntfs' ZLIERo

HEEZEESMBE
&R LUIERIKEIEF A ESMB% ontap-nas. ST THTEZHI, ONTAP SANFINASIXGHIZEFER

FFoa 2z Al
EEARCIEFECESMBE ZHi. “ontap-nas EATUHE LT 14
* —PKubernetes&&f. EFRBEE—MLinuxiTHhlgs T 2 UK ELD—1MBETTWindows Server 201989Windows T
ET A, Trident{¥Z1FEEH T WindowsT &5 _HiE{THIPodRISMBE,

* E/b—1E&Active Directory £IER TridentZ £, £ %A smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

—-—-from-literal password='password'

* BEE AWindowsARSSHICSIMLIE, EBEIE csi-proxy, BEER"GitHub: CSHYIE D T fZ7EWindows EiB1T
AIKubornetes"GitHub: & FWindowsFICSIEIE" 1 5o
g

1. BlESMBHE, ERILUBE U THMANZ—CIESMBEERHAR FA"Microsoft BIRIZHI & "HEX 43k
BIRPITTHEAONTAPEHTITRE. EFEAONTAP i S1TRELIESMBHEE. BHITUUTRME:

a. AEKE, AHELIBERRIZEM.

‘vserver cifs share create MSRELIBHZHEINE-

pathIEMPIEENRET, MRIEERENFE, WasSFEW.
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b. S} 51EESVMXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. WiFRSRESIBER:

vserver cifs share show -share-name share name

() AxsmwmEs. ES0002 SUB £,

2. pliEEmEN. HTEEBEUTHRBLUIEESMBE, BXFIEFS for ONTAPEIRELEAIME L, BEH"EH
FONTAP BYFSXED & &I A= F",

=¥ iER BNl

smbShare e LB E L ™ EIZ—: fF smb-share
FMicrosoft E IRz H| 8 ONTAP
I LITREEIENSMBHEEMNRZ
R BERIFTridentfllEZSMBHE
BZ R, *tFAmazon FSx for
ONTAP/Gif. UMWEHENERN,

nasType *WIIEE N smb MR AE, MEX smb
iA?U nfso
securityStyle HENZLER, WFSMBE, % 'ntfs'Z "mixed SMB%
JUKEN ntfs 5 “mixed,
unixPermissions HEMNER, WMFSMBE. K ™
o
FCETFERFIPVC

Ao EKubnetes StorageClassRHEIEFMEE. LSRR TridenttlAECES. SIE—MER
BB ERIKubernetes StorageClass3igKPVihRINRAIK A MEHEIBERK(PVC), AR &A]
LUEPVHEEEIPOD,

BIEEEE,

fit EKubnetes StorageClass¥i &

https://kubernetes.io/docs/concepts/storage/storage-classes/ ["Kubnetes

StorageClassMR" ¥ TridenttMRNBTFIZENEERER. HIERTridentIfAEREL. B4
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

EIEAWS BottlerE 4 LEEENFS3%E. BERFAE AN "mountOptions™ EIFFf#E:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3
- nolock

BXREFEFRNASHMEBHZE LTSI TridenttNfA Bl B &S E PersistentVolumeClaim, IS
I"Kubernetes 1 Trident 3} &",

Bl

g
1. XE—1Kubbernetes¥&R. Eitb. iEER kubectl 7TEKubbernetesF8IEE,

kubectl create -f storage-class-ontapnas.yaml

2. I7x, KubernetesHTridentd &N B —N*BASIC —Csi*12fi&3E, HHTrident B &GS,

kubectl get sc basic-csi
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NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

tlZEPVC

A "PersigentVolumeClaim" (PVC)Z3giEKihnEE LMK A5,

BILUEPVCECE NIERGE A/ NBIFMEEARIET . @i A KEXRIStorageClass, SEEEIESI A LUEHIARIRT
FEER/NIFRRI(FIA0E RESAR S R A )o

BIEPVCE. TR LIREEHEIPodH,

THIER

PerfsentVolume R f§li5 &

IR FE XM R T 5StorageClass XELHY10giBYE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: ontap-gold
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes

PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. EI#Arwx
LRBIERT — 1 EBEwxiERIERNEZRPVC, ZPVC5® B StorageClasskBX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

X FNVMe/TCPHYPVC

R T BB rwxihiai R E 5 & HJStorageClass X EXFINVMe/TCPRIEZAPVC protection-
goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

BIZEPVAIPVC

PTIE
1. 8E PVC,

kubectl create -f pvc.yaml
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2 g.[ 1.|-.E PVC'{k/p\o

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

BXREFEXRUNAISHSHZ B LTI TridenttI{A B E HRIEHME B PersistentVolumeClaim. A
"Kubernetes #0 Trident %",

TridentE %

XLEESHORTE T N E AL Trident £

BEENFEBREELELRENE,

Bt B = hE 1EK SHF
TR string HDD , B&, Pool B&1ILEE FEEMNFRE ontap-nas ,
SSD TR, BER ontap-nas-
ENE) economy. ontap-
nas-flexgroup ,
ontap-san ,
solidfire-san
[iy=e s string f5E, B Pool SZ#FILFCE EEMECESE Thick: All
Vape ONTAP ; Thin
: All ONTAP &
solidfire-san
[EimZEE string ontap-nas MEFLEER EEGH FRERchizRr
« ontap-nas- i
economy. ontap-
nas-flexgroup
« ontap-san
.« solidfire-san
. GCP-CVS
. azure-netapp-
files. ontap-san-
economy.
snapshots i true false Pool X¥FEHIR BATHRENSE ontap-nas,
BHE ontap-san ,
solidfire-san ,
gcp-cvs
TobE A true false Pool X ¥55fE% BT RMEMNE ontap-nas ,
ontap-san ,
solidfire-san ,
gcp-cvs
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B4 N El RLE IEXK X
mz= A true false MEZIFNESE EEAMZENE  ontap-nas ,

ontap-nas-
economy-.
ontap-nas-
flexgroups ,
ontap-san

IOPS RER IEE#H Pool BESSIRIFLL HIRIEXLE IOPS solidfire-san
SEEIRM I0PS

' ONTAP Select AR HF

BERGINARERF

BIRFMERFMPVCE. ERILUEPVIEFE|IPod, ANT15M T RPVEZEIPODIYRAIGR<
MECES

T
1. ¥EEHFIPodd,

kubectl create -f pv-pod.yaml

UTFREIETRTRPVCEZEIPODNEREKE . EAEE:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage

@ BRI LUER ST HE kubectl get pod --watcho
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2. WIFERBEHEHMEL /my/mount /pathe

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

WE. ERLUMERPod. PodBEEFRABEE. EERERE

kubectl delete pod pv-pod

FEKSEEE LAt & Trident EKSHNEIN

NetApp Tridentf&i{¢ 7 Kubelnetesi&F FNetApp ONTAPEYAmMazon FSxTEEEIE. {FFF
EANRIBIERREB L T TNAIEFEE, NetApp Trident EKSINEMBERHFNZ &
HEFMEREE. HFEBIAWSKIE. FJ5Amazon EKS@EA@}EEO I EKSINELT,

BRI LsafRAmazon EKSERBR2RE. FRDRE. EEMEMMBTFRFIIME

Eo

RIS
EECEEATAWS EKSHTridentiNEINZ /. IGHRFHRE T4

* BEEFERMETAINEAIAMazon EKSEEIKF, 1525 "Amazon EKSPININ",
* AWSHTAWS Marketplace IR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZE!: Amazon ARM 2 (AL2_x86_64)8kAmazon Linux 2 ARM (AL2_AMAZON_64)
* TAEE: AMDZ{ARM
* B Amazon FSx for NetApp ONTAPX &R 4;

p

lﬁw%@ULIAM%@ﬁFﬂAWS *£H. LAFEKS PodBEBZIRIRIAWSHE IR, BXiREE, B2R"CIEAVEE
FMAWSHZZ

2. 7TEKS Kubernetes& &5 E. SAEI*MNEHIN L+,
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tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [7.

Upgrade now J

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period

@ Standard support until July 28, 2025

Provider
EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

View details

) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches

3. B E|*AWS Marketplace i I *Hi%E+E_storage_ 51,

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc. X

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

4. #3*Next* NetApp TridentF £ TridentiE RIS IEIE, FAGEE*Next*,

o EFEFRTEBIMI AR AR S,

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

d storage workflows. Product details [?

Pricing starting at
View pricing details [

Cancel
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6. 3

140

MNetApp Trident Remove add-on
Listed by Category Status
I NetApp storage (Z) Ready to install

You're subscribed to this software View subscription X

You can view the terms and pricing details for this product or choose
another offer if ane is available.

Version

Select the version for this add-on,

[ v24.10.0-eksbuild.1 - |

Select 1AM role

Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,

v -]

c |

¥ Optional configuration settings

Cancel

BEMNT R A& IAMA EIEIT,

| ]




Review and add
Step 1: Select add-ons

Selected add-ons (1)

L Q Find add-on | 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name A Version v IAM role for service account (IRSA)

netapp_trident-operator v24.10.0-eksbuild.1 Mot set

EKS Pod Identity (0)

Add-on name A IAM role [3 v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel [ Previous H_Mr_j

7. BEMWMEEER, FHEEE HDPNREESHRBENEE L—F (P R1)PE)ENro-am, ERZFX

LT

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

NRIENPRFE R FEFBE. WA LUERAAmazon EKSHIINg BB SZILE MINHRI—

@ HEMEE. WRABALED. HESIEREFE IR, MHEEFRW. ErRILUERE
BRRYEEIRE S RARRPIE, TERFRIETZ A, BifRAmazon EKSHINA M RERET
BITEEMEE,
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¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples": [
{
"cloudIdentity": ""
1
15

"properties”: {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string"

1

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

iv {
"cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam
: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "

s i =
9. I MNBINAVREZE /9_Active_.

Add-ons (1) View details Edit Remove

LO. netapp X } L Any categ... ¥ J [Any status ¥ | 1 match 1

NNetapp  NetApp Trident o
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let yaur pers and administrators focus on application FSx for
ONTAF flexibility, ity, and integrat ilities make it the ideal chaice for organizations seeking efficient containerized starage warkflows. Product details [
Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24.10.0-eksbuild.1 - (IRSA)
Not set
Listed by

NetApp, Inc. [3

View subscription

10. IZIT AT a S UIETridentE@ B B IEMRETEERF L

kubectl get pods -n trident

1. SRR BHEEFMER. GXE8, BN EEFHER

FEABSITREZEMEE Trident EKSHNEIN

FERBSITRERENetApp Trident EKSHNZEIN:

T LG R E Trident EKSANZIN:
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.02.1-eksbuild.1(fEHERERZE)

ERBSITREEEINetApp Trident EKSHNEIN :
LU T e S BEE Trident EKSHNETR :
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eksctl delete addon --cluster K8s-arm --name netapp trident-operator

£/ kubectl BIE[5iH

FisETEXTrident5SEZERAZENX R, EaSHIFTrdenttifl S5ZFHERAFERE. U
KTridenttA NIZTZERFELE S, RETridentlF. T—F 2 0IEE .
TridentBackendConfig BidHENXRIRENX (CRD). AL IEE B IKubednetesH®
HEIBMEE Tridentfgim. I LIFEHREIH N Kubornetes D A EFEMBIRSITHRE LAXR
HATUARIE  kubectlo

TridentBackendConfig

TridentBackendConfig(tbc tbconfig. « tbackendconfig)@— 1 Hilm, EBRBMTEMNCRD, FE
A LUEREETrident/5if% kubectl, IITE, KubbernetesF7Zf&E1E R A L EIEE I Kubbernetes CLIRIEE
BiEi, MAHEEANGSITEAEF(tridentctl)o

BIIEN KRBT TridentBackendConfig. 2&RELUTIER:

* Trident=RIBEIRENECE Boh eI GiH. XTEARZPRTA TridentBackend (tbe, tridentbackend)
CRo

* TridentBackendConfig ME—4ERIHTrident Bl "TridentBackends

BB TridentBackendConfig S5RF——MES "TridentBackendo. BIEENHEFPIRMHERAEFIEITH
BB G RE; G5E R TridenttlfRRIEPREIHIT R,

(D TridentBackend CRSHTrident BopfliE, & » FNZ » BHREN]l, MREEHGIH. 1E8
BT RRMITUIRIE " TridentBackendConfigoe

BEZ LI TFCRIENRAI TridentBackendConfig:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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TR UEREBRPNRA. THRAIRFETA/ARSHRA "Trident 227",

‘spec  RARETEIRNEES N, FELRFIP. BRER ontap-
san FERIER. HERILLARPIIHNEES R, EXMEFEEREFNEEIENTIR, 7S
i#]1ink:backends.html [ "FEEREFNEIHEEEFEE " 1o

7K spec IR EIE ‘credentials ' # ‘deletionPolicy’ FE&. XEFEZCRAFHELAY
"TridentBackendConfig:

* credentials: WWEHAMETE. O8&8BTFREFEERS/RSHITEHEIENER, LZEEERNAF
£ Kubernetes Secret o EIREAFABELUAAX AR FE, FAELSSHEIR.

* deletionPolicy: UWFERTEXMIBRESRITHIIRIE TridentBackendConfige BRI LAKA L THE]
BEfEZ—:

° delete: X2SHMIFR TridentBackendConfig' CRFIXBEHIfFif. XEEIAE,

° retain: TridentBackendConfig MIBRCRE, BIREXAEFEE, JUFERAHRITERE
‘tridentctlo FHMIFRIREEIGE N retain RIFRAFRRREIFHIRZA (21. 04 ZBIRVARZS) HIRE I
HfEiH. WWFERERTECIRGERM TridentBackendConfigo

BRI B FFER#HITIRE spec.backendName, JARKIEE. NEHKNBZFFIFIKEAITRINE
@ R TridentBackendConfig(metadata.name), ZEiXfERAENIZETIHZR

spec.backendNameo

FAMEMNGIR tridentctl B XEE “TridentBackendConfig MR, EEILUEI R

#2CRR “TridentBackendConfig IEFERAERILEFIH ~kubectl. MALFRIETEEFN
EE%’%?&(?D spec.backendName. . spec.storagePrefix spec.storageDriverName"
%), TridentBEMHOIENSEENFHYIE "TridentBackendConfigoe

SRR
EEAIEMNGR kubectl, NHITUATRME:

1. B "Kubernetes #172", tZEAB A Trident5 &SR/ ARSS BIEFTEIER.

2. EUE ‘TridentBackendConfig' 3%, HREESEXFMEER / REMFMAEERE, HIBT L—Fhe|ENER
Ao

SIEGEHGE. BRI LUERAMEEIRA kubectl get tbc <tbc-name> -n <trident-namespace>" FH UK E EhiF (=
I%\O

%1% 62 Kubernetes ¥

tlE—MNZE, HPEsEHRNANERE. XESMFEERS / FAFSEN. UTE— bl

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

144


https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
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apiVersion: vl
kind: Secret

metadata:

name: backend-tbc-ontap-san-secret

type: Opaque

stringData:

username: cluster-admin

password: password

TRLETEITEFETFENNERLNEENTFR:

FHEF 2T in didEl
Azure NetApp Files

Cloud Volumes Service for GCP

Cloud Volumes Service for GCP

Element ( NetApp HCI/SolidFire
)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Mz

clientld

private_key_id

private_key

=3
gE
I

BFR#&

password

& P im X fRE A

BFR#&

chaplnitiatorSecret

FEgin) ik

N A2 A R EYE P i 1D

THAZAID, BB CVs EER
BB GCP ARS1KFA B API Z$A
B—&5

LTH%EH. B CVS EERAGHN
GCP RSP Y AP ZEAR—ER S

fEAA P EHEM SolidFire £8¥8Y
MVIP

FFEERI&E /SYVM AR B
BAFETEENSHIIE

ERREISERE /SVM RS, ATE
FEENSHIIE

EPFinE A% $HH Base64 Jwi3
B, BTETFIEPNEHRIEIE

NP &, %R useCHAP=true
, MANE, FF ontap-san’
# “ontap-san-economy

CHAP BohiZF%$H. 1R
useCHAP=true , MIAHNEI, Xt
F ontap-san'# ‘ontap-san-
economy
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FETF e E F il M

ONTAP chapTargetUsername

ONTAP chapTargetinitiatorSecret

FERIR) R

BirEFP &, N2 useCHAP=true
, MANE, FF ontap-san’
# “ontap-san-economy

CHAP BtrBohizFZEH. IR
useCHAP=true , M AMANEI, 3t
F ontap-san"#M “ontap-san-
economy

LS BHREIENNEZERE T —THEIENNRIFEL TridentBackendConfig 5|

"spec.credentialse

5524 32 TridentBackendConfig'CR

WME. EPILLEIEE TridentBackendConfig CRT . TEMRHIR. FERIKEEFNGE "ontap-san &fF

BUTYREIER "TridentBackendConfig:

kubectl -n trident create -f backend-tbc-ontap-san.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

$34 . WWIECRAVIAE TridentBackendConfig

23 CRfE TridentBackendConfig. ERILEIEIRTS. 1B WLLTRE):
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kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI EmAFEELEER TridentBackendConfig'CRo
MERATLURAUL T EZ—:
* Bound: TridentBackendConfig' CR5—1NgimXxEt, Z/EIHEE configRef K&
“TridentBackendConfig' CRAYuid,

* Unbound: fEEFRTR ""s TridentBackendConfig WM R A EEIGiH. BRINER T FrEFEIEN
‘TridentBackendConfig' CRSER R FILEFN ER . LB ER R EE LG, BRI EBXERES "Unbound (BEBUHE
@WE) ",

Deleting. TridentBackendConfig ' CR ‘deletionPolicy BB NMIER. MIBRcRE
"TridentBackendConfig. (=R T/F:EtUDeIetlngzlkuo

° NRFIHAFEEKAEEFRKPVC). MR TridentBackendConfig S TridentMBRGIRLL
MCRo “TridentBackendConfig

c MERBIHFEE—THZDN PVC , MESHFHANRIFRIRZS. TridentBackendConfig' CREEGWHENMIER
ME. RBEEMBRFIErvCiE. A SMBREIHHM " TridentBackendConfige

* Lost: 5CRXEXMIfFif TridentBackendConfig #WEIMNNHEMBR, M
‘TridentBackendConfig CRINEXNEMIFREIRANSIA. TridentBackendConfig TTiLEIM. 3
AIMIBRCR “deletionPolicye

* Unknown: TridentTo/EHE S CREBEM MRS EBTEE TridentBackendConfige U0, 4N
RAPIIRSEZ 2R EY “tridentbackends.trident.netapp.iofi#/CRD, XEIREEETF T,

TEULMER, EMIhEEREIR! thih, ERILMEZ MEME, BN Eis B EmmER"

(AN%) 4% RMEZFAES
ERILUBIT A T an L KIRIE X EIHEIFAER

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£f60-4d4a-8ef6-
bab269%e6ab8 Bound Success ontap-san delete

egh, BB LASREXBIYAML/JSONS%fE TridentBackendConfigo
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backend_ops_kubectl.html
backend_ops_kubectl.html
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kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B& backendName MM CRMEIERNGIHA " TridentBackendConfig #l
‘backendUUID, lastOperationStatus' FERFRRCRILMIZIERT, TJUIZAPft&BIR(E (Flan, A
PEAERTRELERNS), BAIUETridentfl&AMIE{E TridentBackendConfig(fflgll, spec®
ETridentEFBoHEAE]) . ATLENIN. HAIUEKRMK, phase RRCRHMGHZBRANIRE
“TridentBackendConfigo TELMEMIRGIF. ‘phase BEELIEME. XEMKE TridentBackendConfig'CR5
[EimREk.

BB LIETT "kubect! -n trident describe tbe <tbc-cr-name>" 85 < LRI E 4 B ERFMAES,

@ R FERAEHEAMIFEERENR tridentctl "BIfFIH “TridentBackendConfigo &
fRIERA Z BIY)HEFRW A TridentBackendConfig P “tridentctl, "IEZNLIEAL",
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

ERfGim
£ kubectl 11T IHEIE

TRREME RN ITRIREIRIR(E kubect 1o

pllEIE

BT MIBR TridentBackendConfig, &EBJLUIERTridentfifR/{REEim(ETF deletionPolicy). EMIFRE
. AR deletionPolicy kB Ndeleteo EXMIPR "TridentBackendConfig, IEHR
deletionPolicy FHZBENRE. XFUMREIRNATE, HEATUFERAHFITEE tridentctlo

kubectl delete tbc <tbc-name> -n trident

Trident A= MIBREEEAMKubnetesIZ TridentBackendConfig, Kubernetes AP AT EIE5A, MIBRHN
BRI REEREREBNERN, A RAGEMBFR.

EENERIR
BT TGRS

kubectl get tbc -n trident

IR AT LUETT tridentctl get backend -n trident 8{ “tridentctl get backend -o yaml -n
trident  LUREXFIBE BHFEEERIFIR, WHIRIEGEIEEMACIENGNR tridentctlo

EHE
EfERAI A SMIREA:

* FREAFNEREEENR. EEMERE. KNEHXNRPERBKubbernetestlZ
TridentBackendConfigo TridentfFHIRENRM EIEBENGR. BITUTHSUEN

Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* REEMSH (GIGIFFEERR ONTAP SVM KIETE) o
o IR UEA L T e < EiE@idKubbernetesE#7 “TridentBackendConfig 3 &

kubectl apply -f <updated-backend-file.yaml>

o WA, BRI LUERU TaH<$ERINE TridentBackendConfig'CR:
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kubectl edit tbc <tbc-name> -n trident

* MREHEHMEY, VWEHNHFEFHEELREMBESR, EAILLBTIEITH kubectl
@ describe tbc <tbc-name> -n trident REFBHEURERE kubectl get

tbc <tbc-name> -o yaml -n tridento

* BEHEEREXHRNREG, ERUENIZIT update 85

{E tridentctl ITEIREIE

T RENEERRITIRIRE IR tridentetlo

ellfed=yiy
IR EIREEEXH", BITUT®<:

tridentctl create backend -f <backend-file> -n trident

NREHIBERY, NEkicE LM, EaLUsTUTHRSKREEATUMELERR:

tridentctl logs -n trident

MEHBERREXHNRBGE. REHFXETHSEIA creates

pllES =y
E MTridentFER/GIR. HHRITIATIEIE:
1. R EHBR:

tridentctl get backend -n trident

2. bR

tridentctl delete backend <backend-name> -n trident

@ SNRTrident ML [FIRECE T HFEREMRER. WRFREHREELEREEERES, SRS

IETEMIBR" RS,

EENEGER
BEE Trident THERVRIR, IFHRITUATRE!
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

* BREVEE, BiTUTe<

tridentctl get backend -n trident

* BREFMEFAGER, BETUTHL

tridentctl get backend -o json -n trident

EE
IR EREEX ARG, BITUTH<S

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEMRRY, NEHEEDRDTRESHNERLER. EAIUSTUTHRSREEASUHAELEREA

tridentctl logs -n trident

MEHEEREXHHR@EGE. REFREITLEA updates

HTE £ EIRBYEAESE

,E/E—FEIER_.[L/L{%FHTJFJﬁ'ﬁ;d%EHUI'IHE’JJSON@KE’]EJLJHT@U tridentctlo XBER jq BHRELENLAE
Fo

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XEATFFEHARENR TridentBackendConfige

TEEIREIRIA 2 B 5h

T R Tridenth B IR IRAVARE /5%

AT EEEHAYET

BEEBYHE TridentBackendConfig, BRI LLUBEHEMRFNARERGH, XSRE U TRM:

* FHCIENGRED tridentct]l  ALEEHITEIE "TridentBackendConfig?

s BEAILUMEAEIE tridentctl FHABEMN/GR " TridentBackendConfig?
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EFREIE tridentctl f§U% " TridentBackendConfig

EBHNABBEI R ERNREZ B IKubenetes RECIERFRIHFIFENEIESE tridentctlo

TridentBackendConfig
XIERATFUTER:
 BENEm, AENE(IRFEHCIERN, Frd tridentctl i&%F “TridentBackendConfigo
* EFRRIEMFEIR tridentctl, MIFEEM TridentBackendConfig 3%,

EXFMERT. BELREEERFIK. Trident2AXLEFIHITHEHEHE LIET, EERULLERUTRMHAR
Z—:
* reR{ER LB IRFER tridentctl B £IEBGiR,.
* BERLIENEIRSE tridentctl‘ ¥ "TridentBackendConfig XWR. XEMEBENRERHEFER
MAR “tridentctl HITEIE kubectlo

EFEAEEEEMNENR kubectl, EBEELE TridentBackendConfig HiEZIM B RN, TEEENAETE
N TERIE:

1. BlZ Kubernetes #1%, WZRAEE TridentSZEER/ RS BEFAENEIRE.

2. gz TridentBackendConfig\5@%0 HhasEXxFEERE / RSFEHAEE, H5|IBT LE—2 46
BB, KMIEEIEEHEREMNEESE (W spec.backendName. . spec.storagePrefix
“spec.storageDriverName %), “spec.backendName' %47Mi& B NI B FIHEIE FFo

F 0% WERH

IR "TridentBackendConfig BEZMA FiRE). EBFERIGHEE. FIRFIH, RIKEELRLUT JSON
EXEET 5k

tridentctl get backend ontap-nas-backend -n trident

R fos==============

o fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm Fomm -

freesmssee e e me s s s e s e e e e i I

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

Rt R frosssssasmmasae=s
fess=s=ssssscsssessssossssssssssssssa=s femmm==== fos======= 4

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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%1% )& Kubernetes #1%

- EESREEREONE, WLTREIFIR:

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

2% 832 TridentBackendConfig'CR

T—%Z8I& TridentBackendConfig M EMPEZIEEMCR "ontap-nas-backend (MARFIFIT).
RHE U TEKX:

* MEX T HEIMEIRZIR spec.backendNames

* iEESHSRIGEmER.

* IR EFE)UNSE [RASEimAIIRE AR,

* EIEBET Kubernetes Secret 1&fft, MARUANAH R iRH,

EXFERT. TridentBackendConfig 3§ FFiR:

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

F3F . WIFCRAVIRE TridentBackendConfig

825 TridentBackendConfig, EMEEMHAMA Bound, BIEN RMSIE FiHERMNGEHRZFRF UUID .
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

IME. AILERARNRTEEEEGI tbc-ontap-nas-backend TridentBackendConfige

{FHE TridentBackendConfig [Glf “tridentctl

‘tridentctl A]BFHIHER LRGN

‘TridentBackendConfig o b9, BEIRGRIE R LLKEFEBESMIFRHHIR

‘spec.deletionPolicy ¥I&BEN ‘retain 3 ‘TridentBackendConfig e BIBILIEFiR
“tridentctl o

£ 0% BEGH

BN, Rig TEimESERCIZEN TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

M FRIEY. TridentBackendConfig B A IH B H 48 E 2 S IR [ ER S ImAIUUID],

HIE1:. HiIA deletionPolicy 18BN “retain

ETREBBINE deletionPolicy. BEFHEHIRE N retain. XHF O] LIRTEMRIFRCREY
TridentBackendConfig, fGIRENXMAEE, FHEAUFERAHBITEIE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  BIEBREN, retain TMBEMMET—H deletionpolicy
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552 fiB& “TridentBackendConfig'CR

xfE—P EMBE TridentBackendConfig CRo HIIABIRE N “retain'f§ ‘deletionPolicy, f&AJLILE
=117 3

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fomsssssssssssaaaaa= fosssssssssssma=a

i e S from e T 4

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

frocsscsscssmsaaa=a== frosssssasmmmsae=s
fess=sssss=sssesessososessssssssssssoss Femsm==== e I

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssassa===== foss=ms==m======
o tomm - e +

BRI R G TridentBackendConfig. Trident=EIEFEMIBR. MASEIFHIRERES,

IR EIRFER
BIEFHES,
AoEKubnetes StorageClassRHBIEFMER. LSRR TridentdIfAIECE Ho

A EKubnetes StorageClassiiR

https://kubernetes.io/docs/concepts/storage/storage-classes/ ["Kubnetes

StorageClassMR" 1 TridentiMRNATFIZENEERER. HiERTridentiAREES. HIU0
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate

BXREEXRUNAISHSEHZE LUIEFITridenttIAEL & HAEHME 2 PersistentVolumeClaim. iBS
D"Kubernetes 1 Trident 3 %",

BIEEES.
Bl StorageClassi R fa. ERILICGIREMESE, [FHEZSTARM T — LA HEERASEREARTG,

g
1. XE—1Kubbernetes¥&R. Eitb. EEER kubectl 7TEKubbernetesF8IEE,

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. I7x, KubernetesHTridentd &N 27— N*BASIC —Csi*72fi&3E, H HTridentil B &GS,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

FEZRE
TridentfE{ft &R THE/EimHYE B FMERE X"

&, SHAEILIYREE “sample-input/storage-class-csi.yaml.templ REIZFREMIAISC . HE R
"BACKEND_TYPE R1ZEIRshIZERFZ 1R,

160


https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples

./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

BIREFMER
BRI UEBENEFMEE. KEAFESE. WEFEEERURMREFES.

EENBEFMHEE

* BEEIE Kubernetes 122, BT T®HS

kubectl get storageclass

* EEE Kubernetes IFEFIFMER, BETUTHS

kubectl get storageclass <storage-class> -o json

* EEETridentNRIZ FEESR. BiBTU @RS

tridentctl get storageclass

* BEEETridentN BRI EFHEELIFMEE. BEITUTHL

tridentctl get storageclass <storage-class> -0 json
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RERRINFAESE

Kubernetes 1.6 1N 7S BRNIATFAELRIINAE, NRAAREXALERSRE (PVC) HIEEXAMNLE, NitE
LA TFEE XA LS.

B EFMEEENXFREINEIRE Htrue RENXBRIAFESE storageclass. kubernetes.io/is-
default-class. IRIEME, ERIEMETATERFEIINA false o

* TR AR LU T an I A FEEECE NAUAFESE:

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* BiF, EERIUERUTa<MERAIAEMESSIRE:

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Trident Z&EIZFEHEE RS HARERRA,

(D EBP—RABEE—PRIAEESE. Kubernetes FERA EARRMEIETIRE SN FMEE, BHTH
MERARBININFELR—1F,

HEFERR SR

AT R IERI LUER A Trident/5im3 SRAaHBIJSONEIZBIRIER A tridentctle XK jo SEAER. &R
REREAREILZILAER.

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
IBRTFAESE

EM Kubernetes Ffip&7F(EZE, BEITU TS

kubectl delete storageclass <storage-class>

“<storage-class>' N 1R A I TFEZ,

B I AEE AV ERR AN ERRIFRE. TridentG AL H1TEE,

Trident2X H G ERFIERTA fsType. M FiSCSIEHHR. #iXTEStorageClassH 3RS
@ parameters.fsTypeo. ENMIFRINE StorageClasses. AEERIEENEFHCIETE]

parameters. fsTypeo
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EEENEES

BREE

BIE—MEA B A B RKubernetes StorageClassiERPViA A PRAVK A M ETEK
(PVC), A&, EEILUEPVIERHEIPOD,

R
A "PersigentVolumeClaim" (PVC)@IgiaKifnEEE_ FRIKA o

BILUPVCECE MIERIFEAR/NNFMEEIARIER. @i 2 XEXRIStorageClass, SERFEIES B LUEHIARIRT
FE R FIHER (BN RESAR S5 4R 5!)o

SIEPVCIE. ERILUGEHEHEIPodH,

BIEPVC

I
1. BI& PVC,

kubectl create -f pvc.yaml

2. BIFPVCIKE,

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. FEEHEIPodH,

kubectl create -f pv-pod.yaml

@ EO] DUE A S #HE kubectl get pod —--watcho

2. WIFERREEHAEL /my/mount /paths

kubectl exec -it task-pv-pod -- df -h /my/mount/path
3. WIE. EoJLUFRPod. Podi 2R RABEE. BEREE,
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kubectl delete pod pv-pod

ThIER

PersentVolumeClaim R {555 &8

XEREIERT BARIPVCE BET,

PVC. ikEX2s
WREIERT — 1 EEEFNRIEAPVC, ZPVC5S & ARIStorageClass*BX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

HFANVMe/TCPHIPVC
R ERT 5% 789StorageClass X EXFY BB BN FEFINVMe/TCPEYE ASPVC protection-golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
EAECE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

EZRNVMe/TCPECE

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

BXRFEENASHMEHZE LTSI TridenttNfAEL B &S E PersistentVolumeClaim, B8
J"Kubernetes #1 Trident 3 &",
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BRHE

TridentfEKubnetes B P EEISTECIRER XN EI}ITY B, EIE XY RISCSI. NFSHIFCHE
FRERREMEE,

BFF isCSI &

E&oILUEHE CSI BREfZEFY B iSCSI kAME (PV) o

@ iISCSIEY B=. . ontap-san-economy solidfire-san RoIfiEFEX$F “ontap-san,
BZEZEKubernetes 1.16 B SRS,

% 1% ECE StorageClass LU iHFET R

{miEStorageClassTE X B FERIRE allowVolumeExpansion A “trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

T FBEBHIStorageClass. B EH#ATTIRIELLEE "allowVolumeExpansion  £%5,

% 2% FRELIER StorageClass I PVC

/REBPVCENX HEHURMIEER "spec.resources.requests.storage’ X/ ZA/NATATFERIAAR ).

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident=BIB—NAKAMLE(PV)FHRES XA EEEFER(PVC)HEXE.

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

% 3% ENXEE PVC 89 POD
BPVEZTIPODLURE K/, JAZE iISCSI PV X/NBY, BFRfIER:

* INRPVIEEEE|Pod. MTridentsY BEMEEIRNE. ENPEREHEMIEXHRFIKR/).

* SHPFBREEPVRIAR/NEY, Trident= BFERRNE. & PVC 4EZ Pod /5, Trident REH IR
BHIABXHRZ KRN AfE, Kubernetes RTEH BIRIEHNINTERGEEH PVC K/

ELERBIR, ST —MERBIPOD san-pveo
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

%45, BFFPV

ZRERIEIPVMIGIAEN2GI. BRIBPVCE X FHIFEH "spec.resources.requests.storage’ /72Gi,

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

$B5% . Wit &
e OB EPVC. PVHITridentERIA/NRIGIE BEBIES:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

B FC &

SR LUEACSIECERRF RFCIRIAE(PV).

()  WEEFEISFCEY R ontap-san. HEBEKubemetes 1.165 BT

% 1% BCE StorageClass LI &Y B

YmiEStorageClassTEX I FERIRE allowVolumeExpansion ' A “trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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3 FE BB StorageClass. 1B H#ITRIELIEE "allowVolumeExpansion' &%,

% 2% FRELIER StorageClass ¢l PVC

YRIBPVCENX HEHURMIEER "spec.resources.requests.storage’ K/ ZA/NATATFERIAAR /.

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= BIB— N RAME(PV)FHRES XA EEER(PVC)HEXEX.

kubectl get pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san

% 3% ENEE PVC B POD

BPVEZZIPODLUAE K/, JBAEEFC PVA/NEFRIIEH

* INRPVEEZTIPod. M Tridental BEEERINE. ERPMIEEHEIMEEXHRE KR/
* ZRIARRIEZPVEIA/NBY. Trident=¥ BEMEEIRNE. 1§ PVC 40E % Pod [, Trident

BHIARXHRSG K. A, Kubernetes R1EH BIRIERINSEREEH PVC K/
FitRfBIR, eI T —1MERBIPOD san-pveo

AGE

10s

ZEMAR
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

%45, BFFPV

ZRERIEIPVMIGIAEN2GI. BRIBPVCE X FHIFEH "spec.resources.requests.storage’ /72Gi,

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

$B5% . Wit &
e OB EPVC. PVHITridentERIA/NRIGIE BEBIES:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

BFF NFS &

TridentSz 537 ontap-nas—-economy. ontap-nas-flexgroups gcp—cvs‘*ﬂ ‘azure-netapp-
files GiRECERINFS PVIHITEY B “ontap-naso

% 1% BCE StorageClass LI &Y B

ZIFENFS PVHIK/), BERBATEBIRFERISBENRBEFMHELEEN true” AWTET R

"allowVolumeExpansion:

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true
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MREEENMEALLETRYER TR T EER. NWRABERRENEFMEIEENT kubectl edit storageclass’
REFEY B

% 2% FRELIER StorageClass I3 PVC

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

TridentiZ A tkPVC I3 —120MiB NFS PV:

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2mé2s

$3%: BRFPV

ERHEIERI20MIB PVIAE1GIB. 1B4miEPVCHIZE "spec.resources.requests.storage’ 771GiB:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

45 RIEY B
EEI LB EPVC. PVAITridentERIAR/NRIGIEAE AN NESIES:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
PN

BT ERRIIEEFEMEES N IKubbernetes PV tridentctl importe

BOAF D EEE I

R IEES NE TridentdR, LUE:
c BN BEEFARUHESFRENEHES
* M—P R ERIEENTE

* BEERREHPENKubrenetesEEE
s ERMERE BRIENT R N AR IR

ABE
SAEZH. BEEUTEIESE,

* TridentREEF|ARW (I£5)EEBIONTAPE, DP (BIERIP)EXENEESnapMirrorBinE. EEES
ATridentZ Bil. NFcHETEBHRX R,
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* B4R "StorageClass HMIEPVC EIEE. ETridenttESF NEREIRAER LS, tIZEHEFEREEIIRE
FESHEM T I TIER, HTEEEE. RS AHEREEEF N, Fit. BMEEUTFSPVCHIE
EMEEEARLRNGERIEH. SABFIEEK.

* WEEXNMEPVCHBEMNIRE, FHREEIEFSANER, RFAFEE PV, HFAHEEBIE— Claims Ref,

° FEPVAR, [EIEBERANIEE N retain. Kubernetes FRINEBE PVC # PV 5, S el ERER LALED
e | e v

° NRFELRMEERESN delete, MMPRPVELERIFRFES.

* BIABERT. TridentBIEPVCHIEGiHER A FlexVol volumeFILUN, fERILUE L --no-manage  FR&E L
SNEZES. NMRFEA --no-manage, MEXMRWEMARAN, TridentREIPVCIPVIRITIE(RIFIAN
121E, WBRPVE. FafbfEEE. HEEREMEX/NVAREEMIZFE IR,

NREBXN AU TIEAFFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MItLEIEREHR,

* PVC 1 PV F&FIN—MEE, BTFHRTEESAUK PVC Ml PV 2B BB, FARIEEMIRIILIRE,
SNE
&R LAEA “tridentctl import § A\ %,

p

1. B FRIEPVCHIXAMEER(PVC)XH (B pve. yaml)o PVCXH R BHE name. . namespace
accessModes '#l “storageClassNameo fEWAILATEPVCENXHIEE unixPermissionso

AT RS RA:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmEkSHHSE, XTELEERLESAGIEN,

2. f£F3 “tridentctl import S8 L5 E B LM TridentFIRAV R IR AN EZE LIRS ZFR(HIA0: ONTAP
FlexVol. Element#. Cloud Volumes Servicel&12), "-FfIEEEPVCXHMERIREESEL,
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tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl

BEUTESATE. THRZZIFNIRERF.
ONTAP NASFIONTAP NAS FlexGroup
Tridentz#ZFFHH ontap-nas-flexgroup WENFEFEANE “ontap-naso

@ * ‘ontap-nas-economy IREpIEF T EF AN EEgtrees,
* “ontap-nas [ “ontap-nas-flexgroup IEHIZF AR IFERIFES,

FRIRNIZEFRIZEMNE N E ontap-nas " #BEONTAPEEE FM— 1 Flexvol volume. FERKNIEFS
AFlexVol#EM ‘ontap-nas’ TERIEMER, nILUEoNTAPEE FEGFEMNFlexVolEEAPVCEAN
‘ontap-nas. [E#¥. FlexGroup volstBJLAEAPVCE AN ontap-nas-flexgroupe

ONTAP NAS/fI
UTEREEMIEZTEEZNBRAE,
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REL

UTREIBERBANGEHSANE AN ontap nas' % “managed volume:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm - fomm -
fom - o fommm - fommm - +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m————— +

FREE

FEASHBY --no-manage. TridentF2EHRRE,

LURRBIETE ontap nas GwSE AN “unmanaged volume:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

TridentXz#5{# A ontap-san-economy " WEIIEFFEANE “ontap-sane

TridentA] LIS NEEENLUNRIONTAP SAN FlexVol&, X5IREHIEF—2 ontap-san. ZREIEFS
FIFlexVol volume S MPVCHILUNEIZE—FlexVol volume, TridentS AFlexVol volumeHIEES5PVCENX
xE%,

ONTAP SAN/fI
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UTEREEMEREESTSNIIRA

REE

WFRES, Trident=¥iFlexVol volumeE & A&, FHiEFlexVol volumeHILUNE & pvc-
<uuid>"A " lunOo

UTFREIESN ontap-san-managed [l LAYFlexvol volume ‘ontap san default:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssssssssesessssssesososssassasssssa=s femmmm=== fommsmssmemaaa=
fremsmm=a==s L e e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e froccscssmemeea==
fe========c R fe======s e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
foss==s=ss=ssscsessssssssosossssss=s=ssss=s Fem=m==== fosssessme=a====
fmmmmmmmaaa e fmmmmmaae fommmemaae +

F=REE

LUFRBIETE ontap_san @RS AN “unmanaged example volume:

LIES

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
ARttt Fosmmmmmes Focoscsmsmsmsoss
Pommmmmmm== e et Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
LBttt P o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +

B LUNBRET R 5Kubornetes T 2 IQNHEZIQNMigroups (JIL FRAIFAR), MSWEISEIREE: LuN

already mapped to initiator(s) in this group. EEEMIFFEHIZFHECEMESILUNAEES

o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

TridentSz #HE FAIXEHFIEF S ANetApp ElementZi {4 FINetApp HCI% solidfire-sano

@ Element X2 FFEENERIT. BRE. MRFEEENEZM. TridentihiR[MEFHIR, EH
IRESRRRER. RIEE. RUE—HNEZMHFARENE,.

Te &R
UTRAEERIKS N element-managed' & “element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e

e e e e e e e e e P fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s R fossmessmemae==
fe========= femessesssssssasss s e se s esssss s f=m====== fememe==== 4

Google Cloud Platform

TridentS2 FE B IKEIIEF S AE gecp-cvso

E7EGoogle=TF A F S ANetApp Cloud Volumes Servicez35M%. BERERRHTEZE. &K
() FREmSBBREPEZENNS </, M, MRSHEEN 10.0.0.1:/adroit-jolly-
swift, NMIHBEREN adroit-jolly-swifto

Google Cloud Platform:if
UITFRGIBERFESN gep-cvs " BEENB “adroit-jolly-swift & ° gcpcvs YEppro
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

TridentSz FFE B IXCITEF S N\E azure-netapp-fileso

@ EZ NAzure NetApp FilesE. BIRERRFRTZE. ERERENSHRERERREZGHES
:/o a0, WNEREFEFHEKFEN 10.0.0.2:/importvoll, MEEFEN importvolls

Azure NetApp Files =l

UTRAEERHRS N azure-netapp-files HBREFENMN importvoll &
‘azurenetappfiles 40517,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fossssssssssssesessssssesososssassasssssa=s fememema=a femmmmmsaemaaaae
fremsmm=a==s E Bttt e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e o=
fe========c femsmsesessss s s e s s s o s fe======s e +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fosss=sssssssscsessosssssasossssss=s=ssss s e femmmesmeeaeaa==
fmmmmmmma=a fomemme e s s e e me s e ce s e s e e fmmmmm==e fommmema=e +

Google Cloud NetApp&
TridentXz#FHFEAIRHIEERFESANE google-cloud-netapp-volumeso

Google Cloud NetApp#fjl
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U TR EREERGR backend-tbec-genvl “§AN “google-cloud-netapp-volumes ' &
‘testvoleasiaeastlo

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

i L e

R e Femmm=e==== fess===s=s=sssesessososassssssssssssa=s
L e +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmemaae
fosssssmseme e e e N fressssseee e e me s oo s s s e e e
e e T

| pvc-a69cdal9-218c-4caf%9-a%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

e fommmemeae
frossssssssmes e s e fremsmem==== fressmssee e me s o s s e e
f======== fememe===s 4

T RENEERNEAMTFRE—XIEHET SN "google-cloud-netapp-volumes'%::

tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o e e mesesese s s s s s e s o=
Fommmmmmmmemeseoeoeooo= Fommmmemom= Fommmmmmrososorrrrrrre s s e eem e
Fommmmm== o= +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmessseseses s s s s e o=
Fommmmmmmmoneooomosooms Fromoomomoms Fommmmmmmmoososmereesmemememeoememmm o
Focmmmmms Froccooomo= +

| pvc-a69cdal9-218c-4ca%9-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-¢c6295fe6d837 | online | true
|

Fommmmmmmmsmeseseseses s s s s e o=
Fommmmmmemonoososommoms Fromcomomoms Fommmmmmomossosorrenoomememenesemommm o
Fommmmmms Fosmsmsmss +
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BE X &R MMIREZ

fEATrident. ERILUAGIENEDECE B XHRMMITE . XA TEIRAEHZMMRE
HRGEIE R HAIKubnetesHIR(PVC), TR R LAITEFimAalEX AT EIEBE X ERIT
MBEXIREZER; @2, SANRENEAEEHRIERXERR.

Faazan

A EHEXNERMMIRE S

1. BRI, EANMTERE
2. NRFABIFONTA-NASE FRIRTITERF. M R B gtree BB R & LB FRER,
3. MRFEARIZONONTAP SANEFFHRIREIFERR. M FELUNZ IR & 2 FRIER

PR
1. AT BEXMERIMYSONTAPAE S BIRNIZF R A
2. AIEEXWERTTERTFRNESE.

A EEXEZMBXEITH

1. (IRELRBIRIRPAEELTHMSHERM. WEHSIERRK, BE. MRERNAEFEK. WSIRER
BRI ENEHITINR,.

2. ﬂ%fﬁ%)‘ﬁﬁ”ﬁﬁﬂﬁqﬂﬁ’]%ﬂffimﬂé PRE. WEEMRTER. ERMFENRREERIUERRNZIRR

BEZMRIRAITE R SRR E R
PILATEARM/ B4R 5 E X B RE X AR RIR.
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HRER AT

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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puE Sl Nl

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{
"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"
by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
}
]
}
an R R
i
"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{

.config.BackendName }}"

nfl2:
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

FELZENER
1. WFESAN RELNEEAERERANREN. FSEHnE. Fa:

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o
WNFREESAN. EEVEEGIHE X PIREHNE X BB IFER,

Trident A2 ERH B FIERIERY 72 KR (ERo

MR XEBIRASERE—NEBIR. WTridentEHIIN—LEFENF R REIEE—E R T,

NRNASEFEEN B E X B KEBZ64TNF. WTridentERIBMBSRRAIENESB R, WTAEHR
fthiONTAPIREDAZF. WNRERVHEI BMIRE. WELZIER/RRK.

o &~ W DN

ErRATIEZ B HENFSE
EATrident. ERIUEFHRTEFEES. HFE—ITHZPN LR EHFHEZSE,

i@id TridentvolumeReference CR. R LATE— 8¢ % "Kubernetes & = [8] Z [B] L £ #1H = ReadwriteMany
(rwx) NFS#, IttKubernetesZs#lfi#iR s AT

* ALHEE ZNRFIAIGRIIERIRARE M
* EAFFTE Trident NFSEIRTHIZZ
* RKF FtridentctiFHEMEMMIE RN IKubernetesIHEE

LB R R T MKubernetesdi & =ia) Z [BIINFSBHHE,
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________________________

namespace

TVol €—p» TVol

e —————

1
1
]
1
1
primary secondary |
1
:
1
1

.......................

TridentVolumeReference

O [
H

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

PRIENI]
RFNANTERIENKENFSEHE,

FCERPVCLULES
Ren R A A ER T RIREPVCHRIHERIR,

9 B EBirmE =i eI ECRAVINIR
EHREER MBI RAT BB &R FEIETridentVolumeReference CREVIXR,

e £ Bindp & =iE el Trident® 5|/
Bire & T8 FrE & E I TridentVolumeReference CRELS|FIEPVC,

o EBiramRTEREIEMNEPVC
Birtn 2 TEIMFREE I MEPVCLUERIRPVCHBEUETR,

ECERM B R 2 =8

ATHRZ 2. BEafTEAEZFERGATEAMEE. EHEERNBAnRTRMEENDENRE. &
TR EERFP AT,
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p

1. Sourcedi & Falowner:(pvcl TERBRATEIFEEPVC, ZPVCATFETSBirma TaHERIN
PR (*namespace2), shareToNamespace
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:
trident.netapp.io/shareToNamespace: namespace?
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi
TridentiF BIEPV R HFiRNFSTFiEE.

o IERILUMERES NIRYIRPVCHEL S B =iEl, i,
trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced,

@ o IERILUMERHEZEIFRE ~ X, HIg0.
‘trident.netapp.io/shareToNamespace: *

o &AL BERY EHFHPVCLIE S “shareToNamespace 177+,

2. *EREEA: CIBBEXABH M Tkubeconfig. MIEFEFGATEMEEEBERGETEFE

#ETridentVolumeReference CREVABR,
3. *Birm BT EIFMEE TEITHAT

apiVersion: trident.netapp.io/vl

kind: TridentVolumeReference
metadata:
name: my-first-tvr
namespace: namespace?2
spec:
pvcName: pvcl

pvcNamespace: namespacel

4. Destination® &%
IEEIREPVC,

iBlowner:(pvc2  EBEIFHRAT
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[8]fVtrident® 5|FCR pvcils

SiE]FEIEEPVC (“namespace2)fEF “shareFromPVC #xE



kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKINFREFEPVC,

#R

Trident=332EX “shareFromPVC' B#rPVC_ERVRE. FHIGEIRPVEIENE B B KB IERIRPVIEIER RN F
. RREZERPVEFERIR. BIRPVCHIPVETRNIEESE,

BFFHZES

ERILIMERE Z M e 2 T RIHZE, TridentiMER3TRan % ==ia] ERVERIIHRIR. HREBHZZENE MR
A=iERIHRNIR. MIFRS|IBERPIERIF=EIE. TridentHIFR1ZE,

‘tridentctl get B F&EHFE

eI UfER[tridentctl  KHAEFIEIT “get WTLUREFE. BXRIFMER. BSRTEE. Trident
tridentctl.html[ tridentctl commands and options ]o

Usage:
tridentctl get [option]

flags

* *-h, --help: &HBL
* —-parentOfSubordinate string. EEERHIAMERESE
* ——subordinateOf string. BEHERGINENFE,

PR

* TridentB/A&FRLE BAFRIRTRIE AR ES, ENERXHHEREMBER LBSHEZEEHIE.
s & RBEBI PR shareFromNamespace" o MBRCRIFBUE I EPVCHY
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‘TridentVolumeReference fiA)] “shareToNamespace., BHUHIAIR. AR MEPVC,
TEEMBE LHITIRE. REMNRER.
THREZER
ETHRBEXRBERRTEEHNIFMAERE. BRITUTIRE:
* iR, "ERBRTEIZERES: MEMBZTEEIHAIRHello"
* MELBER "NetAppTV's
B Tia)RfEs

@2 fEATrident. E]LUERE—Kubornetes EEE¥ PR EfnZ T E LS IREB L
E#E

b= 36

wfEE Al BRRERRMBirGERNERER. FEABHERNEF®ES,
ESEINE!

RAENNTBEIRESERME,

& JRPVCLL= gL
BB TR A B R TIHR)RPVCHEIRIINIR,

e BT Birdm R T ECRIAR
EHEEAMBEIRHRATBINFAE &R T TridentVolumeReference CREVIXFR,

e EBEtrear B TiEFE)E Tridents 5|
Biren & TRl E 146 TridentVolumeReference CRLAS | FJEPVC,

o EEfre R T E R E T EPVC
B & ZEINFIEEGIEPVCLUAMIRE & a5 [EPVC,
&R Bnan 2 (e

NpRREN. BnRiTRREEZERGSIATEMEE. SHEERN B MRTEAE #TIEHREME
NigfE. SN T RERIEERF AT,

R
1. Sourceii & Falowner:(pvcl  TERIBRATEIFEEPVC (" namespacel), AT (namespace?  FRINER
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FE5EBRaZATRHEZMNE, cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/cloneToNamespace:

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridenti 8PV R B FiRTFES,

namespace?

o O] LUERES RIRFIREPVCHEEL Z M BT iEl, Flul,
trident.netapp.io/cloneToNamespace:
namespace2, namespace3, namespaceio,

@ © WA UERHAZEEIFE ~ B flgn.

“trident.netapp.io/cloneToNamespace: *

o f&A] LABERYEFHPVCLIEE “cloneToNamespace 15773,

2. *Cluster admin:*8lIE2 B E X fa B fllkubeconfig, LA M Binan & TEIFFE &R F1E Bindn & =B F EIE Trident

& 2ECRIINPR(namespace2)o
3. *Bfrm B TEIFFEE EBindm B TEPeIES | BiRd

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

= [a]itrident® 5|FCR pvclo

4. Destination@n & = [Elowner:(pvc2 " £ BRa & B EIEPVC (*namespace?2), f#H cloneFromPVC 5
“cloneFromSnapshot # “cloneFromNamespace 175 EREPVC,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

PR
* W TFEAPV-NASE ST RIRENIZ FECERIONTAP, AxiFR i E,

fEFASnapMirrorE %

Trident>z# i E—MEREF LRRESNERR LNBEMEZERIIRGR R, UEARMENR
EEHEIE. ERLIERARRMANBEEXEIREX (CRDYATTLATEE:

* EEZERFEXR(PVC)

* BIRE 2 ENBREXR

* RETRGX R

* EROEER TRA RS (MR R)

* TR AT R AR TR R (TE M R a5 ST RS i)

EFlRRE A
Fiaz el IFHEREULTRRSR M

ONTAP &2
* Kubernet: {EHRAONTAP{EAGIHAYEF BArTridentSEE L AMTZTE TridenthiR4x22.108, & S <
* FENE: BRTERA BERONTAPEEE L B AR EIRFRIFPEHIONTAP SnapMirrorFH eIk, B XiFH(E
B. BEZSN "ONTAP FEySnapMirroriFr] #EiR" o
POE:
* SEEFFISVM: ONTAPEEGIHRM MBI FRS. BXRIFHAEE. 15BN "S5 SVM WFHRA" .
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(D) HERFONTAPEE 2 IS HIX R ERNSVMEIRER—H,

* * TridentfISVM*: WEiRFESVMA Al BARERE LAY TridentE A,

SR EhiER
* ONTAP -NASFIONTAP SANIRzpiZF 2 & E .

BIZRBEPVC
BEBRUTSBHEACRDRAIEEEM _REZEIIETREXR.

P
1. f£EKubbernetesfe8 FHITIUTHE:
a. fFEStiEStorageClassiTR trident.netapp.io/replication: trueo

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. &S HIBIiERIStorageClassBIZEPVC,
NG|

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. EAAMEREIEREXACR,
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Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

TridentZIREREBRINEE B AN B HRTHIERIP(OPYRES. ARERREXRIVRESF K.

d. KB TridentMirorRelationship CRUAFKEXPVCHIRERZ FRFISVM,

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas

observedGeneration: 1

2. f£Z4kKubbernetes&E & FHITIUTH !
a. {#Htrident.netapp.io/replication: true2%X 8172 StorageClass.
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Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. £/ BrflIRE S 2 IREXRCR,
Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas
spec:

state: established

volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

Tridenti§ 8 A AC B AV X R SR BE 2 TR (BLONTAPRIERIA SERE ) B SnapMirror sk ZH X E 1 T#I88 1L,
C. {ERFtaItIZERIStorageClasstlE—1PVCLIBEZZk(SnapMirrorB4x)o
il

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Tridenti§10E BB F1E TridentMirorRelationship CRD. IR XRARTEFEE. ML ELIEE, MREFEL
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K&, TridentiFHRREHFlexVol volumeN B 2| 53REX R E X RIZIESVME I M FXRAISVM L,

SEHRE

=ZREHREGEEXR(TCR)E—MCRD. RRZPVCZEIEFIXAN—IH, BIfTXAR EEREE MRS, ILKRE=E
HTridentFArEHVRS. BIrTXR BESFABLUTRKE:

* BEIL: SHMPVCEREXRANBIFG. X2—THXRo

* B Ft AMPVCRIREHAIHER. HRRELERABRIREXRR.

* BRI AMPVCEREGXANBES., URIHATZREXRTF.
c IREBMEBESFEEIXR. ANERBZERENRNE. WS EREMEILFRS.
c MREBZAIRGREILXFR. NWEFRMBILFPRTHERK.

EiHRIIMNE PR TS R E iR FHEEBIPVC
£ ”%kKubbernetes&E 8 FHITUT S

* ¥ TridentMirorRelationshipBy_spec.state_ F EXE#Z promotedo

FEIT IR PE RS AR Bl A HEhPVC
IR MPERE (%) BRiE. MITUTH B LURFA—4KPVC:
TE

1. f£EKubbernetesfE8f L. BIEPVCHYRIR. HEFCIRIRE,

2. f£EKubnetes&EE . Bl Snapshotinfo CRIAFREXAZRIELE B

Nl

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. " KKubernetesfEEf £, ¥ TridentMirorRelationship_ CRAY_spec.state F X #i_promoted_
#0_spec.promotedSnapshotHandle_. LR FIRFBRIPIERE FRo

4. T ”HKKubernetesERE E. HiATridentiE (g X RAVIRZS (stats.state FER) N EIRFHo

EHERBEEREGRXR
ERRFEGRR A BERERFHEE—iRK.

g
1. £ ”HKubernetes®8¥ £, HREEFH TundentMirorRelationship_EAY_spic.netVolumeHandle FEEZHIE,
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2. E”4KkKubernetes&Ef I, i Tridentii{& X HAY_spec.mirector FEXFHE reestablishedo

HthigfE
TridentSz 3%t EEM —REMITIA TIRIE:

BEPVCEFHIZIFEI _LKPVC
BREEE—1"FEPVCHI—NREPVC,

i

1. MNEBEIM (B IR EEFMIRPerbestentVolumeClaim# TridentMirorRelationship CRD,
2. \E(R)EEFBMIFRTridentMirorRelationship CRD,

3. EE(CR)ER EABERITMNH ZHR(BIF) PVCEIEHFHM TridentMirorRelationship CRD,
PAEHEZKR. EPVCH _KPVCHIA/N
AUIERREEPVCHA/N. WMRHIBERBITHFIA/. ONTAPIE B BEAERflevxvols

MPVCHIRERE ]
EMFRER]. BN HEI ZRERITUTREZ—!
* MFRREPVC ERVRE R R, IHRIPEREIEHIX R,
* &, Hspec.stateFEREF_promoted_,
HFRPVC (ZATEHRK)
Trident2I0ER BEFEEFINPVC. HERRMRE 2 BIRRERIX R,

MBRTMR

MBRIEG X R—IE T, XRESEFRIRNTH ERETridentze i MIER Z BB Z] promoted RZS. SNERIERM
FRESTMirror2 80 F_Promved RS, WAEFEEMBRG XA, B TMirrorE#MIBR. Trident=384s3tiPVCIEF+
H_ReadWrite, IEHIBRIRIEISFEMONTAPHZSH#ERISnapMirrorTo iR, R HIGKREFHEGXRPERA.

NECEFBEGXAN. EXAERER_rei&i EEFHIIRESHIFITMirror,

TEONTAPEXHIBSEF B G X R
BIRGXAG. TN EMXLEXR, SRR state: promoted 3¢ state: reestablished F

EREMX R, FEINERANEFReadWrites8Y. BJLAEA_promotedSnapshotHandle (5E B Ha1EIRR
RS EIRER,

TEONTAPABSE R G X F

&/ LUERCRD{TSnapMirrorE . ML B TridentEIZEIZZIONTAPEEE, 152 L T TridentActionfEfk &
HEIRGIRE:
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Nl

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-b
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-b

status.state RMTridentActionf%% EFCRDAVIRES. ERILUM _suced . _in Progress 3 _failed#3REX
=

£/ CSl ifh
TridentA] LUBIT FAAIEFM B EHIE HiEIZEIKubbernetes EEB AT 52 "CSI RS

YAl

AE o

5%
fEF CSI #a#MMaE, AILARIEXEAM ] A KR SHIERREIA— NSO T R, WS, EEIRMER,

Kubernetes BIEG A LIEMET XM T R, TR F—1MKIZANARETBAMXIEF, Wa{iFRE
Xigzial, AT EFEZXIGEHWFATIENEEES. TridentEHECSIFEFH

THRE%CSHRHNIREN B SR "Ik,

Kubernetes &t 7 RMME—EHERET:
* ¥HEE N Immediate BY, TrldentﬁUL%ET ‘VolumeBindingMode AEBEAGINEEITNEE, B

pve RNSAMBEHENSEE. XEIIAEE "VolumeBindingMode. &&ARFISEFIAFNERHIAIE
B, RIEXKAMER. A= ﬁ??ﬁ?ﬁﬂﬂ%*ﬂ'\JPODﬂl\]ﬁ'ﬂg*o

* & E N "WaitForFirstConsumer B, APVCRIZEFHE KA M ERIRIERFIEERRFEIEFEAPVC
#PodBY "VolumeBindingMode' 7 i#17, Xt¥, HMSRIEFAFMNEREBITHERYITXIFRHISREIEE,

(D WaitForFirstConsumer S T RBAIMGE, WHEEATRITF CSI FHHNRER.

ERENNE
BAEA CSI i, ERBREUTRM:

* IBITHIKubH WSR2 HIKuberneteshii "
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

c EEPT AN EB R 5| NIRFNERANBIHRE (topology . kubernetes.io/region
‘topology.kubernetes.io/zone), TERZETridentZ ], XL WHIMERFEPHITR LY, U
{ETridentAE %IRRT,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0s":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-c"}]

F£ 15, CIEATRMGINYGIR

TridentfEfE B AT LIS H MR T B KIS R M E S, SNSRI a S — %k
supportedTopologies . ZRAXRZTZIFHNDXIXIEFFIR, HFEHILFIHAY StorageClasses , RE
ERLHFXIE / KIFP RN BERIEREY, T2t EE,

THE—TEREXRH:
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YAML

version: 1
storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' B FRRMEENEHHKIFM O XFIR, XEXIFHOXRRAE
@ StorageClass iR A FETIR. XMTFEEEIRRHIED XIEF 57 X aIStorageClasses
. Trident&2ERIHEIE— 5

& A LATE X “supportedTopologies & MNME#EM 1S LT RA:
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

FELRBIH region. H “zone tRERTRFEMIIAMIE. topology.kubernetes.io/region’
“topology.kubernetes.io/zone $§E TZ & MY E KR

% 2% EXANRAIRIMY StorageClasses

RIBAEB RN TI IR MAVRFMEES, AILUE StorageClasses EX ABEEIMEE. XEHERE PVC 153
IEREN REVFEM, LUIKAIER Trident EEEMERNT R F &

FE ARG
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: extd

£ iR StorageClassEEXH, volumeBindingMode ¥I&E N "WaitForFirstConsumer. EULTFEIEH
153KEY PVC 7£ Pod 5| ZEIASHITI®E(E, # allowedTopologies T EFEANS XX

1§, StorageClass® ‘netapp-san-us-eastl ELREXMFIHBIZEPVC " san-backend-us-
eastlo

% 3% BIENER PVC
B StorageClass HFHMET EFinfE, EIMERLIEIE PVC,

BB TRA spec:

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

fERALEROIZE PVC BSBUATE
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EI PVC , I57E Pod HfER PVC o BT RA:
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

IttpodSpecigKubornetes7E X H AT 2 LIt RIPOD us-east1l. FHMEL us-eastl-b KiFFHEMT =
FRI#1TIEE us-eastl-ao

=D i e
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BHERUES supportedTopologies

ALUEHEENRIRMUEIEER tridentctl backend update FlIFR supportedTopologies, XFAE
wIMERENE, HENBFREEM PVC,

THREZER
* "EERBNER
RS P =bri s
* "SRERMEAD R KB
*IREMNAE"
fERRE

ﬁi%(PVs)EI’JKubberneteS%H&,.“S'Zﬁ%ﬂ’]ﬁ]‘lﬂ““mﬂzlio A LU {ER Tridentl 21561
BRI, SAETridentyMERRIRRVIRIE. MINERIB QIS LUK NIRRT S HEHIE,

5%

EREEZHF ontap-nas , ontap-nas-flexgroup , ontap-san, ontap-san-economy ,
solidfire-san, gcp-cvs, azure-netapp-files, #l google-cloud-netapp-volumes El#lo

FriaZ di
EfFARRB. BUIEGINPIRBITHIZEMBE N ZIFEENX(CRD), XEKubernetesiiiZ4m 2R (5140
: Kubeadm. GKE. OpenShift)BJER 33,

WNREFIKubnetes ) R A EIERIRITHIZZFICRD, 1FER[ZE S REBITHIZE]

()  RFECKENEHAIREBBIE. ENRIREBEHIRE, CKE-ERNENIRIRBEHS,

BIZERIR

B
1. 8l VolumeSnapshotClass. BXIFHMER, 1ESiH, "VolumeSnapshotClass"
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../trident-reference/objects.html#kubernetes-volumesnapshotclass-objects

° “driver' g[@ Trident CSIIREHTEF o

° deletionPolicy AILA@ ‘Delete'T ‘"Retain. UWIRIZE N Retain, MIEMEMIPFIR, FhE&kE
B EHREMEREBHERE volumeSnapshoto

Nl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BZMBEPVCHIIRER,

208

° bR BISIR I BPVCHIIRER,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o UTFRBIEARZANPVCEIRBIREBWR, HERE pvcl MBIMZEN pvcl-snap. BIR
FPVC. HERTREFRREBIIRIEXEL volumeSnapshotContento

kubectl create -f snap.yaml

volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o MRAT LB X B IREE X RIFITHIARKIBE VolumeSnapshotContent “IZMHR “pvcl-snapo



*Snapshot Content Name #RiRiz It RIEAY#E SnapshotContentXf R, "Ready To Use' 3K/ IREE
AT RIEMHPVC,

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi
MEIREREIZEPVC

EE]LAfER datasource " BIEFERB AEABIERNERENPVC “<pvc-name>, 8 PVC g, AJUEHE
AR Pod £, HGEREMEM PVC —H{ER.

(D PVCRSEEER—EIREIE. 558 "MIRENE: TiEFEREmEIEMN=IHPVC Snapshot
BIZEPVC",

TR ERENEIEREIZPVC pvcl-snapo

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SANERE

TridentSz 1813 "KubbernetesTIEC & [REFIS 2", SR EIER A LIEIE "VolumeSnapshotContent WRHFN
TETridentsMERBIZZAVIRER,

a2 Al
Tridenti) M E IR FNRBHR S,

p
1. *EBEIER: I VolumeSnapshotContent 5| FAFIHRIREBIIN R, XIGTE Trident BN IRER TR,

o IEHIERIRIRBAIZIFIEE annotations A “trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name">,

° EH$ERE <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>, X
ZIAEH snapshotHandle  IMEPREBIZEFE M TridentigHAIME—(EE, "ListSnapshots

@ “<volumeSnapshotContentName>'E FCRa ZPRHI. FEEIRAR S fGimRERE FRITAD,

Nl

U TFREFECIEZE— VvolumeSnapshotContent " 5|AfGiKSnapshot IFR “snap-01o
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:

name: import-snap-content

annotations:

trident.netapp.io/internalSnapshotName: "snap-01" # This is the

name of the snapshot on the backend
spec:

deletionPolicy: Retain

driver: csi.trident.netapp.io

source:

snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-

content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. *Cluster admin:*8lI3Z5| AR M VolumeSnapshot 'CR “VolumeSnapshotContento UARIERFIERIA

RIATELAE SR TIEHEA volumeSnapshote

ANl
LITFRGIEEIEZE— VvolumeSnapshot " B AMICR, ZCREIHABA " import-snap B

“VolumeSnapshotContent import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap

spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-

provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. *NERNIR( T FEHRITEMIRIE): *IMNEPIRIBIERFIRFIFTEIZEAY VolumeSnapshotContent * FiBfT

‘ListSnapshots . Trident¥ Bl “TridentSnapshoto

o HNERIREBIZEFIFIRE N, ¥ VolumeSnapshot "I&& “VolumeSnapshotContent A
"readyToUse trueo

° TridentiR[E] readyToUse=trueo

4. *any user*8l## PersistentVolumeClaim  5|BHAIHY *VolumeSnapshot, HMH
spec.dataSource(8 spec.dataSourceRef)®&E VolumeSnapshot & #F,
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BNl
UTREECIZE—D5|IEE A import-snap BIMIPVC VolumeSnapshoto

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fERRERE SLE

ZINBER T REBEFATFREERS. UERAEEMBEARFERM ontap-nas-economy * WohiZFEEENSE
‘ontap-nas. /a2 ".snapshot’ B R EEMIREMRE IR

f£Fvolume Snapshot restore ONTAPAR 1T RERFE IR F A A IRBHIE RIS,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap archive

()  i&mSnapshotBlAs. MEEREBHEE. SIESnapshotBIAEHBHIBFHIERBE K.

NRIRROLERE

TridentA] EFH(TSR) CRMIREBMRF(IA/RSE TridentActionSnapshotRestore, MWCRE{EE
ZKubbernetest&fE. EIRIERMEFAFARE.

TridentXzF7E ontap-san. « ontap-san-economy ontap-nas. ontap-nas-flexgroup azure-
netapp-files. « gcp-cvs ‘google-cloud-netapp-volumes # “solidfire-san X EHFEFo

FraZ Al
BB YERIPVCHI Rl BRSIRE,

* WIEPVCIRESEEEHE.
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kubectl get pvc

* TINBRIREESEME. AILUER,

kubectl get vs

T
1. BTSSR CR. ItbR & HPVCHIEIREREIECR pvel pvel-snapshoto

() TSR CRUMMLFPVCAIVSHIFERREZIER,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. M FCRUAMIRERIFIR, LG MSnapshotiiE pvclo
kubectl create -f tasr-pvcl-snapshot.yaml
tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

“*
TridentiF MIRERIERERHE, &R LAIEIRIEFIRTS |

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* ERZHIERT. NREMHPE. Trident A= BEIEIXIIRIF, EREBRPITILERIE,

@ * RBEEAIFRNERNKubbernetes B F RIBEN TR BIR IR FTHINIR. A BEEEN AERF
mRTEFEIETSR CR,

FRRE XEXIRIRBIPV
MR EAE RECRIBIOK AL ER . BN TridentEREFH A" EEMFF NS, MEFESREUBERTridentE,

EEEIRRITH 23
INRERIKubernetes 73 & hRA B & IRFRITHIZZACRD.  MET LURIN FRR#ITERE.

p
1. BIEHREBCRD,

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. QIEZIRERITHIRR,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WMENKE. FTH deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml &
¥ "namespace 532 Fidlo

TR
R

* "VolumeSnapshotClass"
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