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Trident Protect Kubbernetes =2t 14

Trident Protect5 &M £ EMN BITEENKubernetesF=mER.. HPaiE:

» Amazon Elelic Kubelnetes Service (EKS)
* Google Kubernetes Engine ( GKEE )

* Microsoft Azure Kubernetes Service (AKS)
* Red Hat OpenShift

* SUSEIXAHE
* VMware Tanzui= A&

* _E¥Kubernetes
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¢ Cloud Volumes ONTAP
* ONTAP7Zf&[ES)

* Google Cloud NetApp%&
* Azure NetApp Files
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* MR{RIEIET EBEAINetAppTEtEE R 2Astra Trident 24.028 B = AR s (BN AE A Trident 24.10),

° N8R Astra TridentBIhR A< F24.06.1. & itXIEERANetApp SnapMirrorR R EHEE. MEBFIB
FBAstra Controlie B2,

* BIRERERFHMAstraiZ (HEL B2 (MAstra Trident 24.06. 1718, ZHANBE R TEZEHER).

* HRIEE—NetApp ONTAPTESE i,
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Trident ProtectSz :FANASE F R EH TR FIRRIRIE, BRIAZIFHERE. mEMSnapMirrorE HIZINASE
FRE, BEENITXISTrident ProtectZE & AT TNASE B E/ZA—1>SnapshotH R,

RLEWAREFSEASnapshotB RNELRFHRE . WTFXENARER. EHRERITONTAPHER
4t EIs1TA T an < KE2 M Snapshot B R

®

nfs modify -vserver <svm> -v3-hide-snapshot enabled

BRI LUBE W EINASKEF AR EITITUU TSR EASnapshotB R, FHIFEHEH "<volume-UUID> HEEXH
#ZRUUID:

tridentctl update volume <volume-UUID> --snapshot-dir=true --pool-level
=true -n trident

@ BT TridentFIRECEETUKE N, ERILBIAA true HIEBAMRKEAR snapshotDir.
MBEERZEM,

{E B KubeVirt VM{FPEKIE

RIPTEKubeVirt VM _LIZ1THIN FFZRBY. Trident Protect 24.10 24.10. 1 NESRANITAREFARE, WHFX
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fEAI AR ECE Trident Protect 24.10. AEEHRITEUIRRIFIZIERRBI B IBVMXX 4 R ARSI AL (ETEAC
SEML. REERUTHS:

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=true -n trident-protect

Trident®24.10.1 X ES kR4S

MTrident Protect 24.10.17%4. Trident Protect&TEEIBRIF12/ERRIE] B o ARG RERR A5 Kube Vit S 4 A4
HE. BAUERUTHSZRLBRITA:

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=false -n trident-protect
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L Trident Protect from NetApp
B
1. N Trident Helm7Z A& :

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

2. K% Trident Protect CRD:

helm install trident-protect-crds netapp-trident-protect/trident-
protect-crds —--version 100.2502.0 --create-namespace —--namespace

trident-protect

3. fEAHelm% 2 Trident Protect, &t “<name-of-cluster>" JWERFZ M. HRBFRIG D ECAERHBTFITIR
NS MR

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --version 100.2502.0 --create
-namespace --namespace trident-protect

MEREMERZETrident Protect

ARG TridentSEBF T A TA 18] Internet. AT LAM T ARG A R L 2E=Kubbernetes Protect, 1ELL Tl
. BIESPRNEBIRAEIFEFRNES:

p
1. KU RREIREEI At it B, EMRE. AERBEEXREAIRA AR

netapp/controller:25.02.0
netapp/restic:25.02.0
netapp/kopia:25.02.0
netapp/trident-autosupport:25.02.0
netapp/exechook:25.02.0
netapp/resourcebackup:25.02.0
netapp/resourcerestore:25.02.0
netapp/resourcedelete:25.02.0
bitnami/kubectl:1.30.2
kubebuilder/kube-rbac-proxy:v0.16.0

fBlan:



docker pull netapp/controller:25.02.0

docker tag netapp/controller:25.02.0 <private-registry-
url>/controller:25.02.0

docker push <private-registry-url>/controller:25.02.0

. B3 Trident Protect &R & a2 =8l

kubectl create ns trident-protect

- BRENEMR:

helm registry login <private-registry-url> -u <account-id> -p <api-
token>

- QIR TANEMRS MR HINE

kubectl create secret docker-registry regcred --docker
-username=<registry-username> --docker-password=<api-token> -n
trident-protect --docker-server=<private-registry-url>

. RN Trident Helm A& :

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

- BIEE— 1N R AN protectValues. yaml, HREES A T Trident®RIFIZE



image:
registry: <private-registry-url>
imagePullSecrets:
- name: regcred
controller:
image:
registry: <private-registry-url>
rbacProxy:
image:
registry: <private-registry-url>
crCleanup:
imagePullSecrets:
- name: regcred
webhooksCleanup:
imagePullSecrets:

- name: regcred

7. Z%ETrident Protect CRD:

helm install trident-protect-crds netapp-trident-protect/trident-
protect-crds --version 100.2502.0 --create-namespace --namespace
trident-protect

8. fEAHelm% 2 Trident Protect, E# “<name_of cluster>" NERB LB, LWRIIGHELERFR TR
IR RN FIIRER

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name of cluster> --version 100.2502.0 --create
-namespace --namespace trident-protect -f protectValues.yaml

R Trident Protectdn £ TR EE M

&/ LUEA Trident Protectfn £ 173G (TridentSE BIEFFHIY B )83 Trident Protect
‘tridentct’ BENXZIR(CRS)HEZRE,

Z%ETrident Protectdan S {TREIGY

AEEAGLITERERFZA. EFRRELEEATIHREEETEN L, RIEENITENERNZEX64 CPULE

EARM CPU. HITUTIE,



T &M FLinux amd64 CPURIIE{
R
1. & Trident Protectdn €17 R mEEH :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.02.0/tridentctl-protect-linux-amdé64

THIEAFLinux ARM64 CPURYIE{
R
1. F#Trident Protectsy <17 M :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.02.0/tridentctl-protect-linux-armé64

T#HIEAFMac amd64 CPURIEF
p
1. F#Trident Protectds <17 R B :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.02.0/tridentctl-protect-macos-amd64

T #EFAFMac ARM64 CPURYIE
B
1. F#Trident Protectsn <17 R EE
curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.02.0/tridentctl-protect-macos-armé64

1. JodfE G 4B FRATAUR |

chmod +x tridentctl-protect

2. BiatF T HEIHEFRIRETEPENNAE, FIW. /usr/bin 3 °/usr/local/bin(fEOJEERE
$EFtPrivileges):

cp ./tridentctl-protect /usr/local/bin/



il

3. TR LU M I X HEFEIEBRPHNEMIB, EXMIERT. BiHRIGEREFENREE
cp ./tridentctl-protect ~/bin/

@ BT RHREGERZRETEPNEMIE. EILUBIEEEMERANR tridentctl
protect RMBAIIEH “tridentctl-protecto

EFETridentin 1T R EEHEERD
& LUER N B iE 4 R R BhThREIRENE X IGHF ThRERY 1 ¥4 %58

p
1. RS ThREEEERERE:

tridentctl-protect help

B BE5ER

L Trident Protectan S1TSREEME. BRI R LS < EA BTN,
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Jibash shell2 A EEh5E
TIE
1. FH SRS

curl -L -0 https://github.com/NetApp/tridentctl-
protect/releases/download/25.02.0/tridentctl-completion.bash

2. ZXERPE—NHTERUSEZMZ:

mkdir -p ~/.bash/completions

3. B THMMIZATZENE "~/.bash/completions' B & :

mv tridentctl-completion.bash ~/.bash/completions/

4. BLITITHRME  ~/.bashrc £ B RIS

source ~/.bash/completions/tridentctl-completion.bash

NZ shellE A BTN
S
1. FESERIE

curl -L -0 https://github.com/NetApp/tridentctl-
protect/releases/download/25.02.0/tridentctl-completion.zsh

2. ZEERPUE— B RULE XA

mkdir -p ~/.zsh/completions

3. BT HMMIZATEENE "~/.zsh/completions' B R :

mv tridentctl-completion.zsh ~/.zsh/completions/

4. BLATITRME "~/ zprofile' £ B R RIS



=

source ~/.zsh/completions/tridentctl-completion.zsh

TxRshellZE RS, &0 LUERHAtrdentcd-protectiBifFAIar < B EITE Mo

B & X Trident ProtectZ it

el LI BE X Trident ProtecttiERIAECE .. LUK EE

}EE Trident Protecta 28

L Trident Protectfg. &8 LUERBECE X4 A Trident Protect B 2818 E
#lTrident Protecti®{F &5 ARVEE R R =,

p

ZRPRE

1. BIB— PR AXH resourcelimits. yamle

2. IRIEIEHIIFIEESR. A Trident Protect B 28HYA
UTRHEREXHERTARIRE. HE

JjobResources:

defaults:

limits:
cpu: 8000m
memory: 10000Mi
ephemeralStorage:

requests:
cpu: 100m
memory: 100Mi

ephemeralStorage:

resticVolumeBackup:
limits:
CpU. : mwn

nmnn

memory:

ephemeralStorage:

requests:

mn

cpu:

mnmn

memory:

ephemeralStorage:

resticVolumeRestore:
limits:

mwn

cpu:

mnmn

mww

nmn

mww

ZHIRRHo
R RRFIETURTEX (o
BEINHERRHRIEINME:

HREVREE Ko

\

\

BERRRS!

IR

ALY

B LT

11



nmn

memory:

mnw

ephemeralStorage:

requests:

mwn

cpu:

memory: ""

mw

ephemeralStorage:
kopiaVolumeBackup:
limits:
cpu: ""

mnmn

memory:

mww

ephemeralStorage:
requests:

Cpu . mwn
memory: ""

ephemeralStorage: ""

kopiaVolumeRestore:
limits:

cpu: ""

mn

memory :
ephemeralStorage: ""
requests:

mwn

cpu:

memory: ""

nmn

ephemeralStorage:

3. MAXHHRIE resourcelimits. yaml:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f resourcelLimits.yaml --reuse-values

BEXRE ETFTXAR

Z#Trident Protectfa. &0 LUERELE XHE Trident ProtectE28H90penShiftz e £ TR (SCC), XL
PR#%I}IRed Hat OpenShiftse B HEIPodE X 7 R 2 PRE,

TE
1. BIE— R AN sccconfig. yamlo
2. BscotARMEIX A, AEREFENBEERSH,

T RBIETRT SCCIEMS AR IME:

12



SCC:

create: true

name:

priority: 1

TERINTABT SCCIEWRISEN:

2
ellfe

name

Rk

3. MAXHHRIE sccconfig. yaml:

trident-protect-

Jjob

iER

HMEES I MUEIESCCER. R
EEIEEN true BHelnZE T
fZtriRopenshi ft MBS, A&
BliEScCcEIR “scc.create, Ul
RAR1EOpenShift EinfT, &M
2 scc.create I8BHN false
, MIARZBIREMRSCCEIR,

FEESCCHIR R,

EXSCCHITR. MiTRERS
HISCCRAEMTRBERIEMNSCCZ
AT,

E/NIN
true
Trident{RIPEAV

1

helm upgrade trident-protect netapp-trident-protect/trident-protect -f

sccconfig.yaml --reuse-values

IR RRAEE R A HIEE

BB sccconfig.yamlo

HTrident Protectfic ENetApp AutoSupporti¥i%

1&0] OB JiE R L B IR BB Lk Trident Protecti® £ EINetAppsz il HEZIF BRI Ao

BEENEARENAREER,

TR LURIEFEIFN

13



ffEReRIEEE
P$IE
1. A Trident Protectsz 3% 8 B R RIBEE:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect --set autoSupport.proxy=http://my.proxy.url
--reuse-values

FEEAL IR TR
I
1. API Tridentd@IERITLS Protect 136 HFEEBE AL S MRIRIEE:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect --set autoSupport.proxy=http://my.proxy.url
—--set autoSupport.insecure=true --reuse-values

B TridentRFPPodEFI A ET &

&0l LAEFAKubenetes nodeSelecte T3 AR RIRIE T AR BT HIMP L T5 R B ZHRIE 1T Trident Protect Pod,
FRINER T, Trident Protect{XPRFIETTLINUXEI T o SR LURIBHR E#H — & B E XX LERI,

R
1. QIE—1N B AN nodeSelectorConfig.yamlo

2. fnodeSelectorEWUARNEI XA, AFEAXELURNHENRT minsE. MTRIEFIRFERHEITIRE B
. AP ESRIAMRERAERE. Bt EXEMNAREFZ:

nodeSelector:
kubernetes.io/os: linux
region: us-west

app.kubernetes.io/name: mysqgl

3. MANXHHHIE nodeSelectorConfig. yaml:

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f nodeSelectorConfig.yaml --reuse-values

IR ES R RN HI IR A B IEE IR nodeSelectorConfig.yamlo

14



M4 HTrident Protect AutoSupportiB4f €l _t 1%

1@ 7T LAZ2 B3t %1894 H Trident Protect AutoSupportsz 3361 F 1%,

ZHABR . Trident Protect=WE R B F A IBE AT RE QIR BV RINetApp ZIFRFINZIFE B
() oEstenmrenREFNES. EITHEIMES, Tident ProtectaiS BRI LSS
15N tApp, BT LUBERT Fah 4 i 5 0 AT LRI,

ps
1. QIE—1N B AN autosupportconfig.yamlo
2. RAutoSupportiETURINEIX 4. ARRIEEIIFEE RIENSE.

LU RABIERT AutoSupportiEIIS R EAE :

autoSupport:
enabled: true

MR autoSupport.enabled IZRE AN “false, MEZAAutoSupportziF@EH L%,

3. MAXHHRIE autosupportconfig. yaml:

helm upgrade trident-protect netapp-trident-protect/trident-protect -f

autosupportconfig.yaml --reuse-values

E1IETrident Protect

EETrident{RIPIEAF 5 [A) 15 6

Trident ProtectfE & T A & 8i5R#EH(Role-Based Access Control. RBAC)
AKubelnetest®f!, ZRINIER . Trident Protectif it BN RS & T (8] R EL X BX I ZRIARR
S, MNRENALEBEFLZRAPIIFENTEE K. el LUERATrident Protect
HIRBACIHEE E FE = Hl 3 2= IR N8 2 FREY A 18]

SHEERBRATLIUFRIERIAGR T EPIAR trident—protec‘g\ el LUB R Efha & TiEl P EE

R BEFNEFENNARFNINE. EFERESHNROHRRRNNARERFFNZIXEL D,
FAR. AR ETEERINSRTERIZNYBREFHIEEECRS trident-protect. BHREENATRE

Fan R ia e N AIEFHIEEECRS (RIEWMER. ESEXKNNARFERNGATEREZNARZRF
HIEEECRS),

15
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trident-protect-generate-support-bundle.html
trident-protect-generate-support-bundle.html
trident-protect-generate-support-bundle.html
trident-protect-generate-support-bundle.html

SNEEERAREIARFIN Trident Protect B EX HIRM R, HAPEE:

* AppVault: FEFESDBREIEHE
@ * AutoSupportBundle: WEEiR. HEME BRI Trident Protect#iE
* *AutoSupportBundleSchedule: &I2HEUREITX!

FRRIEKE. 1B5EARBACIRT SR BNRAIN KRBV,

B XRBACIMAIEHI3 F R RAVIFRAIFEMEE, ESIA "Kubbernetes RBACS 14",
EXREBKPHER, 1E2N "KubbernetesfR 5K SRS,

. EEMARFBIHIEAR

fign. —MALNE—IEHEER. —HIERPN—HEHFERAF. SHEERNTAMUTES. UeIZ—NF
B, FFIES. TRRENEHARBRERRDES S B KENEIR.

15 R I HETEUEESMENER

‘I tIEa R =E. EUMEELDBRIR. AEFIERIEENIRXER IR,
p

1. A I2AREapR =

kubectl create ns engineering-ns
2. NEHALEHBTIE.

kubectl create ns marketing-ns

24 QUEMBIRSIKF, . UESES MR T RPHRRHITRE

TRIENE NG R TEEMFT—NRIARS K, . EENASERFIE— M RSHKF . WEERRESE
FEENMAZEE—F X5 Privileges.

p
1. RTIZECVERSK

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

16


https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

2. EHACIEIRS K

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

$£3%: A MNRIRSIKF eli2— &R
ARSI ZIRA T RRSIKA FHITRAWIE. NRMER. FTLURARIBRAE=R 61,

p
1. R ITERSIKF IE— A

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. NEHRSIKF EIEEA:

apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

%54 tliERoleBinding¥ R LU ClusterRole Xt R4 EIE MRS 1K -

L ETrident Protectit 2 A1 — PN ERIAMIClusterRole R, &7 LUEE 6172 F N FARoleBinding X &4&

It ClusterRole48E ZIIRSZ Ko

$IE
1. 3% ClusterRole4fE B TIEARS MK :

17



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. ¥4 ClusterRole48E ZIE ARSI

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

5§55 MR
MR 2 5 IE .

p
1. BIATRRAF A AR TERR:

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. WIATIZRF AR EHER:

18



kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get applications.protect.trident.netapp.io -n marketing-ns

$£6%: BT NtAppVaultit RBIiFIRIFR
BRITEMNRBREMIEEELS. SHEEATERZ MNEPET M AppVaultit R RN R,

p

1. BUEEHNAAppVaultFINZE S YAMLX . LIRS B P X AppVaultByihialiebR. Fla0. LU FCREEFAF
FFAppVaultdyifa) AR eng-user:

19



apiVersion: vl

data:

accessKeyID: <ID value>

secretAccessKey: <key value>

kind: Secret

metadata:

name: appvault-for-eng-user-only-secret

namespace:

type: Opaque

trident-protect

apiVersion: protect.trident.netapp.io/vl
kind: AppVault

metadata:

name: appvault-for-eng-user-only

namespace:

spec:

trident-protect # Trident protect system namespace

providerConfig:

azure:

accountName: ""
bucketName: ""

endpoint: ""

gcp:

bucketName: ""

projectID: ""

s3:

bucketName: testbucket
endpoint: 192.168.0.1:30000

secure:

"false"

skipCertValidation: "true"

providerCredentials:

accessKeyID:

valueFromSecret:

key:

name:

accessKeyID
appvault-for-eng-user-only-secret

secretAccessKey:

valueFromSecret:

key:

name:

secretAccessKey

appvault-for-eng-user-only-secret

providerType: GenericS3

2. QIEHNAMEBCR.

20
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. B3 H R FHRoleBinding CREUEANBRSBE ZIF Feng-user, 40:

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. I PRE B IEH.

a. RIANRERTERAppVault i RIES

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREFEMTFUTASRIREL:

21



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. Mt AP B S0 LUEREMB 1IE B GHIRIBYAppVault(s B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

TREFEMUTUATASRIRES:

yes

ﬁ:l:

ERHERT T AppVaulti PREV A F N iZBe S5 fE BN AIAppVaultt R T A2 R BUR EIRR(E. HEREERIE
DECRS R X ZIMNIERTIR. BRSBTS GHRBF IR,

BT TridentRIFZ R

B LU {FEAKube-state-metrics. Prometheusf1%5 s B IE2S R T B3R 45315 Trident
ProtectfRIPRYZ JREVIET TR,

Kube-state-metrics R 55 Bl @33 Kuber-netes APB{S £ 11T, EHEH 5Trident ProtectE & EARIRIHAE XIFIR
I:Fl I}_’iklu\mﬁ%'f;lu\o

Prometheus2— 1M TEE. oI BFiZENHKube-state-metrics ERVEIE. HIFHEMNE X XERRHNZ iR
B, Kube-state-metricsflPrometheus[E AR T —Fhi5iEEF Trident Protect B IERY R IRBVIEZI TR/ RADIR
SHAE,

R EIERE—INARSE. AJiEWRPrometheusH T ERZEMNER. HEEHERBIIERBENET.

XESRREASHNEENESNXATA; EFEXNEHITEEXUTEENFR. BXAEKIRA
MZH. BEIUTEANXE:

@ * "Kube-state-metrics 314"
* "Prometheus3 4"
° ll_laiu

1$ t»l:tll/-?""Iﬂ

E7ETrident Protectt B AR R KE. BEELREMAEEKube-state-metrics. Prometusf & BEE 225,
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https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager

Z3#EKube-state-metrics
& A] LIEFHelmZ 2 Kube-state-metricso
T

1. FiKube-state-metrics Helm&E &, 40:

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts

helm repo update

2. AHemBE RO E XA (180 metrics-config.yaml), EAILIRIBEIIMEBENX U T RAIECE:

23



3.

24

metrics-config.yaml: Kube-state-metrics HelImEIXRIC &

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

B ZEHelmBIR R LZEEKube-state-metrics, f5I40:



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

4. RBBARRYIH BAAD & Kube-state-metrics, LB Trident Protect{E AR B E X X BE K EEIELT "Kube-state-
metrics B E X HRIFEXE"S

%%t Prometheus

f&o] LU3E R A5 BAZ 3 Prometheus "Prometheus 4"

RETENEIES
TR IR R AR IR R E IR "I2R

F24: ERETRUMBIME
RERIETAR. ERERAERENDEIRE.

p

1. ¥%Kube-state-metrics 5Prometheus® i, ZFiEPrometheusBi®E X4 (prometheus . yaml)HHMMKube-
state-metricsfRSZ 15 2. 40:

prometheus.yaml: kube-state-metrics fR535 Prometheus B95E7K

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- job name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. figE&Prometheus U EIRISHTIZIREIERR, HiEPrometheusfi B X (prometheus . yaml)HARMLUT
=il
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https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
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https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml: [ Alertmanager &XiXZ#R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

ZR

PrometheusIR7E R] LA MKube-state-metricsUtEE 1617, H M EREERLEER. WE. EAUREMEZR
A& U IR R IENLE

$3% . RRELIRMERET
RXETARENDRTIFGE. EFRELEMAERNESLEURERNALEMAE.,

ERRG FHRK

UTREIEXT HNEEXRBFEHNRSIZRENSHWHEKMNEINRANT™EER Error. EAILBE XILRFIL
LEERVIFIE. HRBILLYAMLER S SEEMEE XM prometheus. yaml :

rules.yaml: EXKWEH Prometheus i

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: b5s
labels:
severity: critical
annotations:
summary: "Backup failed"
description: "A backup has failed."

RBEIREEREENREMBEREER

BEEXGHPIEEENNEE. SUREREESREENREMBELXBEN. FIaNE-Fuptr. PagerDty
« MicrosoftFIPA S EtiBHIARSS alertmanager. yamlo

UTRENGREEEIREESS. LUERSKE FEERXEN. ERBENIFEBEXIURE. ERILEANES
12 “api_url AEEIFIE R {E R AYSlackwebhook URL :

26



alertmanager.yaml: [ Slack & %X ZHR

data:
alertmanager.yaml: |
global:
resolve timeout: 5m
route:
receiver: 'slack-notifications'
receivers:
- name: 'slack-notifications'
slack configs:

- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’
send resolved: false

4 B Trident Protectz 156

iEid Trident Protect. BRI ALK B S X NetAppX2 56 AE RS E. HPaiER
KFTERNERNNARFIAS. BIFHHEIMEE. MREEEEE Internet. AT LAfE
FABE X #R(CR)X 4R 32#58 _E 12 EINetAppZ Fuh A (NSS),
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EACREIEZHE
B
1. BIEBEXZRCRXHHEEDRA (U0 trident-protect-support-bundle.yaml)o

2. RELUTREM:

° , metadata.name:(required )Itt BE X FRNRT, BAEHNIMEEEZE— M E—HSENR,

° spec.tiifik 28Type: (required) BFHERIIENEMZIHE. BERITHIEMZFFE. ITRIEUTC
BYEFR 12 R A IR4R B, FIRE(E:

* Btk
* Fop
° spec.ufE MBERBA: (AI BTFIRENEERZIFEERE LZTINetAppZFFit =, NRKE
TE, MBIAN false, AJHE(E:
= true
* false (ZRIN)
° spec.dataWindowStart: (7] i%t) RFC 33398 BHIFfH, IBEXFEFEENEIETON
FaR B EAFOETE], NERKIEE. MERIAN24/ 0\ 5T, EALEENREEOBIRZ7XA,

YAML5):

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. EFHIEMMEIER XS astra-support-bundle.yaml . WACR:

kubectl apply -f trident-protect-support-bundle.yaml

ERmLITRELIBEXFE
p

1. QIS IFE. BiESHHNESRAEHERNER. trigger-type WERBIUICIES AE, HE
EEHBEITRIRE T IERE], ATLIE "Manual 3 “Scheduled. PRINEE N Manualo

f5gn:



tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type>

4k Trident Protect

&R LU Trident ProtectAH 4R B &R, LRI ABHFTHEES B IRIEE.,
EFHLKTrident Protect. iBHITUTEE,

B

1. E#FTrident Helm7Z(&E:

helm repo update

2. #4KTrident Protect CRD:

helm upgrade trident-protect-crds netapp-trident-protect/trident-

protect-crds --version 100.2502.0 --namespace trident-protect

3. A& Trident Protect:

helm upgrade trident-protect netapp-trident-protect/trident-protect
—--version 100.2502.0 --namespace trident-protect

BEMERIFNARER

fE£ A Trident Protect AppVault3f & &85 £

FAF Trident Protectfy72(i& 47 E& B & X & TR(CR)# R AAppVault, AppVaultit R E77iE 57 E&HY
AR Kubarnetes TIER R T o AppVault CREESTERM. TREB. KRR E
FSnapMirrorE HIFERIFIRIEPERFME D ERFFIENERE, REEEG TR
AppVault,

EX R BREFRITHIRRIPIREN. BEEFHHERFSITEIEAppVault CR. FEAppVault CREEH BT
LEE 7 Trident ProtectfV5EEE ., AppVault CREFFETFEIVIAE; &r] LIER It mEm _EARGITENEIZEAppVault
CRSHIER,

FCE AppVaultS 4 3 IEAZ S

I AppVault CRZHl. EHEEMRRFTENAppVaultFEiE S o) T AR AR EREFEAEFREXZRHTSH
JIIE,
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SEB T TAFMEER]

7E{EFCRSE Trident Protectfp £ 1T R EEERIZZAppVault it KBS, EATLUEIRIER Trident ProtectEFIE &
FResticHlKoriafZfiEENMZZM B E X ZBKubernetestlZ, IR KRIEEZFA. Trident ProtectiF AN
5,

* F&holEE AppVault CR BY, fEFH spec.dataMoverPasswordSecretRef FEXIEE 2,
* f£A Trident Protect CLI Bl AppVault 3B, fEF "--data-mover-password-secret-ref 2 RISEBE,

IR EE M TR EFEZIDE A

ERUTRAIREZNER, CIZAppVaultlRES, A LERTrident ProtectEf Lb 2 SRR EUETS o) T A 770
T BRIk,

@ RIEPRERRNEIES S TR, ERFESAERH TRNBNEENA, Fla. NREEEE
FiRestic. FHERFFRFFTEEAKONIA. NELIEZ AT R e B 2 ResticZiT,

{#EECR

apiVersion: vl
data:
KOPIA PASSWORD: <base64-encoded-password>
RESTIC PASSWORD: <base64-encoded-password>
kind: Secret
metadata:
name: my-optional-data-mover-secret
namespace: trident-protect

type: Opaque

fEFACLI

kubectl create secret generic my-optional-data-mover-secret \
-—from-literal=KOPIA PASSWORD=<plain-text-password> \
--from-literal=RESTIC PASSWORD=<plain-text-password> \

-n trident-protect

S3 RAEME 1AM 1R
LITifRlS S3 FAMFME (740 Amazon S3. Generic S3) Bf, "StorageGRID S3", & "ONTAP S3"{#

F3 Trident (RFEY, EHEEZHRECIRMNVAATIERBREFEBFIRIINIR, UTE—TREERE, %R
FEA Trident (RIFIHIEIFAFRAVRARINIR, EAILORILRESN AT EIES S3 RBNFHERARERINAF.

30


https://docs.netapp.com/us-en/storagegrid/s3/index.html
https://docs.netapp.com/us-en/ontap/s3-config/

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:ListBucket",
"s3:DeleteObject"
1,

"Resource": "*"

BX Amazon S3 FRIEMEZE B, 15SH "Amazon S3 4",

SR MERAppVaultZh 4 pli )
TEXAppVault CREY, EFEEEEFTIEAENFREHIZEFEENER. RIERHEEFNTR. NEEERER

WA EEFRARRE. U TEZ MEHEFRIGTERENTA. ERIUERUTRANETREHEEHNENE
ellfEeeat

31


https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html

32

Google Cloud

kubectl create secret generic <secret-name> \
-—from-file=credentials=<mycreds-file.json> \
-n trident-protect

Amazon S3 (AWS)

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<amazon-s3-trident-protect-src-bucket
—-secret> \

-n trident-protect

Microsoft Azure

kubectl create secret generic <secret-name> \
-—-from-literal=accountKey=<secret-name> \
-n trident-protect

1B S3

kubectl create secret generic <secret-name> \
-—-from-literal=accessKeyID=<objectstorage—-accesskey> \
—-—from-literal=secretAccessKey=<generic-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

ONTAP S3

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—from-literal=secretAccessKey=<ontap-s3-trident-protect-src-bucket
—-secret> \

-n trident-protect

StorageGRID S3

kubectl create secret generic <secret-name> \
—-—from-literal=accessKeyID=<objectstorage—-accesskey> \
—-—from-literal=secretAccessKey=<storagegrid-s3-trident-protect-src
-bucket-secret> \

-n trident-protect



AppVaultt| &R0

T 28 MRHIZFRIAppVaultE Rl

AppVault CRRfI

ERILUER U FCRRFINE N SRERZF IZAppVault i Ko

* BRI LLUERIEE — 1 B & A FResticilKoriafZEENNZ A B E X 58 Kubernetes®$3, &
XIFEMER. BB BRI TEEEERB]

* ¥tFAmazon S3 (AWS) AppVaultit R, Er]LUEIFIEEsSessionThE. MRERESE
@ R(SSO)H#ITEHMIWIE. NILLHRIFEER, tTHRERNRHIZEFERZANCIENSIR
HERIAppVaultZ e 4 f R fllo
* XFS3 AppVaultiR. EEILUEZEERZE AN HIESIREREH ORIEURL
spec.providerConfig.S3.proxyURLe
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Google Cloud

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: gcp-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: GCP
providerConfig:
gcp:
bucketName: trident-protect-src-bucket
projectID: project-id
providerCredentials:
credentials:
valueFromSecret:
key: credentials
name: gcp-trident-protect-src-bucket-secret

Amazon S3 (AWS)



apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: amazon-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret
sessionToken:
valueFromSecret:
key: sessionToken

name: s3-secret

Microsoft Azure
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: azure-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: Azure
providerConfig:
azure:
accountName: account-name
bucketName: trident-protect-src-bucket
providerCredentials:
accountKey:
valueFromSecret:
key: accountKey
name: azure-trident-protect-src-bucket-secret

1BHA S3

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: generic-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: GenericS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey

name: s3-secret

ONTAP S3



apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: ontap-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: OntapS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

StorageGRID S3
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: storagegrid-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: StorageGridS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

£ Trident Protect@n < 1T EEIEAppVaultdy Rl
oI UIER U T a7 RE s S RFAS MeEEREIiEAppVault CRS,
* BRI LUERIEE — N E & AT ResticHllKoriafZEEMZ B B E X ZEEKubernetesZ 35, B
(D XEMEE. 15BN [BUER TAFEESR]

* XFS3 AppVaultit R, ERILLEZEERSH A HIESIMETEE HOfLEURL --proxy-url
<ip address:port>.
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Google Cloud

tridentctl-protect create vault GCP <vault-name> \

--bucket <mybucket> \

--project <my-gcp-project> \

--secret <secret-name>/credentials \
--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Amazon S3 (AWS)

tridentctl-protect create vault AWS <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Microsoft Azure

tridentctl-protect create vault Azure <vault-name> \

-—account <account-name> \

--bucket <bucket-name> \

--secret <secret-name> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

1B S3

tridentctl-protect create vault GenericS3 <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

ONTAP S3
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tridentctl-protect create vault OntapS3 <vault-name> \
—--bucket <bucket-name> \

——secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

StorageGRID S3

tridentctl-protect create vault StorageGridS3 <vault-name> \
--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

EEAppVaulti= 2
A AEA TridentRIPSSITREGE G EES XEEE LEIEMNAppVaultd REVE Bo

3
1. EEAppVaultIRHIAR

tridentctl-protect get appvaultcontent gcp-vault \
--show-resources all \

-n trident-protect

TG
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e T +
| CLUSTER | APP | TYPE
TIMESTAMP |
e pomm - e
o +

| | mysgl | snapshot
08-09 21:02:11 (UTC) |

| productionl | mysgl | snapshot
08-15 18:03:06 (UTC) |

| productionl | mysgl | snapshot
08-15 19:03:06 (UTC) |

| productionl | mysgl | snapshot
08-15 20:03:06 (UTC) |

| productionl | mysgl | backup
08-15 18:04:25 (UTC) |

| productionl | mysgl | backup
08-15 19:03:30 (UTC) |

| productionl | mysgl | backup
08-15 20:04:21 (UTC) |

| productionl | mysgl | backup
08-09 22:25:13 (UTC) |
| | mysgl | backup
08-09 21:02:52 (UTC) |

NAME

mysnap

hourly-e7db6-20240815180300

hourly-e7db6-20240815190300

hourly-e7db6-20240815200300

hourly-e7db6-20240815180300

hourly-e7db6-20240815190300

hourly-e7db6-20240815200300

mybackupb

mybackup

2. (A% BEE S MNEERENAppVaultPath, EEBITE --show-pathso

2B 7ETrident Protect HelmREHRIETE 7B ZNAY, IWRE—FIPRERHL A TH, F0:

clusterName=productionlo

fiERAppVault

&) LABERS PR AppVaultid KR o

2024-

2024-

2024-

2024-

2024-

2024-

2024-

2024-

2024-

--set

@ EMBRAppVaulty TR Z 8. 187 “finalizers' fifFAppVault CREPHIZEE, WNRXIFM. AId
HAppVaultZFED ERP B R BEIE. £EPSEMIMNIIE R,

Fiaz Al

R ERIERZERFRRIAppVault IEFE ERBFRE REBMEHCRS,

B
B

A
PN

=]
~F
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£ Kubbernetesii <17 R EMIBRAppVault
1. WIBRAppVaultxt &R, Eift “appvault-name’ AEMIFRHIAppVaultit RAIZFR

kubectl delete appvault <appvault-name> \

-n trident-protect

£ Trident Protectin <175 EfIFRAppVault
1. IBRAppVaultiR. &t "appvault-name’ I EMRIFRAIAppVault T REIZ R :

tridentctl-protect delete appvault <appvault-name> \
-n trident-protect

fEFATrident ProtectE X BEEIENN FHIEF

1&a] L@ 62 N AR F CRAIX B A Trident Vault CRE X EfEFAAppProtect 5 IRAI L
Fﬁ%EEr_o

tZAppVault CR

BEECE—1AppVault CR. LUMETEX N BRI TEIEFRIPIR(ENER. #EAppVault CREERHZIELRE
T Trident Protectf95£8% L, AppVault CREFE T ERIIFIR; BXAppVault CRSEIRA. EE W " AppVaultBE X
Al "

EX N FRER

BEETE X EFHTrident ProtectB B EMN AER. EALUEE FaneliE N AR CRIFE A Trident Protect
mYITREREXEEEBMNN BER,
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EACRAMN AER
B
1. I BRI FCRY 4!
a. BIEBENERCRIXHHIGHEME(FII maria-app.yaml)o
b. BB TEM:

* metadata.name:(required )N BIERFBEXZRENET. FIREEZFENBIR. ERFRIPIRE
FREEMCRY 4= 5| AItE,

* . spec.includedNamespaces:(required )F & =B F NS 1R 285 E N FHIEFE R
ZXEMER. MNARFGATENAB TR, mZIXFRE0EN. JRTFHESNE
Ein & TE AR,

* . spec.includedClusterScopedResources:(F] % )FERALLEMHIEEEGSENBEFEXF
HEESEER R, BN AFERIERRIA. R, MHEMFERIEFXLERR,

* groupVersionKind: (required{8 € EECREIZRAVAPIZA. hRZASFIZEEL,
* labelSelecter: (7] 1%&)RIBEEEEER R RIS X H 1 TH%E.

* , metadata.annotations.protect.trident.netapp.io/skip-vm-freeze: (7] i%) AR E(GER T M
EAWLE XN R, BIaNEKubeVIrtiF B, XHRATERBZHNRG. BELNERER
EEAUEREBIREE NGRS, NRIZEHtrue. NNBAEFERIEESEIEE. HAIER
BHABIEANXH RS, tNRIGENfalse. MNAEFEZEEEIEE. HEAXGRAITEIRRE

HRIBLARLS, WNRISE TS, ENARFEXFEEML. WRBIRIRE, WRKRIEE
» NN AEFRFER" 2F TridentfRIFAEIZE",

MRERETCENARFENALRE. AJUERU TSRS

kubectl annotate application -n <application CR namespace> <application CR
name> protect.trident.netapp.io/skip-vm-freeze="true"
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-+

YAML7= 52

+

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
annotations:
protect.trident.netapp.io/skip-vm-freeze: "false"
name: my-app-name
namespace: my-app-namespace
spec:
includedNamespaces:
- namespace: namespace-1
labelSelector:
matchLabels:
app: example-app
- namespace: namespace-2
labelSelector:
matchLabels:
app: another-example-app
includedClusterScopedResources:
- groupVersionKind:
group: rbac.authorization.k8s.io
kind: ClusterRole
version: vl
labelSelector:
matchLabels:
mylabel: test

1. Q2N BIZFCRULEERIFRG. ENACR, Hli0:

kubectl apply -f maria-app.yaml

p

1. ERAUTIAIZ—RIRHNARARFENX. BESHNEBRATIFETNES. ERLUERESSH

FRYIRMR OISR ERNSHENBIZFE X P EER RN ZER.

TR LLERE SN AR FNERIERIEENARF B S AT IERIBIEEAX RS, X{NERT
MEIHE X IR . BIENTEKubeVIrtiRIEHR, XHERFERBZANFS. WIRBITIREN
true, WAEFRZBREFEIRE, HAERBHESEAXAZRS, NRKHIKEN false, NEA
EFRERREFEIRE, FEAXHRASSERREAEALS, MREANE. ENAREFREXFEEEDN
. MBEATE, WRAERNE, WNAREFRFER 2E TridentRIPFFLSIZE"S
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EEGHEGSTRECENBREFNEERE. FJUERIRE. --annotation
° BIENBREFRFHERAXHFRAEEITHNERIRE:

tridentctl-protect create application <my new app Ccr name>
-—-namespaces <namespaces_ to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace>

° QIENAREFHAXGREFETHEES N AREFRE:

tridentctl-protect create application <my new app cr name>
--namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace> --annotation protect.trident.netapp.io/skip-vm-freeze
=<"true"|"false">

{E A Trident Protect{®iF N FHTIEF

ERI LB A B o fRiPERES I
*EE}_‘_O

ZIRBINZ 9K {FIPTrident ProtectEIEMETE N B

@ & B LA Trident ProtectBt & AT IR RIPIRIERRBIRGMEUE RE XS R, "4 T fEUfAIfE
FiTrident Protectft & X 4 RFURLE"(RX)

BIEBIRFIRIR
AT LAY BRI TR R AR

@ RENBRRFEX TR BT EESCENER. HEXERFESIBT EANAEFBRIR.
MR EFREIEEER. R TEF,
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fEFICRAIEERER
B
1. SIBBEEXFRCRNEHBEESEZ N trident-protect-snapshot-cr.yamlo
2. ERIEMIX M. EEBEUTREM:
° » metadata.name:(required )Itt BE X FRNRT, BAENIMEEEZE— M E—HSENRTR,
° spec.applicationRef: EIiZRIBHIRN FTZFHIKubernetes# #F.
° spec.appVaultRef: (required)N1ZfEIRIBRE (FTEHRE)BIAppVaultiy 2 R,
° spec.relaimPolicy: (7] i%&)E X HIFRIREBCRETIREREIAppArchive= R EHAER. XEKE, B
BB, REH Retain MR, BROEMR:
* Retain (ZRIN)

" Delete

apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
reclaimPolicy: Delete

3. FHIEMMEIEZXMH/G trident-protect-snapshot-cr.yaml « MACR:

kubectl apply -f trident-protect-snapshot-cr.yaml

ERLITRELIRRE
p
1. BUIEIRER. BIESHNEBRALIMERNES. Flm:

tridentctl-protect create snapshot <my snapshot name> --appvault
<my appvault name> --app <name of app to snapshot> -n
<application namespace>

BIERFBEN
&) ARG & 1 R T
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@ NRAENAERFEXFRHS A TR CENRR. NEXERRSIB T EANARERFS
MR XLEFREEEED. RIBHER,

FaZ Al
FTRAWS 15 < R EIHARY (8] & LU IT KBS BIE1TRISSE (1R (F. IR hEEFMIRIFHRELI . NHRIER]

RERRI

* BXROEHISIESHIEENERIFAEE. BEW "AWS APISZE",
ﬁ;&AWSJ\/}_ EE?EEIJ-IE':QHL: AN .lﬁ%JL: AWS |AMSZ*§ o
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FFACREIESEH
TE
1. SIEBEEXFRCRXGHBEESEZ N trident-protect-backup-cr.yamlo

2. ERIENXHH. BEUTREMS:

° » metadata.name:(required )Itt BE X FRNRT, BAENIMEEEZE— M E—HSENRTR,
° spec.applicationRef: (required)E&F 3 HIN FFZFHIKubernetes# #F.
° spec.appVaultRef: (required)RTFEE 1D AEBIAppVaultiy & FFo
° spec.dataMover: (F] i&)—1NFRE, BTATENRIENEH IR, JREEIANE):
* Restic
* Kopia (EXIN)
° spic.relaimPolicy: (7] 1&)ENX T MNERERIBEFEREDINLZEHARR. AJ8EE:
" Delete
* Retain (ZRIN)
° T’_;Ec&sﬂnapshotRef: (7] %) ERESMIFENIREBINRZIR. MRARELLSEH. N2eEME%

YAMLA

apiVersion: protect.trident.netapp.io/vl
kind: Backup
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
dataMover: Kopia

3. FHIEHMNEERXHE trident-protect-backup-cr.yaml .\ N FCR:

kubectl apply -f trident-protect-backup-cr.yaml

ERmLITRELIBEE N
p
1. &G, BESHNEBRATIMERNES. .
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tridentctl-protect create backup <my backup name> --appvault <my-
vault-name> --app <name of app to back up> --data-mover
<Kopia or Restic> -n <application namespace>

BIZHURRIP TR

RIFERBOBTIZE XAV IR IRIR, SOUXMERFRIPFNARER. ERILUERS/NY, X, SANSAE
EIREBM &R, FEAIUEEERENEIZE

@ NRENARERFEX RSB TR CENFR. EXERRIB T EHANAEFGHRIR.
MR XLEFREEEED. RIEBHER,

FaZ Al
HIRAWS =& < R EIHARY B8 LI ITEAIKET EIZITRIS3E 1R (F. MR LSHEEEMIR(ERRET . NHIR(ER]

RERRIM

* BXROELAIEEEIENERIFAEE. BB W "AWS APIXE",
* BXRAWSHREENVIFAEE. IEEL "AWS IAMSHE"
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fEFCRAIEE TR
B
1. SIEBEXZRCR)XHHIFHEMBAN trident-protect-schedule-cr.yamlo
2. ERIEMIX . BEUTREY:
° » metadata.name:(required )Itt BE X FRNRT, BAENIMEEEZE— M E—HSENRTR,
° spec.dataMover: (7] i&)—NFRE, BTATEMRIENEH IR, AJREERDANE):
* Restic
* Kopia (EXIN)
° spec.applicationRef: E&F{HHIN BIERFBIKubernetes® #fo
° spec.appVaultRef: (required)N1FE&E N ABIAppVaultdyZ FFo
° *spec.backupretention *: EREBHNEFHNH . SRIAFNEIREMFD.
° *spec.snapshotretention *: E{RERVIREBE, SRIAALNEIZERIRE,
° . spec.granularity: It XIBNEI TR, FIgEEUMMNENXREXFE:
* Hourly (EREIETE spec.minute)
* Daily (BXRIEIETE spec.minute ] “spec.hour)
* Weekly (BREIETE spec.minute, spec.hour, # spec.dayOfiieek)
* Monthly (EXEHETE spec.minute, spec.hour, # spec.dayOfMonth)
* Custom
° spec.dayOfMonth: (7]i%) HRINIETHIAMGEE (1-31) . WRKEIREN Monthlye
° spec.dayOfWeek: (%) ItXIRGEITRIEHRA/L (0-7) o B0 7 RAEHH, NRNEILE

A Weeklyo
° spec.hour: (Ai%) IHRINIETTAY/NBYER (0-23) . SIRKEIRE N Daily, Weekly, E
Monthlyo

° spec.minute: (A]i%) HXIRGEITEI/NESFEISDEFER (0-59) o WRKNEIREN Hourly,
Daily, Weekly, BZ%& Monthlyo



apiVersion: protect.trident.netapp.io/vl

kind: Schedule

metadata:
namespace: my-app-namespace
name: my-cr-name

spec:
dataMover: Kopia
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "15"
snapshotRetention: "15"
granularity: Monthly
dayOfMonth: "1"
dayOfwWeek: "O"
hour: "O"

minute: "O"

3. FHIEMMEIEZRXM/G trident-protect-schedule-cr.yaml « NACR:

kubectl apply -f trident-protect-schedule-cr.yaml

EAsLTREIZITL
p
1. I RIFIHR. RIESFREBRAEIFREFHNER. Fa:

@ &R LUEA “tridentctl-protect create schedule --help & It ss S HIFAEEE R,

tridentctl-protect create schedule <my schedule name> --appvault

<my appvault name> --app <name of app to snapshot> --backup
-retention <how many backups to retain> --data-mover
<Kopia or Restic> --day-of-month <day of month to run schedule>
--day-of-week <day of month to run schedule> --granularity
<frequency to run> --hour <hour of day to run> --minute
<minute of hour to run> --recurrence-rule <recurrence> --snapshot
-retention <how many snapshots to retain> -n <application namespace>

TIBRIRAR
R B R EN IR IRIR IR TR,
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p
1. MRS IRERKEXAIIRERCR

kubectl delete snapshot <snapshot name> -n my-app-namespace

illES= v
BT BREN RSN TIRFED,

p
1. MRS &0 XEXAEICR:

kubectl delete backup <backup name> -n my-app-namespace

QEENMRIERVIATS
ERILMERS LTI EIEEH#T. BRMIKRMBEMHRIFRRT.

p
1. ERUTaHLNREMIREIRS. BESTHEBRAFRTHESR:

kubectl get backup -n <namespace name> <my backup cr name> -o jsonpath
='{.status}'

7Jazure-ANF-files (NetApp)iEfEE A& HIER

MRIEE R ETrident Protect. MIAT LS A azure-files-files NetApp7Zfi&2E H £ Trident 24.06 2 Bi S 2MITZ(E/S
ImE AT ATENEMMERINEE. LINEEERFNFSv4AE. A bBAREMANEIMSIEL,

ez Al
RHE U TEKX:

* BB R % Trident Protect,
* ZB7ETrident Protecth E X N AERF. TETHRIIREL B ZA. LW AERFIRIPIIEERZ R,
* &8 azure-netapp-files EEENFERIHRIEIAEES,
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RFFLLT RECED B

1. ANRANFEZTEFARETrident 24. 107 FItIEEAY. IETETridentd R HIT LT IR1E:
a. AE PEFazure-pv-files B 5N A 2 XELHINetApp/E FASnapshotB % :

tridentctl update volume <pv name> --snapshot-dir=true -n trident

b. HI\BAENXEXPVEHSnapshotBH:

tridentctl get volume <pv name> -n trident -o yaml | grep
snapshotDir

Mie) &7 :

snapshotDirectory: "true"

+
NRKRBARIBER. Trident ProtectiiEEEMEMNTIRE. IR EE NIRRT IRN SAEET
M=E, EXMERT. FHERDTELTEEBHAIATEREIZSEENHNEXNIERBIRE &,

#R
N RTER B ESIFER Trident Protect#T&HMER. S 1MPVCERMEEMNARZFBTFEHMRE.

{EB Trident ProtectiX =N FHIZF

,@EJU\@}EETrident Protect A\IRRIGENEIERN 2T, KNARFEREIE S8, M
WA REHITEFRREREZER,

@ ERNAEFE. NiZNBIEFEENFMERITESHREEZNAIEFER, NREFEERER
TEH. WesEEREEFBEIET.

TR R IRERRIEIRY B RN EAARE
TEIRRANK R SIR(ERRE. Biran & TR PRARENITES SR E TR PR E MR EAEILES, AN

Rep AT AR ERSBRTEPAEFERNESITE. HABSEEFENEANESITE. UES R ERHE
ILES, XEFET Bines R =R LRSS ERIF A Eo

WRE(FEFRed Hat OpenShift. 5SS EFRG R TEREEOpenShiftifE PRI X BIER, i
TialRE Al RIE R RIPodiEEOpenShiftZ £ _E T XLIR(SCC)E X BN L LEiE. #H
AIfESENRAIFMNER FiFNE. BXFEHAESE, 1F5H "OpenShiftZ e £ FXYIHRE"

ERITRR R PR BIRIEZ . R LUEE 1€ B KubornetestF BT 23R [ 1L BiRa & SR P S EILERE
7 RESTORE_SKIP NAMESPACE ANNOTATIONS. fjlg:
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kubectl set env -n trident-protect deploy/trident-protect-controller-
manager

RESTORE SKIP NAMESPACE ANNOTATIONS=<annotation key to skip 1>,<annotation
key to skip 2>

MREERTERSHHeMZEREN BER, WESMIRERIHAIT --create-namespace " FFHAIE “name,
ERRHMPERTELIZED . Trident Protect2 B IATE EFIZIBFH R TiE. BINREGBTEFHNESFEGR
FELiE. MEHEEHFABMGETEE, NRLESEGRTEALE. NSKBESHE BirHnETiE).
MAREZEEAER,

Nl

UTRBERT —NEMBEmRRTE. 81 aITREHEETRNTENNEG, T UEEBirnRTaER
ERERRES. URARENREE B R R A S HEE T

FEPITIE R FERR BRI EZ /0
TRRAT PITIE RN BRI EZ ARG BAR2 R EHIRES:

* drE. X/ "TRUE"

* #7E.One/E: "TRUE"

s FRE=NIN: "false"

& Zians-2 (B1F)

ERIBEZ R

TRERT RRIEERBEREEROIBFHRZEEIRS. B

‘name FrE EEFMUSE Birm & T8 IThg:

BRI o
B TiEns-2 (Btr)  © #rE.One/f#: "updatedvalue"

* tnE. W/ "TRUE"

* FRE=NIN: "false”

MEDEREIEHthan & =(a]

R TIE oE Lrivos
& ZEns-1 (GF) * t5£.0ne/#: "updatedvalue" * INE=47=

* SFMME=HIPAA

* name=nS-1

* Role=database

ANFELEER, FERRERES. HH

oy

* name=nS-2
* EHME=HIPAA
* IMR=4r=

* Role=database

fEABackupRestore CREEFNERFIE MR TIERY. Trident Protect=2 ¥ N i F R R B Fan
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ERINAREFLIZNAREFCR, BRIFEERNNARER. HOIERTEMHHRK. HEFIERP L.



@ REMTRFIAGIERRNEMG R TEFZERSEN RN FELZRMRHEATER.
REMFFABERR. BRFHERCIZBmRZTE. HERFFOEREIFHHR=E,

FaZ Al

HIRAWS 215 < R EIHARY (8] & LU IT KIS BIE1TRISSIE R IR(F. MR ShEEIE/RIZFHRIELT AR, MHR(ER]
CE= SIS

* BXROEHISIESHIEENERIFAEE. BEW "AWS APISZE",
ﬁ;&AWSJ\/}_ EE?EE,J-IE':QHL: AN .lﬁ%JL: AWS |AMSZ*§ o

EERKoriatF A EIBS I TREERF NI, EAILUREFEECRIIEEINE. WAl IFERGSITR
EiEHIKoriafEAMN EFENITN. BXAEERTNFMRER. HEW "~iE" ﬁ?éﬁﬁﬁTrldent
Protectan TR EBEINERNIFMER. A tridentctl-protect create --help an <,
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fEFACR
B
1. SIEBEEXEZRCRIXGHBEESEN trident-protect-backup-restore-cr.yamlo

2. FRIEBHIX . EEBEUTEM:
° ., metadata.name:(required It BTE X RBENRTR; BAEHIFREEFE—H—HSENBT,

° spec.appArchivePath: AppVaulth7EEFD AT, EAILUERU TaRLSERLERER:

kubectl get backups <BACKUP NAME> -n my-app-namespace =-o
jsonpath="'{.status.appArchivePath}"'

° spec.appVaultRef: (required)TZEHPHNBRIAppVaultdy &R,

° . spec.namespaceMapping: X RIR(EHVIRRE a2 Binds 2 T EHMREY, &M "my-
destination-namespace &t "my-source-namespace NEIFIEFRAE E,

° spec.storageClassMapping: IFEIZ(ERVRFEMELEI BInEE00MREY, A
“sourceStorageClass' &1t “destinationStorageClass' A& IEHHIE 2o

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:

name: my-cr-name

namespace: my-destination-namespace

annotations: # Optional annotations for Kopia data mover

protect.trident.netapp.io/kopia-content-cache-size-limit-mb:
"1000"
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

namespaceMapping: [{"source":
"destination": "my-destination-namespace"}]

"my-source-namespace",

storageClassMapping:
destination: "${destinationStorageClass}"

source: "S{sourceStorageClass}"

3. (A EMIRAFEERERFENNAEFNRELTR. HRNEETHREE R ER SRR R

Trident Protectx HEhZFERE LR R, AARLERRSEEEFENTRZBIFTXR. Fl
©) . MREEEIAILERIAR. B SRS KBEIOPOD. iTrident Protectts
T RXE.HIPOD,

> resourceFilter.resourceSourcedionCritera: (7% E )@Fﬁ‘Include‘JZ@EjZ‘Exclude‘HH‘%
KRCAEEEFPEX AR, H1LL FresourceMatchers23 LUE X B EIES HIBRHI R IR
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* resourceFilter.resourceMatcher: resourceMatcherdt R #4H, WRITUEAFEN ZNTE
éEEﬂ‘]JI?WF?UOR?;T%T’Ei&ﬁIEEE, FNTERCER. M3 RE)PHFEIGEIANDIR{EHITIT

* resourceMatcher[].group: (7] i%)EHIENZRIRAE,

al
=

* resourceMatcher[].names: (7] i%&)E fiEHIZIRRIKUbernetes metadata.nameFEEHHY

B Mo
* resourceMatcher[].namespies: (F] ift)E kAR IRHIKubernetes metadata.name= £
PR =iE,

* *resourceMatcher(].labelSelectors *: (7] i%&)& JRAIKubernetes metadata.name= E&AIHR
FRFSRFRIE, WHPAENX "Kubernetes 314", FIg0:

"trident.netapp.io/os=1linux".

f5lan:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=1linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=1linux"]

4. FHAEMHMNEEREFZXHE trident-protect-backup-restore-cr.yaml « MFCR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

fEFACLI
TIg

1. BEMTERIEtds B8], BIESHHESRAFEDRIEE, It namespace-mapping S4{ER
B S DRNERFBEENEESME M AR ERBEIrEDR “sourcel:dest1,source2:dest2' &, 40:


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
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tridentctl-protect create backuprestore <my restore name> \
—--backup <backup namespace>/<backup to restore> \
--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>

MEMDEREIRIAE R (8]
&) ABER K & 1903E

7

RERGE R =6,

FriaZ Al
HRAWSRIE S hE R HARY 8] @ LI T K BT [BliZ 1TV S3E R 181, R LETERRIRIERRETEA. WIR(ER]
RE= R,

* BXRNBLHAIRIETHEIENENFEAES. ESN "AWS APISIE",

ﬁ;éAWSJ\/ {EJ:EE’JﬁQE{DIL‘\\ 1ﬁ L "AWS |AMS(1t "o

EFERKoriatF AR TAEXRREH . EaILUARECRPIEERE. WalUERHLSITR
mEiEHIKoriafE AN EFENITH. BXARERTNFMAER. BESN "Y' BXERTrident
Protectan 1T EEEINEIIFMER . 1B tridentctl-protect create --help'an <,
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fEFACR
B
1. BIEBEXNZRCRXHHEEMBN trident-protect-backup-ipr-cr.yamlo

2. ERIENXHH. BEUTREMS:

° ., metadata.name:(required It BEX RBFENZTR; BEAENIFREEFE—H—HSENBT,
° spec.appArchivePath: AppVaulth7EEFRD AT, EIUERU T RLSERLERR:

kubectl get backups <BACKUP NAME> -n my-app-namespace =-o
jsonpath="'{.status.appArchivePath}"'

° spec.appVaultRef: (required)TZEHPHNBRIAppVaultdy &R,

fB4n:

apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:

name: my-cr-name

namespace: my-app-namespace

annotations: # Optional annotations for Kopia data mover

protect.trident.netapp.io/kopia-content-cache-size-limit-mb:
"1000"
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

3. (A MMIRAFEXBRERFENNARFNELTR. HRNEETHREERER SRR RAYTHE

Trident Protect& EIEIER R AR, FNXLEARSEEEN DR AFELR. 6
O . MREERANEERRIAR, FELARAFRELIPOD, WTrident Protectt

780

R EXEXAIPOD,

° resourceFilter.resourceSourcedionCritera: (Jfi%ERIZE )TEFH‘Include‘:ﬁ"@,a_l?,‘Exclude‘HH‘%
HBRLEEREFETEXNER, HIMU TresourceMatchers2 5 LUE X B IS HIRE IR

* resourceFilter.resourceMatcher: resourceMatcherdt &40, WMNRFMHIAFEN ZNTE
, SITBERAORIREHITINE, SR, M3 RA)PHFEBENANDIRIEHRITIT

fico
* resourceMatcher[].group: (7] i%)EHiENHRIRENE,

* resourceMatcher[].KIND: (7] i%)Ef&rIE RS
* resourceMatcher[].version: (7] i%&)E LI Z RhRZS,
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* resourceMatcher[].names: (7] i&)ZEHIERZTRIIKubernetes metadata.nameF &+ HY

= i
* resourceMatcher[].namespies: (7] if)EfERI AR IRHIKubernetes metadata.name £
PR =iE,

* *resourceMatcher(].labelSelectors *: (7] i) JREHIKubernetes metadata.name= E&REIHR
FRIESRFRIE, WHFAENX "Kubernetes 314", FIg0:

"trident.netapp.io/os=1inux",

f5an:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. FRIEHWMNEIERXHE/S trident-protect-backup-ipr-cr.yaml . MFACR:

kubectl apply -f trident-protect-backup-ipr-cr.yaml

fEFCLI
T

1. BEMERIFEBHRETE. BESTHNEBRAFERNER, backup BHERARIANGET
EFIEZDBIR <namespace>/<name>, FIg0:

/.

tridentctl-protect create backupinplacerestore <my restore name> \
--backup <namespace/backup to restore> \
-n <application namespace>


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
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MEIDIEREIH 5%
NRFREFLIAE. ERILEENTREIEMEE,

EERKoriatF A IR TARREM . Bl LUAEECRPIEERE. WelUERHSITR
EiEHIKoriafE AN EFENTT N, BXAIKERTNFRER. BESN "4 BXERMTrident
Protectan 1T R EBEINEINIFMER . 1EEA tridentctl-protect create --help an <,

FaZ Al
HtR# R A T RiR M.

* BAREEIE L& Trident Protects,
* BRI LU0 S EE S BVREEERBIAppVaulthy 73 ER B’ 12,

* RIRAWSRIE S FEEHARY Bl UPITIERIK BT RIE(E, MRSHEERRIEERRETHER. MiR(EA]

BE= KMo
° BRINEHASIETHEIINERIFEER. BB "AWS APISHE",
E%AWSJ\/ EE?EEIJ-ﬁéQHMn AN 1ﬁ%)u 'AWS S‘Z*é o

g
1. £ Trident Protectin 1T R EHEAHICZE BAr&EEE _EAppVault CREYR] A :

tridentctl-protect get appvault --context <destination cluster name>

(D) ®EREFER LEEATURRFIRISE S,

2. M\BIrEEERTHAppVaultIE R AR

tridentctl-protect get appvaultcontent <appvault name> \
--show-resources backup \

--show-paths \

-—-context <destination cluster name>

BT e L A2 RAppVault PRI A& BEERIGER. NN ARERFRIR. BB IR,
Tl
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e b +

| CLUSTER | APP | TYPE | NAME TIMESTAMP
| PATH |

e fomm - tomm - o
o tom e +

| productionl | wordpress | backup | wordpress-bkup-1| 2024-10-30
08:37:40 (UTC) | backuppathl |

| productionl | wordpress | backup | wordpress-bkup-2| 2024-10-30
08:37:40 (UTC) | backuppath2 |

3. fEFAppVault& FRFAIER R AIEF TR BAnsER:



fEFACR
1. SIEBEEXFZRCRXNGHBEESE N trident-protect-backup-restore-cr.yamlo
2. ERIEMIX . REEUTREM:

° » metadata.name:(required )Lt BE X FRNET, BAENIMEEEZE— M E—HSENET,
° spec.appVaultRef: (required)TZEHPHNBRIAppVaultdy &R,
° spec.appArchivePath: AppVaulth7EEFRN AT, ERIUERU TRSERLERER:

kubectl get backups <BACKUP NAME> -n my-app-hamespace =-o
Jjsonpath="'{.status.appArchivePath}"'

()  mEBackupRestore CRAFIA. BAILUEAS B2 RREHSEEENNE,

° . spec.namespaceMapping:iF/FIE(ERRAr 2 =82 B inen 2 = EIRVIREY, 3 "my-
destination-namespace &1t “my-source- namespace ﬁf@iﬁﬂqﬂﬂ’ﬂg,@\o

f54n:

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
annotations: # Optional annotations for Kopia data mover

protect.trident.netapp.io/kopia-content-cache-size-limit-mb:
"1000"

spec:
appVaultRef: appvault-name
appArchivePath: my-backup-path

namespaceMapping: [{"source": "my-source-namespace", "
destination": "my-destination-namespace"}]

3. ERIEMMEIER XS trident-protect-backup-restore-cr.yaml « MACR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

fEFACLI

1. ERUTHRLERNAER. BESHHEBRANFRPNER. SRTERNSHERE SSRGS

ZT e Ed R T EME B IERBiran B =iEl. I ISOURCE1: dest1. Source2: dest2, 54N
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tridentctl-protect create backuprestore <restore name> \
--namespace-mapping <source to destination namespace mapping> \
--—appvault <appvault name> \

--path <backup path> \

--context <destination cluster name> \

-n <application namespace>

MIRIRE R EI ELfthan & == (8]

B U ER BENX AL (CR)S'(#FM’HE,E!’?{ SEHURIRRR HEMe R T Iﬁ—lﬁiﬁﬁé‘ﬁnp% Si8l, {#FSnapshotRestore
CRERBIAFEI EH s B =TiEEf. Trident Protect= N AEEF AR EIFFRTEF. HAERRNNRAERFCIZE
N HEEFCR, BFRIFELRRNNEER. BUERESHIIRE. HEHIERFITE,

Faz Al

HRIRAWS =& < EIRARY B & LI ITEAI KBS EIZ1TRISSIE /R IB(F. MRS HEEEFIR(ERRET . NiR(FR]
CF=E S

* BXARNBYURIRIESHEIIEANEMEMAEE. BB "AWS APISHE",
* BXRAWSEFEEREMVIFHAEE. FSN "AWS IAMZHE",
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fEFACR
B
1. QBB EXFRCRNEHBEESEZ N trident-protect-snapshot-restore-cr.yamlo

2. ERIENXHH. BEUTREM:

° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appVaultRef: (required)TZfi&IRIRANBRIAppVaultdy &R,
° spec.appArchivePath: AppVault7ZEREBABTHEERR, ERIUERU THRLSERLERE:

kubectl get snapshots <SNAPHOT NAME> -n my-app-namespace -0
Jjsonpath="'{.status.appArchivePath}'

° . spec.namespaceMapping: iR RIR(EHVIRR R TEE| Binds 2 T EHMREY, &M "my-
destination-namespace &t "my-source-namespace NZIFIEFRAE B,

° spec.storageClassMapping: IFEIZ{(ERVRIFEMELEI BIinEE00MREY, A
“sourceStorageClass' &1t “destinationStorageClass’ AEFIEHHIE 2o

iX “storageClassMapping’ B 14X TE R 34 B 14 FN3h 2 14 2R B 3a Y StorageCIass EdzE
()  iEmEEES. MRBEZRWES StrageClass MBERRRNEEEH, NI
TR IR BRI,

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path
namespaceMapping: [{"source": "my-source-namespace", "
destination": "my-destination-namespace"}]
storageClassMapping:
destination: "${destinationStorageClass}"

source: "S${sourceStorageClass}"

3. (A BMMIRAFERBRERFENNARFNELTR. HRNEETHIREE R ER SR RIRATRE:

Trident Protect EIFIARRE AR, FAXEARSEAEN AR AEELR. 6
O . WREERAALEBRAR, HERARAFREIPOD. WTrident Protectt
SFRXBHIPOD,
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° resourceFilter.resourceSourcedionCritera: (7HiERFEE)H A "Include’ KB & "Exclude HEbx

RBELREEERTEXER, mJJlIIL,(_FresourceMatchers BUEX BEEEHRRIZER:

* resourceFilter.resourceMatcher: resourceMatcherS{T%*ﬁlfﬂo NRFUEAPENZTTERE
éa"&"ﬂ‘ﬂ%VE?UORET%T’EHﬁIEEE, B TTEER. WK RE)PIFEUSEIANDIRE#HITIT

* resourceMatcher[].group: (7] i&)E LAY ZEIRRIZ,
* resourceMatcher[].KIND: (7] i&)EifiEaY = R,
* resourceMatcher[].version: (7] if)EfERI R IRhRZES,

-

. AAeS

* resourceMatcher[].names: (7] i&)ZEHiIERZERAIKuUbernetes metadata.nameF &+ HY
R

* resourceMatcher[].namespies: (7] if)EfERI R IRHIKubernetes metadata.name= £

PRyER R =iE,

* *resourceMatcher(].labelSelectors *: (7] i) JRHIKubernetes metadata.name= E&REIFR
FRIESRFRIE, WHFAENX "Kubernetes 314", HIg0:

"trident.netapp.io/os=1inux",

f5an:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. [FRIEHIEIEFR XSS trident-protect-snapshot-restore-cr.yaml « MFACR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

fEFACLI
HIg
1. BREFRIEMSZTE. FESHPHNEBRAFERNER.


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

° snapshot " BEHERARA NN GRZTEFREBRZR *<namespace>/<name>,
° Itk “namespace-mapping’ 2 § S 0 RN EREFRENFREMRS FE X N ERBITER

“source1:dest1,source2:dest2’ &,

fBgn:

tridentctl-protect create snapshotrestore <my restore name> \
—--snapshot <namespace/snapshot_to_restore> \

--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>

MIRERIZIREIRYIAER R =]
&) ABER R R IRE R B R R an & = lal.

Faz Al

HIRAWS &5 < R I BT IE) B LUHITEAIHKES EIZITRIS IR R IR(F. WNRLREEIRRIZ(ERRETEA. WIR(FR]
RERRIK

* BEXNBEYRIRIES TR EAIEAEE. BSN "AWS APIST",
* BXRAWSHBEEIREIFAERE. 1BEN "AWS IAMIZHE",
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fEFACR

B

1. BIEBEXZRCRXHHEEMRN trident-protect-snapshot-ipr-cr.yamle

2. ERIEMIXME. EEBEUTREM:
° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appVaultRef: (required)TZfi&IRIRANBRIAppVaultdy &R,
° spec.appArchivePath: AppVault7ZEREBABTHEERR, ERIUERU THRLSERLERE:

kubectl get snapshots <SNAPSHOT NAME> -n my-app-nhamespace -o
Jjsonpath="'{.status.appArchivePath}'

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-hamespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path

3. (A ) INRAFEEEFEXFENNARFNELRR. BRI THREE R ERSINR IR R

Trident Protectz Bam&ER LR IR, FARER RS EEENRRZEFETEXR. fFl
©) . DREERAAMLERRAR. FEARAREPOD. WTrident Protectt
B XELHIPOD,

° resourceFiIter resourceSourcedionCritera: (7RI E )& "Include’ S E &K "Exclude HiFR
RBLREEFPEXNEIR, R0 TFresourceMatchersB# A E X B IR HBRHI R IR

* resourceFilter.resourceMatcher: resourceMatcherif &0, MRIFLIHAPEN ZNTTE
éEEﬂ‘]JI%VF?UOR?%’%f’Ei&?‘TIEEE, FINTTERER. M3 RE)PHFEIGEIANDIR{EHITIT

* resourceMatcher[].group: (7] i) EFiERIENE,
* resourceMatcher[].KIND: (7] i%&)EffkrYZ RS,
* resourceMatcher[].version: (R i%&)E LI Z RhRZS,

%

* resourceMatcher[].names: (8] i%&)E fiEHIZIRRIKUbernetes metadata.nameFEEHHY

B #Fo
* resourceMatcher[].namespies: (F] i%)E &R RHIKubernetes metadata.name £
FRE & =iEl,

* *resourceMatcher[].labelSelectors *: (7] i%)&RERIKubernetes metadata.name=xERFHIAR



BERZFIRFRIR, WPFIEX "Kubernetes 324", fIY0:

"trident.netapp.io/os=1inux",

f5an:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. FHERNEEFZRXMHEE trident-protect-snapshot-ipr-cr.yaml « MACR:

kubectl apply -f trident-protect-snapshot-ipr-cr.yaml

fEFCLI
B
1. BREBIEREIFREGETE. BESHPHNEBRAFERNER, BHlu:

tridentctl-protect create snapshotinplacerestore <my restore name> \
--snapshot <snapshot to restore> \
-n <application namespace>

*“ E r?glut«EE,J’{klu\
TR RS LITREEEHTT. ETMERKBERIREIRE,

ps
1. ERAUTEHRREFIZIEIRE. KESHHNEBRAIFMEHNESR:


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

kubectl get backuprestore -n <namespace name> <my restore cr name> -0
jsonpath="'{.status}'

fEFANetApp SnapMirrorfTrident ProtectS &I A2

@3 fEEA Trident Protect. &I LUEANetApp SnapMirroris KRB FH E FIThEEF EEEF N
BREFEIMN—NEEERESE S — I FiEEm. EHEE—EE e 2 RREEE
prd |18

T RMBER BRIV B RN EANARE

ERRM R 512 E AR, Biran & E PRSI ESR SR 2 =B FRRE MR ERTES, AR
REp R AR BEREGR TERRAFENTEDNIE. ABREFENEMTESIRE. UESRSR=EFE
ILEc, (NFETBiren&=iE) LRRE SR ERIFAE,

MR EfEARed Hat OpenShift. IBZ#ER R TiEIRFETEOpenShiftiF IR PRV X RIER. &
() SR TREEESPoGROpenShifiz s | T XAR(SCOE B HARAIZSIEE.
WO ERRAANIER RS, BXHAEE, BB Openshitz b F AR,

T‘ PITIR RS MPE R BIRIEZ A, ERILUEITI& BKubornetesIF R T &5k [ LE B inds & =R F R EE R E
7 RESTORE_SKIP NAMESPACE ANNOTATIONS. f5l40:

kubectl set env -n trident-protect deploy/trident-protect-controller-
manager

RESTORE SKIP NAMESPACE ANNOTATIONS=<annotation key to skip 1>,<annotation_
key to skip 2>

NREERHEINSNHemZE BN BER, NWEMWNInTRIFHIT --create-namespace " $FHLIE names
ERE SRR 2IFZ2H. Trident Protectx ¥ It EH|Z| Birdn B Tal. BNREGIATEFHNESFERHA
TELE. WBIEEHNBERGRETEE, NRIEESFEGRTEALAE. WSEEEH 2 BirdRTIE.
MAS &K EEAEL,

Tl

UTRAIZRT —NRANBmeETE. 82T RHEERENINENITE, ErIUERBRmRTETER
TERIERVIRTS. LUS’Z’I‘TBE%MT BTG RTEPHNAGHES ST

FEPITIR RS 1R EZ Al
TR T HITEREEE RS R EZ R AIRN AR 2 BRI
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CEE=gESIE) FRE
B2 ZiElns-1 (F) * #T3E.0One/#: "updatedvalue”
s P, . "TRUE"

iR TiEns-2 (B4R)  * #7F.One/$E: "TRUE"

s FE=ANIN: "false”

EREEZ G

TRETRTRRNHEREBREETOEra R RIS, ERMELEER. FETAERES. HE

‘name 5% EEH S Bires & TiE L :

=R trE
AR <TEns-2 (H¥R)  * txF.One/$E: "updatedvalue"

s FRE. YW "TRUE"

* FRE=NIN: "false"

@ &R LR Trident ProtectBt B R SR RIPIZERREIAEMEBUEREX R YL, "1F4 7 EI{AIE

FiTrident ProtectBd & X4 RGHRLE" (RX)

REEHIXAR
RBERIXAIRUATAE:

© BMR=4E
© SFMME=HIPAA

* name=nS-1

* Role=database

e name=nS-2
° SFE=HIPAA
* IMR=5r

* Role=database

* EIFEFH LB Trident Protecttl| LN T2 IR IRBVINER (15N FIFERFBIKubbernetes IR LA N N FHREER & 1N EM

HIRR)
* EESFITR(E1EKubbernetes Z IR AR K A B EHE)
* IR ERIRIRIRAYESE]

p

1. ERER L. NRNAERFEIEAppVault, RIBENTFIERMER. BFRIRGI"AppVaultE E X FR"

BEE TR
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{£FACREIZEAppVault
a. SIEEENREBECR)XHGHHBHEG BRI trident-protect-appvault-primary-

source.yaml)o
b. BEUTEM:

* * metadata.name*:(required_) AppVaultE & X ZRIIZ R, B0 MEEFRMBIR. RAEHIX
AFAENEMCRY 45| BIHE,

* . spec.providerConfig:(required )TZf& RIS EIREIZF 1 RAppVaultFTEEEE. NEN
IREEIEFE— P BucketName A ME M EMMHERIFMER, BIC FIMANE. RASHIXRFR
=2 E’JEP&CRY#’%‘? |FAXLE(E, AXEMRMHEAAppVault CRSRAI. EE " AppVaultEE
XJ\/ 0

* . spec.providerCredentials:(required )Tzfi# 331 15 E R EIZF AR AppVaultFr BRI EME
ERS| Ao

* . spec.providerCredentials.valueFromSecret:(required )R EIEERN K H R,
* key:(required)E MHIEENZ AN E META.
* name:(required)B & Lt FEHERMINZN BRI, S FRE—dr R =TE+,

* * spec.providerCredentials.secretAccessKey*:(required )BT IhIaiR 2RI R 2 ER,
BN 5*, spec.providerCredentials.valueFromSecret.name*,

* o spec.providerType:(required ) FHEIRMEEMHIINE,; FI0. NetApp ONTAP S3. &
FAS3. Google CloudZ{Microsoft Azure, RIHRE(E:

= aws
= azure

= GCP

* BAS3

= ONTAP S3

= StorageGRID S3

C. FHEMIEERXMHfG trident-protect-appvault-primary-source.yaml « WFCR

kubectl apply -f trident-protect-appvault-primary-source.yaml -n
trident-protect

FEABLITREEIEAppVault
a. glEAppVault. BESHHESRAEIFERHNES:

tridentctl-protect create vault Azure <vault-name> --account

<account-name> --bucket <bucket-name> --secret <secret-name>

2. {ERER L. SIBRNAERCR!
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EACREIERNAERF
a. SIEEENREBECR)XHGHHBHEDG R (I trident-protect-app-source. yaml)o

b. BEELTEM:

* metadata.name:(required )N FETZF BEXERNRT, FIE FEEENET. AAEFRIXR
FREMEMCRXH 25| AILthE,
* . spec.includedNamespaces:(required )—"H#rE K XEARSHAMBIENE, FHEGA

IETJ%ﬂ’ HANEFBEI AR E S )\ R = |EﬂE’J,EI LS b5 th B9 an & == (8] R FFERY R
o NIRRT IUE T,

REIYAML:

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

name: my-app-name

namespace: my-app-namespace
spec:

includedNamespaces:

- namespace: my-app-namespace
labelSelector: {}

C. FHAEMINEIEZRXMHE trident-protect-app-source.yaml « MACR:

kubectl apply -f trident-protect-app-source.yaml -n my-app-

namespace

RGBT RELIERNARER
a. QRN AER. Flu:

tridentctl-protect create app <my-app-name> --namespaces
<namespaces-to-be-included> -n <my-app-namespace>

3. (FNE)ERER E. NENAREFLIRXHIRIR, WRIEEAIFErER LN AEFIEM, RIS
B, WEEFFET F—MITRIIRE. UERFREMRER,

73



fEFCREIZX AR
a. RN AREFLIREH TR

I QIEBENXEBRCR)XHHIGH A (B trident-protect-schedule. yaml)o
i. EEEUTEM:
* * metadata.name*:(required )it %I BE X & IRHIZ R,
* spec.appVaultRef: (required)Itt{BHNS RN FAIERBIAppVaultiymetadata.name = EZ L

(e}

* spec.ApplicationRef: (required)Itt{EXNS RN B2 CREImetadata.name> EZILELD,
* spec.backupz 4. (required)ttFEE NMEFER. BEMIZE N0,

* *spec.enabled *: WK E Htrueo

* o spec.granularity: 4K E N Customs

* spec.reck #N: EXUTCHEIR A BEAFIE S EFR.

* spec.snapshots 4l HIKE N2,

YAMLT51:

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
name: appmirror-schedule-0elf88ab-f013-4bce-8ae9-6afed9df59al
namespace: my-app-namespace
spec:
appVaultRef: generic-s3-trident-protect-src-bucket-04b6bdec-
46a3-420a-b351-45795el1b5e34
applicationRef: my-app-name
backupRetention: "0O"
enabled: true
granularity: custom
recurrenceRule: |-
DTSTART:20220101T000200%Z
RRULE : FREQ=MINUTELY; INTERVAL=5
snapshotRetention: "2"

i. {EFARIEMMEEFRXHE trident-protect-schedule.yaml « MACR:

kubectl apply -f trident-protect-schedule.yaml -n my-app-

namespace



fErmss

LITFREEEXHAIRR
a. gl

RIE. BHESHREERNEIFRFRER. Fl:

tridentctl-protect create snapshot <my snapshot name> --appvault
<my appvault name> --app <name of app to snapshot> -n
<application namespace>

4. EBEIrEE L, SIE—NSEERER ENAAppVault CRSE2IEREMVIRN AFZFAppVault CR, HEHE
R AN trident- protect—appvault—primary—destination.yaml)o

5. WACR:

kubectl apply -f trident-protect-appvault-primary-destination.yaml -n

my-app-namespace

6. 7' BirgEdE A BN BER LB irAppVault CR, RIBEMEFMHEIZHIER. BFHBIRE"AppVaultEE
NHE R LUESERIIFIE:

a. gIEBEENFRCR)XUHEEMR (B trident-protect-appvault-secondary-

destination.yaml)o
b. FEUTEM:

* * metadata.name*:(required_) AppVault B E X R RV B R, IFIC TR FENBIF. ERNEFIXEAFT
EHNHEMCRXMH=5|AILtE,

* . spec.providerConfig:(required_)Ff&fEREEIRHEIZF 1A RAppVaultFTEEEE . NEHRHER
%1% “bucketName' UM R E MK BV FHAE o lﬁlﬂ_FFﬁJiEl’J{E RANEFIXFRFITE E’JE?@CR
XHS5|BXEE, BxEHMREREMNAppVault CRSRAI. SN AppVaultE EXEIE"S

* ., spec.providerCredentials:(required )23 {# 15 EIREIZFIHRIAppVaultFr R BRI EIERY
5|F.

* . spec.providerCredentials.valueFromSecret:(required )& EIEEN KB ZH,
* key:(required)E MHIEFNZ AN B X Z .
* name:(required)B & L FEREMNZN B IR. MR TFRE—dnZ=TEH,

* * spec.providerCredentials.secretAccessKey*:(required )T iR I0)iRIHIEFHIIHIRI R, BFR
[ 5*, spec.providerCredentials.valueFromSecret.name*,

* . spec.providerType:(required )FATFHEIRMBEMIIAS; a0, NetApp ONTAP S3. BFS3
. Google Cloud={Microsoft Azure, AJREE:

= aws

= azure

= GCP

* BAS3

= ONTAP S3

= StorageGRID S3
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C. FHAEMIBEIEFZXMHE trident-protect-appvault-secondary-destination.yaml « [
FACR:

kubectl apply -f trident-protect-appvault-secondary-destination.yaml
-n my-app-namespace

7. EEIRERF . BIEApPPIRIR KARCRXH:
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FFACREIEAppHREZR X&
a. SIEEENREBECR)XHHBHEMG BRI trident-protect-relationship.yaml)s

b. BEELTEM:

* * metadata.name:*(I4 ) AppiRfgR XHBENXZRRHZFR,

* . spec.destinationAppVaultRef:(required )ItEX NS Birsdf L BHARN AIEFEIAppVault
A FRITEL,

* . spec.namespaceMapping:(required_)BFrFlIReRE =B SMEN N FFZF CRAE X HY
[ 2R dn & == (8] L g,

* spec.sourceAppVaultRef: (required)Itt{BEXANS RN FTERBYAppVaultE FRICED,

* spec.sourceApplicationName:(required)Ltb{B# NS ST RN B2 CRAAE X VRN FBIER
H9& FRITED,

* spec.storageClassName: (required)itiF&EE FBMIFMEEN BN, FHEEMNIRZRESIE
MR I I FE X RBIONTAP Storage VM,

* spec.reck N : ENXUTCHE]AIFFEBERFES EFR.

YAML5):

apiVersion: protect.trident.netapp.io/vl
kind: AppMirrorRelationship
metadata:
name: amr-16061e80-1b05-4e80-9d26-d326dcl1953d8
namespace: my-app-namespace
spec:
desiredState: Established
destinationAppVaultRef: generic-s3-trident-protect-dst-bucket-
8fe0b902-f369-4317-93d1-ad7f2edc02b5
namespaceMapping:
- destination: my-app-namespace
source: my-app-hamespace
recurrenceRule: |-
DTSTART:20220101T000200%
RRULE : FREQ=MINUTELY; INTERVAL=5
sourceAppVaultRef: generic-s3-trident-protect-src-bucket-
b643cc50-0429-4ad5-971f-ac4a83621922
sourceApplicationName: my-app-name
sourceApplicationUID: 7498d32c-328e-4ddd-9029-122540866aeb
storageClassName: sc-vsim-2

C. {FRIEMHIEERXHE trident-protect-relationship.yaml « MFCR:
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kubectl apply -f trident-protect-relationship.yaml -n my-app-

namespace

ERABLITRELIZApPHE X&H
a. IEHNAApPIRG XENR. BESHHEBRNIMEHHNER. FHl0:

tridentctl-protect create appmirrorrelationship

<name of appmirorrelationship> --destination-app-vault

<my vault name> --recurrence-rule <rule> --source-app

<my source app> --source-app-vault <my source app vault> -n
<application namespace>

8. (FI i) EIREEE L. IEEHIXRAVIRE:

kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

TS B AR B

fEMTrident Protect. A LURE RN ARRFHRIERZEIBIRER. HREPR BELERXAHENARER
TEEtRERRE LB, WNRIREEF LRV ABEFIERIETT. N Trident Protect AR {FILIZN BIZRF.

TR

1. 7EB1r&EEE L, ‘miEAppMirorRelationship CRIX 4 (140 trident-protect-relationship.yaml), Ff
$&*spec.desiredState* FIEE NN Promoteds

2. {£7F CR X4,
3. RZFACR:

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

4. (A RIS TSI FIRRR L IR AR R E R A,
5. (A M)t B E I RITRS

kubectl get amr -n my-app-namespace <relationship name> —-o=jsonpath

='{.status}' | Jjg
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ENETHERBERXR

EMRTRFREMRILEGXR, PITEMRTZIEFRE. RIGRNBREFFRNEESTHNARER. HER
S8 L IEEETHIN B RMEVERE SR EF

TR RS EIE BARER ERM AR, AEBEREIE,
()  smwBSmEsABFLRRFNAEMEREE,

p
1.\t ERERL. SIRENAREFIRE. XFHRBREEFNRNEN.

2. ;TEIrEREE L, “RiBAppMirorRelationship CRX4 (40 trident-protect-relationship.yaml), Ff
¥ spec.desiredStateFIEE LA/ Establisheds

3. 177 CR 1%,
4. R/FACR:

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

o MNREEBTER LRIZ T AARIPITRIREIFHIERBNAER. BERENR. EAREBNITIEHZSH
HIRIBK Mo

RAEHMRSHERBZER KR

RAEHET HERZRBEFXRN. BARNARFRBRARNRAER. MRENABT. EHREREHEN BT
N A2 B B OR R & T 3o

p

1. EREER £, MERAPPIRE XRCR, XREEITMAIR, R BIReER LA EAFRPITL. 18
R EMIFFo

2. EERRVATIREERXANCRXGN AT HEEEFRKIGEEF KR,
3. MR B AR (WA TREE RS ACE T M MAppVault CRS,

4 EE—EEHLREERIXR. HERERME.

RENREFER M

REEH G A, Trident Protect= iGN AI2FE EBIRFiEEIR. FRNA4SLEHIORISFEFMERIRK. Trident
Protect25E(Z LR ARRFHISEUEEHIZIBF. AEBHIEESE BTN BER.

EXMIER T SRR BT

pg
1. mRER L. QIB— 1 XEIRER:
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fEFACREIE X AR
a. Z2RERNBERFIFRIPREITR
b. l#Sh*%#1Snapshot CR314:

i QIEEBENXEBRCR)XHHIEEMRA (B trident-protect-shutdownsnapshot . yaml
)o
i. GO TEM:
* * metadata.name*:(required )BE X BIRHIZ TR,
* spec.appVaultRef: (required)tt{E 5 RN FFERFBIAppVaultimetadata.name = £ /T

o

* spec.ApplicationRef: (required)tt{EXAS RN FATEF CRX 4 HImetadata.nameF E&IT

o

YAML= 1

apiVersion: protect.trident.netapp.io/vl
kind: ShutdownSnapshot
metadata:

name: replication-shutdown-snapshot-afc4c564-e700-4b72-86c3-
c08abdbe844e

namespace: my-app-namespace
spec:

appVaultRef: generic-s3-trident-protect-src-bucket-04bobdec-
46a3-420a-b351-45795e1bbe34

applicationRef: my-app-name

C. FRHEMIVEERXMHfE trident-protect-shutdownsnapshot.yaml . MHACR:

kubectl apply -f trident-protect-shutdownsnapshot.yaml -n my-app-

namespace

fEABLTHRELIZXARR
a. IEXHIRIR. RKIESHHEERARFIES. Fla:

tridentctl-protect create shutdownsnapshot <my shutdown snapshot>
--—appvault <my vault> --app <app to snapshot> -n
<application namespace>

2. 7EREER £, XIFARBTME. REKARBAVRES
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kubectl get shutdownsnapshot -n my-app-namespace

<shutdown snapshot name> -o yaml

3. R L, FHUTHmSE shutdownfapp.statues.appArchivePath*f{&, HiZRXEHRENRE—IF

DUHABREBH; XEERE— I EHFERE):

k get shutdownsnapshot -n my-app-namespace <shutdown snapshot name> -o
Jjsonpath='{.status.appArchivePath}'

4. AT BIREEBF BT RS BERUERRE TS, FRA 1T LU

@ EHRFEEISSIENE25 P, BFEEEE "spec.promotedSnapshot 7ZEAppiEf& X RCRX {4
. HBHEEENEELREISPIERNELRZIR,

S. MITHMIRMEFRAL TR AEMETHEEEZEFIKA]

6. TEFRYREEE B A&

ZFR

RAEEHSSH L TIRE:
* BB RNRIATEN AIEFKubbernetes BRI E—MREE,
* BEEMIPRIRIGE TR TR RIKubernetes HIR(IREPVCHIPY). BILUEB{ELERIGIR AIZFHIPod,
* XHFPodfa. BANBRERNELBIRBHEITES,
* SnapMirrorx 2R Hlfi. MiEBITEMITFIR/S ES.
* b FBFERFBIKubornetes 3 R B TE 4R TR N FA TR % i1 G E Hl B E LR M X A gAY R BB HhiE R
* REAEFHEILIES,

BN AR ER S B[RS TRERE

B A Trident Protect. AT LUEE LI MEFFFITESRIERBIRER LI KEME" FEIMERGER SR
B IT{ERH. Trident ProtectxfE R ERI AR ZAGIE N BIZFERER(EHMRD BRIGTRN BERF.

IR M E e R B 2 BATRI R R FFI8. W RIATFHRE:

* MEPERZINST IR,
* RAEHETEFIXR.

@ BIPRTIEENEMRTIRE. BAXRIEFERERBIREFENBIREENSIE.

* REERIGR.

p
1. TR MEHEL HEERBZEFX RIS E,
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2. TR ENBREFER S RIS R,

MRS K &
TR FER IR E R X R, MFNARFENXRE. SFER MRV ARERFZEREXR.

p
1. LA EAAERF L. BFRApPIRE XACR:

kubectl delete -f trident-protect-relationship.yaml -n my-app-namespace

{E B Trident Protect: T3 FHTE =

,F'.QTL/{ AR E D NRBEBEE R H SR B N MEE RS B SF R Z BB N AR

@ IBNAERE. NZNBRRFEENPIERITERSIBZNAREF—EIE. IRFELR
ERITER. WesElRIEFRBEET.

BNAEFIRE

EEUTMER TRITEMNHERZE. G EHHITRENEHHTERES.

efERIE—5E
RN ARFREE—EH. FHIRRBNEHHBEIEEREIR—%8.
p
1 BT g EZ—!
a. "Gl RAR" ()
b. "Bl & 7"(RX)
2. ZR—EH L. RIBEREETREBEREN. FITUTREZ—:
a. "MIRERERERIE" (R X)
b. " MEIEREIE" ()

R H At

ERNAER R EMERGITEERRE). BT REH LUESD. REBRNDERIEMER, HIRE
trEERf _E B %L Trident Protect,

()  EIuERETRERZ RS HIRARE ShapMiror S5,

p
1. "B ED"(EX)
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2. BIREEBIRER LHEEENNNREFMHED ERECEAppVault CRo
3. EEMRER L, "MEMDIEREIE"S

RN ARERFM—IMFEETEE R S —FEE

ErRET FIRRERE A EN B EER N BREF M — M EREETB IS — L.

B0 MIERCRAHBRESR):

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: "${snapshotRestoreCRName}"
spec:
appArchivePath: "${snapshotArchivePath}"
appVaultRef: "${appVaultCRName}"
namespaceMapping:
destination: "${destinationNamespace}"
source: "S${sourceNamespace}"
storageClassMapping:
destination: "${destinationStorageClass}"
source: "S${sourceStorageClass}"
resourceFilter:
resourceMatchers:
kind: Secret
version: vl

resourceSelectionCriteria: exclude
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fEFACRIZRTRER

B

1. QBB EXFRCRNEHBEESEZ N trident-protect-snapshot-restore-cr.yamlo

2. ERIEMIXME. EEBEUTREM:
° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appArchivePath: AppVault P 7ZEREBABTHEERR. EIUERMU T RLSERLERR:

kubectl get snapshots <my-snapshot-name> -n trident-protect -o
jsonpath="'{.status.appArchivePath}"'

° spec.appVaultRef: (required)TZfi&RIRANBRIAppVaultdy & iR,

° . spec.namespaceMapping: X RIR(EHVIRRE a2 Binds 2 T EHMREY, &M "my-
destination-namespace &t "my-source-namespace NEIFIEFRAE E,

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: trident-protect
spec:
appArchivePath: my-snapshot-path
appVaultRef: appvault-name
namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]

3. (A& NRERFEERERFNNARFHRELRR. BERNESSHRHEEREMENZIRAIHIE

° resourceFilter.resourceSourcesionCriteri: (&R E) “include or exclude’ B F S & S HbR
fEresourceMatchers I E X BIZIR, AL FresourceMatchers 83U E X B IR HBRZR

* resourceFilter.resourceMatcher: resourceMatcherdt &40, MRIFHIHAFEN ZNTTE
@ CATBERORIREHITE, SR, M3 RA)PHFEEENANDIRIEFTTIT
o

* resourceMatcher[].group: (7] i%)EHiENHRIRNE,
* resourceMatcher[].KIND: (7] 3%&)EifikrE RIS,
* resourceMatcher[].version: (7] i%&)EHEHIZ RhRZS,

%

%

* resourceMatcher[].names: (8] i%&)EfiZEHZFIRRIKUbernetes metadata.name=FE&HHY

EZY S
* resourceMatcher[].namespies: (7] i%)ZEhikAI R IRHIKubernetes metadata.name > £
s R =iE,



* *resourceMatcher(].labelSelectors *: (7] i%)&RAIKubernetes metadata.name=FE&AIFR
TR FREB, WHFAENX "Kubernetes 324", H40:

"trident.netapp.io/os=1inux",

40

spec:
resourceFilter:
resourceSelectionCriteria: "include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=1linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. FRERNEERXHE trident-protect-snapshot-restore-cr.yaml . WMFACR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

I LITRETRRE

1. BREBERFIEMERTE. FESHHEBERNIFERIER.

° snapshot " BHHEARANHHRTEFIRERZFIT <namespace>/<name>,
° Itk “namespace-mapping’ S#{EH E S 2 REERFREENEEMITEIEA NIEHEIREN

“source1:dest1,source2:dest2’ &,

f5an:

tridentctl-protect create snapshotrestore <my restore name>
--snapshot <namespace/snapshot to restore> --namespace-mapping
<source to destination namespace mapping>
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ZE1®ETrident Protectii{TiEH

RITEBNE—MBEXERE. ERLKHEEENSRENAREFIIERERIFFEESE
7. flgn. MREF— T BHREENARER. WA LUERRITERERR ZIIE AR
FEES. AERBTMEMESS. XFrURERNAERF BRI,

HATHERE

Trident Protecte#55 LA FRE M HITIESS. BEEURTEN I LUB1TRIET 8]
* FERER

* REER

* EH

* &inla

* ERE

* WIEREE

MITIRR

BITHEIRRIPIRIER. BITHEHRUATIRFE A E:

—_

- AHMER B E X RERPITIERH AN AR LIE1T. ERLREFELIBEMETERRENBEX
AT, (BIRERIXEEHRTRTINFEE A RIEE R E,

- NREA. SREXHRGURS, "F4 T BRI A Trident Protectfit & X R YTAL" (R X)
- ITEIRIRIPIRE.
- INREA. RERNX A RFRAEIRFRLS

- AEERNBE XIREERITHBHRERNNA SR Lin1T. ErIUREFZEEZMZTESHENEEX
BRIFEEN. EXEENERFENRITIRFRERERIE LA EE,

a A W DN

NREIB S MERRERRITHES (I, FRIR). MEEFRIEXLEEBIIRITIIF. B2, ATURIEFRZEE
RUEERARTITIRG. Bla0. AN REBFEAFREEEANEENRITINF:

1. BRITIIRIRET

2. BERITRRIREY

3. BERITEMAIRER

4. BRITEMDEED

() SEEEArERIERENEH. CRIRFRAER.

EEFHIERERRITHERA Z 8], MIBENE#ITIR, SR "kubectl exec” <&
C) MRS, FEEFFERERRTERE. EMRERARENESD. UBEREN—%. »
. EELUEN RIEFE R G =E. ERRBHEDR. ARNRNARER,.
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@ IR IREBRTHITES RN, EeLEMIBR T KubornetesZRilR.  MIXLE BB UG BIFETTIRER B 17 AR
E LR IR IR EH,

BEXEEXPITEWHNERZ IS
AN AREFALRITERN, BEERUT/LR.

* PUTEBANIERBZSITIEE. FERITESA LG BRE— s,

* Trident ProtectZK LA RIH11Tshell i Y& 04 B R 1 THEEa PR 52 AR BUR 2R

* A KNBREI96 KB,

* Trident Protectff AR TIEIG EFERILAC KA RIAEWLEHESHATIRE. FHRTERIRE.
HFRITEREERRV R 2AHETHN BEFNTIE, RIERBRERESREBEXH

@ ITEWIETFERMNEE, NRERAXBKNRITENBoIEMIREIRE. BREHEEUE. NIE

EHHRBIZEEFBEE. MAFEITXEES, XEWS. &RRRITHEDPERZETRE
REEMDETM.

HITHImIERS

TEAN AR ANSRERITESN. PIURRITERINmES. UEEEWELENSS. NTEMESESE
HERERASERGHNNARER. MEREEEH. BRI TRERTARNAE(GIMElasticsearch),

B imikes. ERILCIBRITHNTERERR LETHARE. EF—E=MEERNAR LIETHAR. MR
BMTHEIRS M mERR. NXERERFSEEEENNEETESER. 8T IITERRZSAUE10T

P pvin

ANEITEB RSN TMEREBZER — N ENFERLEEFFNER, HENEHSENASLART,
BHEWBEIZA S LInTEXIEKMZS, kst ENRANERENRA2 (RE2)IEE. FHFEIRMITES!

ROHBR A 28HVTHIESS. B XTrident ProtectfE TS B2 PR IFIENIRIARRNEZE R, BSIA "IEN
FRIER2 (RE2)IBEZH"S

@ NR G R Tia kR AR TR R e E R EZ RIE TRIITHES. HEERN RN BT
UFAREsR=ER. MR = EjhiEsd XN AT Biree& =i,
HITHRA

&A1 "NetApp Verda GitHubIE" . TF#iEH FApache cassandrilElascearchE & LN AIEFHESSHITHE
£, BAAUEERRFIHTBENAMESCHBEEXHITES,

BUEHITIES

&) LAE A Trident Protect AN T2 RIBR B RE XTI, BEIEBINITIEN, EFERREFEE, EERTM
SR,
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fEFACR
B
1. BIEBEXZRCRXHHEEMB AN trident-protect-hook. yamle

2. RIEEMTrident Protec MBI ER B BERBE U TEM:

° » metadata.name:(required )Itt BE X FRNER, BAEHNIMEEEZE— M E—HSENZT,
° spec.applicationRef: (required)EE1THRITIEHIIN BIERFHIKubernetes & 1o
° *spec.stage *: (required)—NFRIEH, IERHRITHEBNEIREHRENW M ERIETT. PIEEE:
- i
-zl
° spec.action: (required)—MFFFE, IBTRHRITEBERHUITIRE, RIGEENTAPITEDLTE
23EBOLEC, PIRE(E:

= Snapshot

- &ip

* RS
° *spec.enabled *: (A EFERILHITENEEAETERREH. WRKIEE. MEIAEAtrue,
> spec.hookSource: (required)B&base644RFIHIIEH AN FERT SR,

° *spec.timeout *: (A] &) —MEF, BTFEXATFRITEBREBITZKNE(UD AR, &/IME
F1H. MRKIEE. WEIAMEN25737,

° spic.argeft: (7] &) ARITHEIHIEENYAMLEBET R,

° *spec.lt EcCriteria: (FI EWRARENIVANATIR, SMWRHRITERIRES. S§THRITERER
Z R LURIN10 1S

° spec.[t figCricera.type: (F] iE)WRIRMITHITMERIRBENFRB, JEEE:
" AR EIRRME
" ABRE
* BERM
= PodLabel
= NamespaceName

° spec.lt ftCricery.value: (A] i) FARRHITHBHIESSENFRIBRENRER,

YAML):



apiVersion: protect.trident.netapp.io/vl
kind: ExecHook
metadata:
name: example-hook-cr
namespace: my-app-namespace
annotations:
astra.netapp.io/astra-control-hook-source-id:
/account/test/hookSource/id
spec:
applicationRef: my-app-name
stage: Pre
action: Snapshot
enabled: true
hookSource: IyEvYmluL2Jhc2gKZWNobyAiZXhhbXBsZSBzY3JpcHQiCg==
timeout: 10
arguments:
- FirstExampleArg
— SecondExampleArg
matchingCriteria:
- type: containerName
value: mysqgl
- type: containerImage
value: bitnami/mysqgl
- type: podName
value: mysqgl
- type: namespaceName
value: mysqgl-a
- type: podLabel
value: app.kubernetes.io/component=primary
- type: podLabel
value: helm.sh/chart=mysqgl-10.1.0
- type: podLabel
value: deployment-type=production

3. fEAEMMEERCRXHE. MACR:

kubectl apply -f trident-protect-hook.yaml

fEFACLI
I
1. BIERITIER. BiESTHHNEBRAFERNES. F90:



tridentctl-protect create exechook <my exec hook name> --action
<action type> --app <app to use hook> --stage <pre or post stage>
--source-file <script-file> -n <application namespace>

FEIBITHITIEN

ERIF s TRITHES LOETIE. EEAEREEFTEFNENSITER. BFohTRITED. &F
BEFBEE. BERIMANR,

FHBTHITERESRMERTE:
1. gIBERED. LEOQRTWRERFHNHECEEN. MNMBEEBINEITUE
2. WEGEBITRITED

90

22



$1F: QIERFED
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fEFACR
B
1. BIEBEXZRCRXHHEEMR N trident-protect-resource-backup. yamlo

2. {RIBIEH Trident ProtecMIEMERB BB U TEM:

° %Tmetadata .name:(required )t BE XX RHATR; BAEHNIMEEEFE—E—BSENZ

° spec.applicationRef: (required)ENEIE &% H BRI BIEFBIKubernetesZ 1o
° spec.appVaultRef: (required)fFfE&F BN ABIAppVaultdIZ FF.
° spec.appArchivePath: AppVaulthFEFNARBEHERR. EJLUERUTRSEKLRRER

kubectl get backups <BACKUP NAME> -n my-app-namespace -o0
jsonpath="'{.status.appArchivePath}"'

YAML):

apiVersion: protect.trident.netapp.io/vl
kind: ResourceBackup
metadata:
name: example-resource-backup
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name

appArchivePath: example-resource-backup

3. fEFEMREERCRX /G, MACR:

kubectl apply -f trident-protect-resource-backup.yaml

fEACLI
TE
1. BIEEEHD. BIESHHNESENEIFEFNEE, Fl:

tridentctl protect create resourcebackup <my backup name> --app
<my app name> --appvault <my appvault name> -n
<my app namespace> --app-archive-path <app archive path>

2. BEENNS. EAUUEEERAUTRAIGS. BEHRFTMR:



tridentctl protect get resourcebackup -n <my app namespace>

<my backup name>

3. W& EEL:

kubectl describe resourcebackup <my backup name>
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$28 . BITHITHEN
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f£ACR
il
1. SIBBEEXFRCRNEHBEESEZ N trident-protect-hook-run. yamlo
2. RIEEMTrident Protec MBI ER A BERE U TEM:
° ., metadata.name:(required It BTEX RBENETR; BHAEHNIFREE—H—HEIENH
o

° spec.applicationRef: (required)ifafRIt{ESEED B 17 6)ERIResourceBackup CRAEYL,
R *EFBFRLED,

° spec.appVaultRef: (required)ffRILESEELS B 1 EIERIResourceBackup CRHR
#appVaultReflILAZ,

° spec.appArchivePath: FRILESEEDS B 18I ResourceBackup CRH
AJappArchivePathItAZ,

kubectl get backups <BACKUP NAME> -n my-app-hamespace -o
Jjsonpath="'{.status.appArchivePath}'

° spec.action: (required)—NFRFE, IERHITEBRAITIRIE, RIGIEENEARNITEDS
TSRS EBILED, AIRE(E:

= Snapshot
- &
- RS

° *spec.stage *: (required)— " FRER, FBRAITHEHNERIEREINMNNENSTT. LES
BITASEEAEMMN RIS TIES. TIEEE:

" I
-l

YAML):
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apiVersion: protect.trident.netapp.io/vl
kind: ExecHooksRun
metadata:
name: example-hook-run
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name
appArchivePath: example-resource-backup
stage: Post
action: Failover

3. EAIEMMEIEFTRCRXHE. MACR:

kubectl apply -f trident-protect-hook-run.yaml

fEFCLI
HIE
1. BIEFoITHESIEITIEK:

tridentctl protect create exechooksrun <my exec hook run name>
-n <my app_ namespace> --action snapshot --stage <pre or post>
-—app <my app name> --appvault <my appvault name> --path

<my backup name>

2. WEPITEBSITIRS. BAIUESETIGES. BIHRIETM:

tridentctl protect get exechooksrun -n <my app namespace>
<my exec hook run name>

3. fikexechZs BITHRUBERZFMAERNNRES:

kubectl -n <my app namespace> describe exechooksrun

<my exec_hook run name>



& Trident Protect
NREEM =SB BARAREITERRAS. N RTsEEEMIBRTrident ProtectzH {4,

EIp& Trident Protect. EHITIUTHE,

P$IE
1. BIB&Trident Protect CR3Cf4:

helm uninstall -n trident-protect trident-protect-crds
2. HiBRTridentfRiP:

helm uninstall -n trident-protect trident-protect
3. HiB&Trident Protectdn & =ia]:

kubectl delete ns trident-protect
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