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1i& - FDockerByTrident
ZRERBIIESHE
T T E R E S BRI ETR S, RS A SEEE Trident,

FIEEKR

s WIFENIER T HEFMEN ZR"ER,
*c W EBRET M Docker htds, INREAMDockerhfRASEIRY, 1§ "L EHE"S

docker --version

* WIER S EAEEN L REMNEE M INEIRF .

NFSTH

ERERTENRERZNGLLENFSTA,

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =ENFSTAREMEDIAENA. UHLERSEEIEBNEY.

iSCSITH

ERERTENRERAANHTLRISCSITA,
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-

mapper-multipath

2. 197 iscsi-initiator-utils iR ZSZ &9 6.2.0.877-2.el7 HE=hRAS:
rpm —-gq iscsi-initiator-utils

3. BHEIRENFoh:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BR%ZHKE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) 1R etc/multipath.conf 88 "find multipaths no K ‘“defaultso

S. #41R “iscsid #1 “multipathd IETEiB1T:
sudo systemctl enable --now iscsid multipathd

6. BAHBL) iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RELTRAERHEE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. 17 open-iscsi IRZASZEE N 2.0.877-5ubuntu2.10 LEShAs (MFNFEHRL) 5 2.0.877-
7.1ubuntu6.1 HEEARAE (33F Focal ) :



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BR%BKE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(:) R etc/multipath.conf 8& "find multipaths no K “defaultso

5. 1R “open-iscsi'Al ‘multipath-tools' B /2 B BHIEEiE1T:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe T &
ERERTENRERANGLTLENVMe T,

* NVMeFEZRHEL 95 Em A4,

@ * f1RKubelnetes T RAYAIZIRAKIH. HENVMeREBRER FENNZARE. ErIEEE
B R RZhRAE R BEENVMe 8BRS,



RHEL 9

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERERTENRERFNGLREFCIE,

* {NRI%iE1TRHL/Red Hat Enterprise Linux Core-OS (RHOS)M LT 5 5FC PVs&E&EH. 15

=

7£StorageClassH#E7E "discard mountOption A ITILAT T [B][E]UWR, 1EEIH "Red Hat X1
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath
2. BRZBE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) ffafR etc/multipath.conf B®& “find multipaths no ' fE I ‘defaultso

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. BRZBE:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(:) R etc/multipath.conf 88 "find multipaths no £ F ‘“defaultso

3. #41F “multipath-tools' BB BIEEE(T:

sudo systemctl status multipath-tools



TR ZETrident

i& A FDockerfy Trident®] 5i& F FNetAppEfi&ETF S HIDockerE SR AL EHIZEM. ©XIF

MTFEF A E Docker THMEFEMFRECEMEE, FHRH—MER, BTFERFRFNME
fthFa.

Z A TridentSLBI AT ARBIBSER —EN LIE1T. XA UERHEZEEIZ NMEEAAMEFMEAER, HeEBEEXBT
Docker HHITE(E,

EEBHNAS
BRI HERRHIESE" . BEH XSRS, BEEHE Trident.
Docker &G H7E (1.13/17.03 NESHRZA)

FIaZ Al

MREERTIFHES EPFERABZETrident Docker 1.3/17.03 ZBIAYARZS. 1BHR T LETrident
#HIZFHEFEDockerTiFEIE. ARBERRERNGZE.

1. {2 IEFR B ETEBTTRISEA)

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. E¥iB5h Docker o

systemctl restart docker

3. FRE X% Docker 512 17.03 (HhRZs 1.13 ) HEShRAS,

docker --version

NREHIRABBIET, 15 "LREWEHLE"

pg
1. SIBECE XA H IR T R 8 E LT

° config: BRIAXHRRE config.json, BEEFLUBTIEEH B X142 BEmRE AFMEEM R TR
configo EEENXMHNMMUTFENRLE LB RA /etc/netappdvps

° log-level: FEEHEIEFEHF(debug. info. warn. error fatal)o ERIAMEAN infoo
° debug: EERERBAEXBETICR. FRIAMEN false o IRA true , MEZBHERF.
I NEEEXHEE—MIE:
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sudo mkdir -p /etc/netappdvp

ii. BIERECE 4!

cat << EOF > /etc/netappdvp/config.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. FRZEEG RSB Tridents EEHR “<version> J & IE1E R RIEMFARZS (xxx. xX.X)o

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. FrafEATridentfE A BECE R4 HRITFE,
a. Q&R "firstVolume" %

docker volume create -d netapp --name firstVolume

b. ERBRBEICIREINE

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

C. flf&% "firstVolume" :

docker volume rm firstVolume



E4h5% (1.12 HERRRA)

FeaZ B
1. W{RIEBE L Docker RZS 1.10 HE S AR,

docker --version
MREHRRAETH, BEHENEE,
curl -fsSL https://get.docker.com/ | sh

2 RIS TR0 R hRASHYIR BRI TR S
2. BIRENENRSEE NFS # / 5 iSCSI .

il
1. LEFAE NetApp Docker ZiH
a. THHBREHENBRER:

wget

https://github.com/NetApp/trident/releases/download/v25.02.0/trident-
installer-25.02.0.tar.gz

tar zxf trident-installer-25.02.0.tar.gz
b. #BohEIIEFERFEPHENMIE:

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

C. NECEXHEIB—MIE:
sudo mkdir -p /etc/netappdvp
d. BUEECE 4!

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. WETHEIHHEREEEX GG, FRMBNEE X4 Bo =X # PP #HE,
sudo trident --config=/etc/netappdvp/ontap-nas.json

() mdeEE. ZUSEHEFHBRIAEHHINtADP,

BrhFiP#ZE. @R LUEADockerip ST REIZMEIES,
3. plg#E

docker volume create -d netapp --name trident 1
4. BEhAZBYECE Docker %

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

S. MB& Docker % :

docker volume rm trident 1

docker volume rm trident 2

ERG BN B Trident

BXRETFsystemdM R BE T RA). 15E M contrib/trident.service.example Git repo. EXRHEL{EMA L
X BRITUUTIRME:



1. Bt EHZIERNIE,
MREFEEBITZANEG, WEBRTT N ERME—R R

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. 4RI, BOEER (55 217) ULRERmZEFZMAEEXHRE (58 917) URMENIFE,
3. EFMNE systemd LUENEK:

systemctl daemon-reload

4. BRARS.
B FREEBERPAIXEFHRRNARME /usr/lib/systemd/systemo

systemctl enable trident

°. BEIBRSS.

systemctl start trident

6. EERZ

systemctl status trident

()  EfsReEmRs e, 5T systemctl daemon-reload f S EEL T ARFFIAHIERL,

FEREENE, Trident

f&o] R e ALKIE R FDockerfTrident. MIASXM EEFERNEEEAFM, EHEK
T2, B—EFEERURE.. “docker volume IERIEHF NG SRHASHIN. NEBARERET
FEHE. HIEHEMETAL. EAZHERT, XREFEELH,

ek

HITU TS BHRKIERFDockerfyTridents

p
1. MBS
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docker volume
DRIVER
netapp:latest

2. R

docker plugin

1s

VOLUME NAME

my volume

disable -f netapp:latest

docker plugin 1s
ID NAME DESCRIPTION
ENABLED
7067£39a5d£5 netapp:latest nDVP - NetApp Docker Volume
Plugin false
3. FHRIEM
docker plugin upgrade --skip-remote-check --grant-all-permissions

netapp:latest netapp/trident-plugin:21.07

@ Trident 18.01hREXL T nDVP, &N EHIZMBRIEFH LK "netapp/ndvp-plugin’ E| “netapp/trident-
plugin’BR{&,

4. BHREH:

docker plugin enable netapp:latest

o WIFERERAItEH:

docker plugin
ID

ENABLED
7067£39a5df5
Plugin true

6. WIFEERA .

docker volume
DRIVER
netapp:latest

1s

1s

NAME DESCRIPTION

netapp:latest Trident - NetApp Docker Volume

VOLUME NAME
my volume

11



WNRE MIBRRZATrident (20.10Z BIRIARAS)FH2RE Trident 20.108XEmhiids. NFTEEZIBEFE1R.
BEXFAGER, 1B85H "R MRBELEIR. WNZALES. ARMBRIGESG. A

@ EE@EIEEMIMIVEE SHR L EMEMNTridenthR4: docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

N
ITUU T S BENEE R FDockerf Tridents

T
1. MIBRIEGTCIENFRE S,
2. B PR M:

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. MBRIEM

docker plugin rm netapp:latest

ERE
e UE AR AR < U RARIER BIEE M TridentIRchiZF B ERMACIE. SefEMMIFRE

docker volumeo

ellfese
* EREARTR B SRS

docker volume create -d netapp —--name firstVolume

s RIEEBEHISE TridentSEfIM%E

docker volume create -d ntap bronze --name bronzeVolume

12



()  mEkEREEET, WEREHRFHEAE,

* BERINER/). BERAEKMIZEFEIE 20GB &, ESRLUUTRA:

docker volume create -d netapp --name my vol --opt size=20G

EXNUFRERT, ZFHFREE—EETIRTWERE (flgn: 106G, 20GB,

3TiB) » WRKIEEEMENM. MEIAMENG, K/NEMAURTA2HE(B. KiB. MiB
. GiB. TiB)Z{1089%(B. KB. MB. GB. TB), FRZXH{{EA 2 WER (G=GB, T=
TiB, ...) o

llESE
* GIBRERIE A Docker H—HEMIBRILS:

docker volume rm firstVolume

() @REHRES solidfire-san, LATROIBHIRAEIRS.

AT TS BF4RiE B FDockerdyTridents,

RfEE

f#F ontap-nas. « ontap-san solidfire-san'# ‘“gcp-cvs storage drivers B, Trident®JLA

gL, AT ontap-nas-economy JEEIFERERY “ontap-nas-flexgroup. AXZFR[E, MIIBEEL

BEE e IRE.
* ESLUKERE:

docker volume inspect <volume name>

* MIBBEIBIE. XIFSEEIEMRE:

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume>

* MELMBRBEIENE. WREFZEIERIRE:

docker volume create -d <driver name> --name <new name> -o from

=<source_ docker volume> -o fromSnapshot=<source snap name>

13
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Nl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",

"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

paEIbiN=ielbe s Sy

MRBFEEPX. HETridentZIHEXH RS WEBLUERTrident *(X @12 B 281410 /MBI HIZ & (3
HeE) (B0, ext4 TEBETridentiAlaEUA ~ /dev/sdcl)o

IXhizRr T ARV BT

B FEREIZ A — AR AYEDR n, TR LI IR BRI e E X Lt sk B & X 45
BXERTEERENEFERRFRILD, BFSRUTRE,.

TEE QBRI AXEETHFREE R, o TRERFREERREHRAETME -0 XESHEE
& JSON ECEXfFHRIERFRIE,

14



ONTAP #&3%IN

NFS. iSCSIMIFCRYERIZAMEIELUTARR:

JZET

size

spaceReserve

snapshotPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

IATFHImEBUERF NFS * (X * :

WiER
BHEHR/NERINF1 GiB,

TEERERES, RIAIEE. BBIEN none(f5fE
&) volume(BHEE),

R {E=HF Snapshot SREKIRBE NFRFRRIE. FRINMEN
none, R"AAZBEMNELIRRR. FIFFHEEER
HITIEER. BNUFFIBEONTAPR S LR FE—1 &
A"default"BIZRES. HERIESEIBRHRE /MR
R, WM ERRBANANEEIRE, AILUEINxEE]
SHREABERTHIBE RRMREREBHREIRIE

.snapshoto

R ES IR I ENFTRE . BRIAEN no
B, XEKRENREIEET snapshotPolicy , ONTAP
15354+ snapshotReserve GEE R 5% ) ; MR
snapshotPolicy /3 none , MiEE 0% . EAILUERE
XEFRFRE ONTAP [SiRi&EEIA
snapshotReserve {8, HEIREHERBE{ERR ontap-nas-
economy. LUSMYFRE ONTAP [FimfYE Bl 3%,

REER, IHRERELRERE ONTAP IZEIMERE
wD7EME. BIMEAN false, ERESNFELEMRB

o, RFAERIEBIARKREMERERIFSD,

NAKAIRE B EAREFERERNNZ. fld. 5

THIEER LT A AERE. BRETERDIFME

=iEl RtE&RIFIIRNF o

TE#%E LB ANetAppEMNZE(NVE); FRINA falseo
BERAILED, TSR LIRT NVE BIIFRIHEA
NVE o

MRESIHEBATNAE, N7ETridenthEC B VTS
#3344 B FANAE,

EXFAEE, BEEE: "Tridenttl{A SNVEFNAEED
BER"

REBRATENDEREE. XRHREHIEEZENIFE

k% () NEEBERR.
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il

unixPermissions

snapshotDir

exportPolicy

securityStyle

UTFMEDUE AT iSCSI * 1R * -

il

fileSystemType

spacelAllocation

Bl
BEIUUTRA:

* 872 10 GiB %&:

Pl

HEIMAFIEHIAE RS IRERINR, FRIANBERT,
NIRBIEERN " ---rwxr-xr-x, UBFERT
750755, HH ‘root BFIEE. XAHHFHEIIIA]
P

BUETUZE R true REIHALLENE PG LR
Btk ° .snapshot BR. BIMEN “false, TR
FKINBRTEZHERY WM . snapshoto FLEBRER(
FIENE 5 MySQLBRE)TE B Rl WY T AR FARETT

.snapshoto

REBRTENTFHRE, FINMEN defaulto

RERATIHRENE 2R BIAEN unix. BNIE

A unix M “mixedo

iER

RERTHEINL ISCSI EMXHERS. BRIAMEN
extdo BXEN ext3. extd M “xfso

RIIETIZE N false FXRALUNNZT B ECTHAEE.
BIMEA true, RINONTAPEESHZTHHARAEEH
BILUNT A IER BN @REM. HEETuE 517
ONTAP fEEHMIFREHER B EpEIUL = 8],

docker volume create -d netapp --name demo -0 size=10G -o

encryption=true

* BIEABIRER 100GB %:

docker volume create -d netapp --name demo -o size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* SIEBHAT setuid IlE:

16



docker volume create -d netapp --name demo -0 unixPermissions=4755

B/INEAR/INA 20MiB o
MR KIETE REBINE BHIREBFEEE N none, MTridentiZERA0%HIIRIBINE,

* BUETRIRERE B LTIRIENEHE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* QIE— P TIRRREEE BE X IRIEFAE S 10% BE:

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

--opt snapshotReserve=10

* QIZABRIBEREM 10% BEXREBABNE:

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* {EF3SnapshotRIZAIEL. HiEZTONTAPHIZAIASnapshotFi E (@ E H5%):

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element R {4-%3%10

Element W& BREEXBKHANFRSHE (QoS) K&, BIEEN. RASFEARNEIEESHXEX
HIQoSHEE -0 type=service levels

£ Element IRGHTEFENX QoS FRZBHRFNE—FT BE /D OIE—FRTE, HiEESHEXHTRMNINKENE
N, BARMEL IOPS,

Hth Element B EEIBETEIE:

PRI WiEA
size HR/N. BIAN1GBEERE..."BINME":  {"size"
: "59"} o

17



I WiER

blocksize fEH 512 8 4096 , 2RI\ 512 SKECESRE
DefaultBlockSize o

ANl

BEUUTEE QoS EXBRFIEEXH:

"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

FELERERRER, BRINNE="REEX: 9, RENEHE, XEIMEEE.
* 8 10 GiB &#& 5!

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G

18



* 872 100GiB k5% :

docker volume create -d solidfire --name sfBronze -o type=Bronze -o
size=100G

LI&* E ITAN
ERI LS B S AR B 1THEH R, WS BSRY757ARIZETT Docker fAFRY A TR

gk BiS LU TTE R R

PR
1. MREEEERARNNIEEREG A ZBEMERR Q)BT Trident. BERUW TAREEXLEREY docker
plugin:

docker plugin 1s

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

o B EIEREFN N 2 IF TSR Z R, WRERIXERE. el AEAEREEIER.
2. gFﬁﬁﬂﬁtElu\laiy i%z & Eﬁﬁ?ﬂﬁ\?ﬁulﬂ%ﬁ'ﬂﬁﬁzi

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true

HE, TEREEFNERTERBEHNATIER:

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

docker plugin enable <plugin>

19



3.

WRETN BT 4HEIX GRS, WEEITMNENBBERFIRE /var/log/netappdvp. Z2EAIAIRH
FidR. BT -debug AITIEITILIES

—AREEHRR R

MAFBINRENNEREESS, SEHERMATLENRNL. MRLKEXMER, TR HRENERHEA
, BRI BINTER:

Error response from daemon: dial unix /run/docker/plugins/<id>/netapp.sock:
connect: no such file or directory

XEREREGTER. FIENE, ZEGENRT2ENAEIERINEE, ATUEEIZSEHAIEREINKS

ia]d,

NREEPVEHEIB SR HIA, EHRR rpcbind’ BEREHIEFIETT. FRIVIRERFFRRENRMY
BEESE. HOERS rpcbind EREET. ERILBIETHEFROFRLE rpc ERSZAVRES

“systemctl status rpcbind.

EIEZ M TridentS2 {5

NRFLEERUHZNEMREEE, WEEZ Trident 324, ZANLFINKBET. RSB
xR AP REIN ST =N _EEFIY —-volume-driver  TridentBTRLEIR A EIEEAR
FMNAZFF --aliaso

Docker £& G (1.13/17.03 KESARDS) HIHE

1.

2.

3.

20

BEhaE R 2 A E XY E— 5L,

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json

BENE =LA, IEEEMABMECEX .

docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json

IR R IEE NIREHIEF R MBS,
e, WFEEE:

docker volume create -d gold --name ntapGold

a0, FIREE:



docker volume create -d silver --name ntapSilver

&4t (112 HERRE) WPR
1. 5/ B E XIEEHTER ID BEIAA NFS BB

sudo trident --volume-driver=netapp-nas --config=/path/to/config

-nfs.json

2. FAEENXEEIER ID BEhAH iSCS| & IEH

sudo trident --volume-driver=netapp-san --config=/path/to/config

—-iscsi.json

3. N MIENIZFSEHIECE Docker %!
f5lan, X+F NFS :

docker volume create -d netapp-nas --name my nfs vol

540, x+F iscCsl :

docker volume create -d netapp-san --name my iscsi vol

TFHEHC B LI
E5 N ERTERTident BN AR %M,

£ RECE IR

TIeFERMNMERETE. XLEAREERMENERTFFAE Tridentfid &,

HEIN 1iPR Ll

version AcEXfFhRE= 1

storageDriverName ZEIRTHIEFE AR AR ontap-nas. . ontap-san

ontap-nas-economys
ontap-nas-flexgroup
solidfire-san
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PEIR ghrl =] i

storagePrefix ERMAELEFIS. FRIAE: staging
netappdvp o

limitVolumeSize X/ NRLERT], EHAE: "R 10g
R 1 2 HE)

AEMTERGEIRER storagePrefix(BIEMIAME). FRIANBERT, solidfire-san IXchiZRE R 2
BlISE, MAEANIE. NetAppiilDockerEIMETERIFEMMMAID, HEEATETHERAMA
EFFOIERAIE R FEREDockertiAs. IXaNAZF{5 BAIRAE FHATHIR MR,

TR UERMINETRE R R ZNE N E LIEEXEED, “size ETUEATAAEIEHREEE, BXNAMRE
AIAER/NEIRAI, S0 ONTAP BECE—T5,

il WiER Tl
size MERRNERIAKR D BUAME: 16 106
ONTAP &

IR7T bR F/ECEEZIN, EEEA ONTAP BY, &I LAER LA R IRRIET,

il iER 5l

managementLIF ONTAP EBIE LIF B9 IP #hitk, &7 10.0.0.1
LisETeREE®Z (FQDN) .

dataLIF Y LIF BY IP itk 10.0.0.2

* ONTAP NASIRGHTZE*
: NetAppEIIERE dataLIF,
MEKIRHIEBE. W Trident
MSVMIBEEELIF, &I LUTE
EEATFNFSHEHHIZENTLR
EIHZ(FQDN). LUESIE
IYDNSKE % MNdataLIF Z [a]5#
TR E T,

SAN ONTAPIREHIZF: EE B
FiSCSIZFC, TridentfA"ONTAP
PEREMELUNBRE R IR ZRIES
JEFFEMIISCSIEXFC LUN, #N5RBH
HMENX. WEEKESE datalIF.

svm ZE{FMAY Storage Virtual Machine  svm_nfs
(SNREE LIF &S LIF, My
WALETH)
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il

username

password

aggregate

limitAggregateUsage

nfsMountOptions

igroupName

limitVolumeSize

gtreesPerFlexvol

sanType

limitVolumePoolSize

WiER
BT EEIF#ERENARR

BT &R E &R

BRENRE (Ai%; NRIEET
RE, WKITEHEDELS SVM)
¥FF “ontap-nas-flexgroup JXEhAE
Fr. LIRTUERZRE, SELASVM
%Fﬁﬁ%éﬂﬁﬁ?ﬁﬂ%ﬂex&oup

ik, MREREBIILENEL,
MBS E KK

JINFSHENRTUATTIEATH]; A
INA"-0 nfsvers=3", {VEAT
‘ontap-nas [ “ontap-nas-
economy IRapfEF, "1HE LI
B NFS EHNEEEER"(FEX)o

Trident=2 8T TR EENEE
igroups A ‘netappdvpo

IEREE R & B,

{ERT “ontap-san IXEHIEF,
A ERMRAE R,

8/ FlexVol B9&K qtree EFAMTE
50, 300 3EEMA, EFRIAERN 200

o

*JFF “ontap-nas-economy IXEHFE
F, LIEDATFBE XS FlexVol
HEAqtree* i,

*N2#F ontap-san WEHTEF, *
FBFAiscsI.

‘nvme ‘NVMe /TCPHEF LT BE
B “fcp SCSI (FC)IEF
“iscsio

* ontap-san-economy ontap-
san-economy (X Z 5 IREHTERF. *
FRHIONTAP ONTAPLFFEY
FIONTAPL TV IRBhFE R
BIFlexVol Ao

Nl

vsadmin

secret

aggrl

75%

-0 nfsvers=4

netappdvp

300g

300

‘iscsi R AT

300g

23


https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf
https://www.netapp.com/pdf.html?item=/media/10720-tr-4067.pdf

TR LMERRAETREREIEZNES N E LIEE

il

spaceReserve

snapshotPoli
cy

snapshotRese
rve

splitOnClone

encryption

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

fileSystemTy
pe

tieringPolic
y

/=370

WiER

XL ;

TEIFIEIRI; none(fFEECE)H(EEE) volume

E(HEABYSnapshotZkE&. ZXIAN none

SnapshotfiZ E 7tk BRIAMER" LUIZESONTAPERIA

(=]

IR IERIGFEMR

T34 E B FANetApp B INZ(NVE);
WIRIEEERE LIRS NVE BUiF AT H B A

B ER IR,
NVE .

CRIRI. BAIAN false

HRIAA falseo

NRERIRBATNAE. NETridentPERENERE

#RF B FANAE,

BXFMER, FBIE: "Tridenttl{A 5NVEFINAEFRD

afEm"

N FEEERNFSE. NASIETIENIAN 777

BT AR B RBINASIEIR . snapshoto

B EAINFST HERIRAINASIEDI,

RFihRIEEEENFSERINASIED,

FRIAA default

NFSE#F mixed M “unix Z2EX. HRIAMEN

‘unixe

SANIEE A RARE. BUIAN extd

BEEANDERE, BIAN noneo

Al

none

none

10

false

true

777

XFNFSv4. A"TRUE"; ¥
FNFSv3, 7y"false"

default

unix

xfs

none

‘ontap-nas MM “ontap-san BHIEFENEDockerBEIE—ONTAP FlexVole

ONTAPSIFENEMT RZIA1000 1 FlexVol. EBHFEZ12. 0001 FlexVolEWMREM DockerE

ERFEULRE. WZEBEIEFEEENASHRSR. AANE ontap-nas AHE
FlexVoliRftRIEMINEE. BIUNDocke r BRI IRIRM FefZo
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YR FrFEBIDockerE B H FlexVolFRFBIBI AT SZHFEE. 1HEHF ontap-san-economy  IREHFER

‘ontap-nas-economy

It “ontap-nas-economy IRENTEFS7E BB IERIFlexVol& g Docker& RlIF2 JJONTAP qgtrees, qgtree BI¥™
BEENIZE T, 8MEHTRRZEAYE 100, 0001, 8MEBERZEITE 2, 400, 000 1, {BFELD)
BESZEIFM, 1% ontap-nas-economy IREHFZF A ZiFDockerE il E RER T FefE,

@ Docker Swarm B R Az #51t “ontap-nas-economy IX5hFERE. E A Docker SwarmASEZ N
RZEEHEESIEETE,

It “ontap-san-economy IREHiEF =7 B oI EIBRIFlexVolEHZ & Docker& A2 AONTAP LUN, X#¥, &
A FlexVol FAAEXPEF— LUN , FHEALH SAN TEAZREEFHaT B, RIEEFMEMETINARRE,
ONTAP 81 &HREXHF 16384 > LUN ., A FEE TEHRY LUN , ELtItIREHFER 215 Docker B E RIRAN
Rk,

1%t#% “ontap-nas-flexgroup’ —MREHEFF RiIEE BN ENHITRIERES). ZETRERIEKISEHHZIXHF
HIPBZSEEl, FlexGroup HI—LEIBAE FAGIEIFE AI/ML/DL , KEIEF 24T, WEWE, R, XEEERE
%, BEFlexGroup&Rt. Trident&fER D ECLASVMBIFRBE RS, Trident FHY FlexGroup XIFAEEFEUT
EIm:

* 2% ONTAP 9.2 S E =S kR4,

* BEXSIEESR, FlexGroup {N3z#f NFSv3 .

* B9 SVM BH 64 i NFSv3 FRriRfT.

* BiXAIE/)\FlexGroupF 5/&A/N7100 GiB,

* FlexGroupE AR Z#Fef&,
B XIEAFFlexGroupRIFlexGroupf I TERHIER, SN " (NetApp FlexGroups sz (LB AL R )

o

BERIMEHREGSRNEMAMET B, EaLUE1TZM"DockerEiffFLfl, Hp—NMER, 5—1

ontap-nas-economy R “ontap-naso

TridenttY B E X ONTAPH &

&) LARY#ZEPrivileges I RRIONTAPEE A, XIFMALERAONTAPEER A B TridentPHITIRME, AR
ETrident/iRECEFEERAF, R, NTridentiG AL EIZRIONTAPEE: A & RN TIRIE,

BXEIBTridentBEEX ABIIFAEE. BEW TridentBEX ABEMZE"S
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{EFHONTAPS TR E
1. FRAUTHSRERAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BRBMSIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F3 System Manager
EONTAPRAEIESRTHRITUTHE:

1. PIZEEXAE:
a. BEEEHAFICIEEENX AR, 1HIXE Cluster > Settings*s
g)EESVMé&%UﬁUEQEX%é\ IR 171#E> Storage VM required sSvM>>i&E>HFHA
b. 1%4%*F P M A B EZ A& KB ().
C. YA TIEE R,
d. EXFAERNMN, AEEE*Save®
2. BAEmstEITrident user: +7E*Users and Roles*TUE_ EHITIA T H
a. f AP FEERMER+*,
b. EIZEFMFENAF S, AETE MIRER N rouser I E— 1A,
C. BEREFS

BXFMAES. BFERLUTRE:

* "HTFEEONTAPHEEXABR"H"EXBEXHE"
* ERABNAR"
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ONTAP E2& X415

</code>IREHFEFEHI<code> ONTAP I

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code> ONTAP -NAS FlexGroup </code>IRapfEFFHINFSRHI

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",
"exportPolicy": "default"
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<code> ONTAP—NAS —econom B </code>IXGhFZFHINFS

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code> ONTAP —</code>IR N2 FHIiSC S|

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code> ONTAP —san—economfi</code>IX5hFEFHINF S5l
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"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"



NVMe/TCPH<code> ONTAP —</code> X 5hFE = Il

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username": "vsadmin",
"password": "password",
"sanType": "nvme",

"useREST": true

<code> ONTAP —</code>JkahiZFHIE FFCRISCSIT I

"version": 1,

"backendName": "ontap-san-backend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"sanType": "fcp",

"svm": "trident svm",

"username": "vsadmin",

"password": "password",

"useREST": true

Element FH{4ECE
MRT2REBEEZIN, 7EEH Element 244 ( NetApp HCI/SolidFire ) B, & BT LAfE X EEIEIR,

PEIN 1HR Gl

Endpoint \https: <login><element-version> https://admin:admin@192.168.160.
. <password>@<mvip>/json- 3/json-rpc/8.0
rpC/RPC

SVIP iSCSI IP #3107 [ 10.0.0.7 : 3260

TenantName F(FAM SolidFireF fAF (318%k docker

HE, el
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PEIR ghrl =] i

InitiatorIFace % iSCSI MEMRFINIEFRINZOR  default

, JEEEREO
Types QoS #sE BEE LT RA
LegacyNamePrefix AEEH Trident REMFILR. R netappdvp-

(EANE1.3. 22 AR
BTridentH X MEERITHEK. N
SERE I EABEIFIRE T volume-
name/5 A RYIHE,

It “solidfire-san IR EHFEF A #FDocker Swarm,

Element 34 B & X4 R
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"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 )& PR
B %I Trident’5 Dockerss & BT M A AR HIAOE S,

¥ Trident Docker S MIBRRAALKE 20.10 RESHRAESZSHALRY, HEFEE
U e B R iR

GBS AR
1. 2R,
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docker plugin disable —-f netapp:latest

2. MBRIERM

docker plugin rm -f netapp:latest

3. B RMEINSEREN TGN confige

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

RPN EKEXNNE LN 2 N FER.
@ X Docker EFImHIRHl, B IHEREBENFRNBZTRERIWindowsEiF, "5EIHEIZ
25773"(3-X)o
Docker SwarmiJ R LI T NS ETrident T2 NS N EEMRIIEF A SR HE S 15,

* Docker Swarm BFiIffRERFFMIESE ID EAEE—EIRRRT.
* HiEREFR LT Swarm £BFHNEN T S,

* B (B Trident) X AT SwarmE B PN E N TR L8IREIT. HFTONTAPHY IEA TN LAKAH ontap-
san WENEFHTIES I “ontap-nas. EflE2M—REBEXLERE TEITHREIER.

HRPoIEF 2R EFAFAFNANTI. XEFFTEISBANEMERBAES. MKBHEHN"RRE
E" i, Elementt—IRIHEE 24 B A BN ZTEIDFRR.,

NetApp B Docker FIBAEH %, BB EMTRETRIFHRAILUIRA,

MR EFE FlexGroup , MTEE -/ FlexGroup EE— 1M EHZ N5 EAER FlexGroup
MEINE ST, ONTAP RZECE % 1 FlexGroup .
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