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Trident for Docker
ZRE IR
EHETrident> 7, EHFIEIN L REMRBSNENMINIERE M,

ZIRER

* BIAERERB R EFMEER ZK
* BIIAEE RER SR Docker hitAs, YIRERY Docker IRABEIRY, "LZEWEHE" -

docker --version

* BIIAEREN LB RRHEE MNFIRRTRE

NFS TH

ERER TR ERFRNGLRE NFS T,

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D = NFS TARERTENA, UHLBBHINBIZIEETE LR,

iSCSI TH

ERER TR ERANGLLE ISCSI TH,
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-

mapper-multipath

2. {510E iscsi-initiator-utils ARASEE /9 6.2.0.874-2.el7 HERARA:
rpm —-gq iscsi-initiator-utils

3. BRAIRERTF:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BR%ZHKE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ ffafR etc/multipath.conf ®%& “find multipaths no {E ME “defaultso

S. #41R “iscsid #1 “multipathd IETEiB1T:
sudo systemctl enable --now iscsid multipathd

6. BAHBL) iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RELTRAERHEE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. KA open-iscsi fRASZEE A 2.0.874-5ubuntu2.10 EShRAS (GEFF bionic) 5 2.0.874-
7.1ubuntu6.1 ESHRAS GEBTF focal)



dpkg -1 open-iscsi
3. BRwARIRENFE:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BR%BKE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

CD ffafR etc/multipath.conf B®%& “find multipaths no fE ME “defaultso

5. #8fR “open-iscsi' Al “multipath-tools' BB BH IEEiETT:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe TH
ERERTERERARNHLRE NVMe TR,

* NVMe F£E RHEL 9 X E SRS,

@ * WRIEEY Kubernetes TTRBYAZMRAKIE, HEEHINZMRAZE NVMe RFE, NIER
BEFER T REIRZMRAEFRNEE NVMe BRI,



RHEL 9

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERERATERERAFNGLRE FC T,

* Y{#EMAIE1T RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) B##H& FC PV I {FHaAt, iBEE
“discard"StorageClass H1#J mountOption B FHITREXZE)EU, & "IESE",
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath
2. BRZBE:

sudo mpathconf --enable --with multipathd y --find multipaths n

CD ffafR etc/multipath.conf B®& “find multipaths no fE FE ‘defaultso

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. BRZBE:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ ffafR etc/multipath.conf ®%& “find multipaths no fE ME “defaultso

3. #41F “multipath-tools' B B R HIEEIEIT:

sudo systemctl status multipath-tools



TR ZETrident

Trident for Docker /INetAppfEfiEF &1t 5 Docker £ B RFANEHZEN . ©XIFMNEME
iz‘:‘u‘:“tlJ Docker EN|NFMHABNRENEIE, FRMET —MEZR, UERERAMNEMMT

Ho

B—FHN LA UERNEITZ 1 TridentSE B, XAEFL R U ERHEZEIZ NMEEAFAMEFMEEE, FETUBENX
Docker HfERHITESE,

REEMFA
BE"EENRFMN WRBRTRFMNE, BIEIERE Trident,

Docker BIERViEH % (hRZs 1.13/17.03 XESHREAS)
ez ai
YR IEZ BI7E Docker 1.13/17.03 Z BIBIhRZASHER D Trident BIERFIPHIZES £, BHRRESRE
BB G A ZAELE Trident# 2 H EF B D Docker SFHFHAZ,

1. BB ETEETTRYSES)

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. &3 Docker,

systemctl restart docker

3. IEMIRIEBE %% Docker Engine 17.03 (#ihRZs 1.13) SHE = A4S,

docker —--version

MREHRRAFBIEY, "LEHEMEHNLZEER"-

p
1. IRECE XA IRIN T A B EEIN

° “config" BRIAXX & 2 “config.json' Fid, EAILUBITIEE B FFREREEFRHIEMBZF. config XHER
EIN, BB ST /etc/netappdvp TN ERL LHIE Ro

° log-level: IBEHEHKF(debug, info, warn, error, fatal) o ERIAMEN infoo
° debug: FEERERBARXEEIER. FAIAMEN false. WMRNE, NEBEZHEL .
. BIRECENHERLE:
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sudo mkdir -p /etc/netappdvp

ii. BIERECE 4!

cat << EOF > /etc/netappdvp/config.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. ERREEGRABTrident . X “<version> ERBEEEERRIEFZAS (xx.xx.X) o

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. FHafEM Trident\ EECEM RGP IREVFHEZ B
a. gIE—E N firstVolume 8%

docker volume create -d netapp --name firstVolume

b. FEETHITEIEIINE:

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. &R EE firstVolume”:

docker volume rm firstVolume



Bg % (AR 1.12 SERRRZ)

S s = A
1. EHRE(ERBZI Docker fRZS 1.10 ES AR,

docker --version
MREHRRATIH, BEHRENRE,
curl -fsSL https://get.docker.com/ | sh

HE, "BEREBEND KiTBEHITIRE" S
2. FHERENRSLEEE NFS F/3¢ iISCSI,

il
1. ZEHFENetApp Docker B
a. THHMENBRER:

wget
https://github.com/NetApp/trident/releases/download/v25.06.0/trident-
installer-25.06.0.tar.gz

tar zxf trident-installer-25.06.0.tar.gz

b. B EpBIEIKILEZPREMIE:

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

C. BIERENAFRE:

sudo mkdir -p /etc/netappdvp

d. gIERCEfF:

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. MEY ZHHBIXEHEREEXHG, ERRHNEEX AR TridentTiF#E,

sudo trident --config=/etc/netappdvp/ontap-nas.json

() mirmaiE, SEHEFNIRIAEHN netapp,

SFIPHIZETHE, ERILUER Docker CLI REBIZEM SRS,
3. g

docker volume create -d netapp --name trident 1
4. BEhAZBYECE Docker %

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

S. MB& Docker % :

docker volume rm trident 1

docker volume rm trident 2

AR ohBt B Trident

systemd RZEMRFIB TR FIEHE: contrib/trident.service.example 7 Git €FEH, E7E RHEL
AREHRERZXM, ERITUTRE:



1. B HEHZIERIE,
NREBITZ LG, WIN A B 7T AR ME— B9 & FRo

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. YREEEXH, ¥R (5 217) BEXASEERRZMITE, HEEEXHREIFE (5 917) BEXNARBEN
15,

3. EFTINEL systemd LAEEIRUNEERL:

systemctl daemon-reload

4. BRZRS.
XN BMMEIRBIRG X BB A XMBFAARE. lusr/lib/systemd/system’ B R,

systemctl enable trident

S. BEARSS.

systemctl start trident

6. EERS

systemctl status trident

@ FrRERBTXHRE, EETUTHS: “systemctl daemon-reload s < H AEHS R AN X L 25
o

FEREEIE Trident

f&o] L R et H K Trident for Docker, MARIIETEFERE=EEAIFN, ALIiEF
SH—ERIEEMBYE, “docker volume HXNZIGEHNGSB AN, NARREITEE
HE, BEZEEBRXET. KZHERT, XEREFEE/L# .

Hk
BB LTS B H L Trident for Dockero

p

10



1. S HEEM:

docker volume ls
DRIVER VOLUME NAME
netapp:latest my volume

2. 2R

docker plugin disable -f netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. FHERIEM

docker plugin upgrade --skip-remote-check --grant-all-permissions
netapp:latest netapp/trident-plugin:21.07

C) Trident 18.01 ARAEXX T nDVP, RN ZEZMUTAEHL: “netapp/ndvp-plugin'ElF E|
“netapp/trident-plugin B,

4. BRI

docker plugin enable netapp:latest

o FIAEHERRA:

docker plugin 1ls

ID NAME DESCRIPTION

ENABLED

7067£39a5df5 netapp:latest Trident - NetApp Docker Volume
Plugin true

6. HaiNErI

docker volume ls
DRIVER VOLUME NAME
netapp:latest my volume

11



NREMIBARAEITrident  (20.10 Z &) FZ&E|Trident 20.10 SIESARA, METRERBEIEIR.
B8, BSACHNT, MBBIHE, EURERALEE, ABMIRZEE, BE
()  EIEEmRESHREEMBITidentii4: docker plugin install

netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

ENE
BB LTS B EHF Trident for Dockero

T
1. BIBRIEGCIENFRE S,
2. B PR

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. TERRIEM

docker plugin rm netapp:latest

ERE

BRI LUERIMER ER N eIE. TEMMIBRE docker volume FEER, 15EAIEE Trident
IRohizRE BIRAYE <

elf=Z
* ERARHRIREERMDRFNE:

docker volume create -d netapp --name firstVolume
B2 B S E TridentSE 9% |

docker volume create -d ntap bronze --name bronzeVolume

12
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()  OREEEEEEANE options ERNEEMHEZFNEALE,

* BEINER/N. BZHUTRA, ERREIERFEE 20 GiB BI%E:

docker volume create -d netapp --name my vol --opt size=20G

BERNAFFFELRRT, HRES—EBHE, 2{IAE (FE0: 10G. 20GB. 3TiB) o
MRREIER R, WEAEN G. ANRAFNFTA 2 WE (B, KiB. MiB. GiB. TiB
) 5 10 B9% (B. KB. MB. GB. TB) . E@ERIfEA 2M&F (G=GiB, T=TiB, ...) o

BiREE

* MFRZEHH NS HEAth Docker H—HF:

docker volume rm firstVolume

() @t solidfire-san’ LA HITREHIZ MR E 2.

FREB LT BF4R Trident for Docker
REE
fEFBY ontap-nas, ontap-san, solidfire-san, # gcp-cvs storage drivers TridentB] LATE[EE, fE

FEBEY “ontap-nas-flexgroup @& "ontap-nas-economy IRoHiEF AL 55 g, MIIBERIEMEECIE—
TRER,

* WEHLMEERE!
docker volume inspect <volume name>

* MBS, XBSBENE—HRYIRE:

docker volume create -d <driver name> --name <new name> -o from

=<source_ docker volume>

* MBS LRRIREIBHE. XAZCIZIAVRE:

docker volume create -d <driver name> --name <new name> -o from

=<source docker volume> -o fromSnapshot=<source snap name>

13


volume-driver-options.html

Nl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",
"Name": "firstVolume",
"Options": {1},

"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

paEIbiN=ielbe s Sy

QAELINBIEIIEE (BERE) REPXBEXHFRASZ TridentSz 130 (a0 —1) , BRIABEME
FATridentifAXLEIRIGE (HERE) . “extd 18 1L /devisde! TixBE Tridentifia)) o

IXEHAE R4S IE B 8L

BFEERCHIEFEE — AR ERNED, Er] U RIRERTEE XERTLA B E X ER,
52 N HER T EEENFERSREDT,

IR SRR AX EETHFRE S, RAETME -o' CLI REERINIZER . XEEREE JSON iiE
X R ERIFRE.

14



ONTAPZA=1£IN

NFS. iSCSI 1 FC FI& I BIEM G 4E LT L+

JZET

size

spaceReserve

snapshotPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

UTFEIMEB{ER F NFS:

LD

BR/NIAN 1 GiBo

REREFRNATUREERENELRE, FRIANEE
ficE. BXUYEN none (FFEACE) M volume (EAC
B) o

XEIORIB RIS E NFAEE, FIAERN none XE
FEARARBNZELRBRE, FRIEFEEEERENK

, SUFTEONTAPAS LEFE—1R S default’dy
HRER, ZHRRSAIEHFRE 6 M/ NERREB. 2 MH
IREBFN 2 M EREB, B LUEI I SR S REB R
FH9EE, .snapshot EHEEERHFMEFo

XEEREMEEIGENMENE S, BRIAMEAT
, XEMREWREEET snapshotPolicy, ONTAPH;
1%E#¥ snapshotReserve GEEH 5%) ; SR
snapshotPolicy 73 none, M ONTAP ¥&i&#F
snapshotReserve (GBEN 0%) . &R LUIERCEXH
FAFTBEONTAP/GImIZERAIA snapshotReserve 18,
#F BRI LUEE B 1ERR ontap-nas-economy Z JMYFR
BONTAP/GIHH B BI LT,

RS, XRESHONTAPILEIR REES5HRED
Bo BUAMEN false, BERESHAGIRIFELIE
EIEREESHERENDE, BATKAEEIS
REFERER, fli, =E—THREEATUTEX
Ehtja), BTNENEHETEIRLD, Rit&FIIEMF
a8

£5E LB RANetAppBINER (NVE); ZHAEERN
false, EERILEIN, HMEEEE EIFE NVE i8]
F R NVE,

MREIHRBAT NAE, NETridentPECEERIEED
BB B NAE,

BEZER, FE: "Tridenttl{al 5 NVE 1 NAE (&
TS

RESEEANDERR, XRE T HBIEZTNRE
RS (R%iE) i, BEREIBERE.

15
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il

unixPermissions

snapshotDir

exportPolicy

securityStyle

AT MEhnEsYE A F isCsl:

eI

fileSystemType

spaceAllocation

ol
BEUTRA:

* BIE—" 10 GiB &:

D%
XERIERFINRE, RABERT, RRKIREN

Verwxr-xr-X' & B F RN ER TN 0755, HE
‘root R NFIEE. XAEAHHEFEEAIYA,

BIISE S true SEE " .snapshot B F 1A I18)i% & 7]
WHEZR. RRIAER false XEKE A WLI1E
“.snapshot’ B REIA TFEARS. KLHERR, Fla
BEAH MySQL Hi1%, FEUTER FTLERMAATE:
*.snapshot' B R A Il

REZEEFEANSURE. BIAEN default

RERTIHRENEE2FN. AIAMEN unix. BNIE

M unix M “mixedo

iR
IGERTFRIL iISCSI EHNHERS. BIMERN
extd, BMEN ext3, extd , H xfso

BHIEE N false ¥ % LUN M= i8] ERIhEE. BAIA
BER true XEGREHETERNEBEFI LUN T
ESENBY, ONTAPSBHIEAN. UETHER
YFONTAPTE EAMIBREIERT B shEIR (8],

docker volume create -d netapp --name demo -o size=10G -o

encryption=true

* QIE—HHRIRY 100 GiB &:

docker volume create -d netapp --name demo -o size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* BIE—1EAT setUID filyE:

docker volume create -d netapp --name demo -0 unixPermissions=4755

16



B/N\EX/NA 20 MiB,
WNRKIETEIRBIRE, HIREREEA none TridentfE 0% FYIREEER,
* BIEBE—MEEREREMNRBRERENS:

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* BIE—NEAERIBRREEBEXREBRELLGIA 10% HE:

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* QIE— P EBRBEERER 10% BEXRBEZTENSE:

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* QIZABRIBRCHE, HIEZ ONTAP ERINRIRGRE (BE A 5%)

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element ZX {4+ & =1%EI0

Element &= B R EEHEXHANFARSFBE (QoS) K, SIEER, FRUTANIEESHXERN
QoS &Kk&: -0 type=service level Bn& %,

£/ Element IRGIFEFFENX QoS FRERFINE—T BREEL—PRE, HEREXHFTIEESAMKENR
N, BAMZEE IOPS,

Element X RV E {15 G 2T ELFE LU T 14

PEIR iR

size HHAD, BIAA 1 GB sEiE % H...“defaults”
. {“size”: “bG"}.

blocksize AT LAERS 512 2 4096, EKIAEN 512 SHAECEIN
DefaultBlockSize,
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Tl

BSHLUTESE QoS EXRIRAIEE X f+:

"Types": [
{
"Type": "Bronze",
"Qos": |
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
I
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
o
{
"Type": "Gold",
"Qos": {

"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

ELEREEES, HNE=ZNEREBEN: 5. ARNES, XEZIREHELN.
* 8l 10 GiB &5

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G

* Bl 100 GiB H¥i%:

docker volume create -d solidfire --name sfBronze -o type=Bronze -0
size=100G

18



u&% E ITRRY

ZLJG_JLXH&EEIQ\L,(%EHH 1TEEHR. WEBENFGEZBURTEIZTT Docker RIS

Wk B S LA TER AR

pZ
1. MR EERBENREIGEH S EBTTTrident (BD, {EF “docker plugin'di<%) , AJILUXIFIRAR:

docker plugin 1s

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

hEBERANNZE LIRS, NRXERTE, EeIUBERREXEEIER.
2. ZRREEHAELER, BREBRIFXAECRIEERES:

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true

5E, HEMERENFERTERABERKATER:

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

docker plugin enable <plugin>

3. NRE T‘I*TLJ:f.ﬁlZZiE%‘JY#, MEEMFENBERF. /varlog/netappdvp BER. BERAAIRXBEE
BR, BIETE -debug’ HIRBITIELFRT,

—AREEHRRIRTS

* MAPBINRENNRAREKERR, SEHATENGEN. KEXMERN, SESHLEKIEBRET
, AJRESEEIRMXFRER:

19



Error response from daemon: dial unix /run/docker/plugins/<id>/netapp.sock:
connect: no such file or directory

XEREHRERHEAK. FEHNE, ZEHRET2ENBETICRINE, NiZrIUAEBEIZHTRIEEEINA

ZERalE,

* IRBHARRRLRDNEEE LBRR, BHIR: rpcbind EREHIEEIET. BRAEVIRERFAERN
REEERERHKNERS rpcbind [EFEIETT. ERLUBTIEITU TSR ILE rpebind BRSZEVIRE :
“systemctl status rpcbind' S EZ %%,

EIEZ M TridentS2 {5

LIREBEENIAE SN ZERER, EELS M Trident2fl, SIS PEFINXBEETEH
FEINBIIRGBREN]. --alias EARILIGHRNERN, T¢FE --volume-driver TEEA1 L
SL{54K TridentBT B9IERE

Docker EIFiEM (ARZS 1.13/17.03 SEShRAE) BH
1. BEE— LI, EERBMEIE X,

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json

2. BEIEZAREA, EERRNZAMEEXF.

docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json

3. tIRER, RRIRIEENREDIZRF Ao
i, BERFE:

docker volume create -d gold —--name ntapGold

e, WFERRFEMS:

docker volume create -d silver --name ntapSilver

B% A% (RS 1.12 HERRRAE) P E
1. FABEENXIRHIERF ID @T NFS BE& B ohifft:
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sudo trident --volume-driver=netapp-nas --config=/path/to/config
-nfs.json

2. (ERBAENXIRIER ID # iSCS| BLB B Ehifft:

sudo trident --volume-driver=netapp-san --config=/path/to/config

—-iscsi.json

3. NENIEEHIZFIFIEE Docker &

f5an, 33F NFS:

docker volume create -d netapp-nas --name my nfs vol

540, x+F iscsl:

docker volume create -d netapp-san --name my iscsi vol

FEAC & 1A
EEEATFEMTridentid B HIECE ED,

2FHACE IR

XL B IEINEA FAIE Tridentfid &, TICERAMHEETFS.

I iR AN

version FEEX A= 1

storageDriverName FEIXEHIE A TR ontap-nas, ontap-san ,

ontap-nas-economy ,
ontap-nas-flexgroup ,
solidfire-san

storagePrefix SRMIELEFIS. BAIA: staging
netappdvp o

limitVolumeSize WA/ NG AHERS, EAE: "™ 109
(Fa2HIIT)



1B0EH storagePrefix (BEEAIAE) EAT Element Fif. FIABR T, solidfire-san’
XSRS ZBRIISE, HEREATZ. NetAppRiERIFEMFAF, ID #1T Docker gt
, NEFEABRMEIE, ZBEMEUEIERT Docker fras. IREHIZE{E MK E Docker BIRIAZFR
(WNRAJEEFER T EARBFHMER) -

BILAERRAIAEDL, #RECIRIENE LEEEX LRI, X size' IbETUER FAAEIEHIZEEE, BRI
REBRIAEA/ NG, ESHONTAPERER .

WET 1D Tl
size WMRENANERIAKR N BN 16 106
ONTAP &

IRT bR F/ECEEZIN, EFAONTAPEY, EA]LAGER LA FIRZRIE,

JZET TP Nl

managementLIF ONTAPEIE LIF B9 IP #htit, 88  10.0.0.1
LIEE— 1 TeREE®2 (FQDN

dataLIF LIF#MY BYIPtiE, 10.0.0.2

* ONTAP NAS IXhiERs*:
NetAppRIIETE datalIF. YN
BRIZMH, TridentEM SVM 3%
EY dataLIF, f&r]LUIEE—5E
2[REEHZ (FQDN) FBF NFS
EHIR(E, MMmeliER18 DNS
LITES A datallF Za# T s
¥t

* ONTAP SAN IRzpiZR*: 1570
$§7%E iSCSI 8 FC, TridentByfE
FA"ONTAPIE# R4 LUN thE"%
M Z IR RITEFIER iSCSI
g FC LIF, SNRHIMUTER
, WEERZES: ‘datallF B

BRHE Xo
svm EFANEEEMY (WREIE LIF svm nfs
TR LIF, MEIA2IEIRN)
username EETFERENAR R vsadmin
password EEFHISENED secret

22


https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html

JETT R

aggregate BFEREENRE (Aik; WRILE
, Mmafcss SVM) - JF
“ontap-nas-flexgroup IXGHAZFE, It
IR 28, 9S4 SVM BFRE
REE A TFECEFlexGroupH,

limitAggregateUsage ik, WMRFEARBIILEDL,
MERE KK
nfsMountOptions 3 NFS EHGETUHITHEAT S, 2K

IME -0 nfsvers=3", XFRLUTIE
. “ontap-nas’# “ontap-nas-
economy &)#l. "EELEAEE
NFS EHEEER" -

igroupName TridentB|EZMEES TR
igroups " fEA “netappdvps

tb{EARBEE BT & B
NFRLLFIER: “ontap-san E#lo

limitVolumeSize RAABEREE,

gtreesPerFlexvol E"FlexVol FIE K qtree ¥ E 47
7£ [50, 300] SEEIN, ERIAEH
200,

FtF “ontap-nas-economy X EHFE
F, LIRS EE XS FlexVol
MR K qtree &,

sanType *2$F “ontap-san {XfREIN. *FATF
#EFF Ciscsi X F iSCSI, ‘nvme'i&
FF NVMe/TCP g “fcp' BT cetid@
& (FC) £A9 SCS,

limitVolumePoolSize * $¥ ontap-san-economy 1
“ontap-san-economy X RSl *
FR#IONTAP ontap-nas-economy #/1
ontap-SAN-economy JXEhTERFH
HIFlexVol K/

RGHRM T RAIAED, BRELIENENELEHITIEE:

Nl

aggrl

75

o

-0 nfsvers=4

netappdvp

300g

300

‘iscsi HIR AT

300g
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il

spaceReserve

snapshotPoli
cy

snapshotRese
rve

splitOnClone

encryption

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

fileSystemTy
pe

tieringPolic
y

8 O

iX “ontap-nas 1 “ontap-san' KEhiEF NS
#F 1000 1™ FlexVol,

.
Hi

R
TEFNITET; none (FEEIACE) T volume (EHY

Hi

~

EFEAREEE, PAIAEN none

REBFMEELL, BAEANZFFH, ®RE
ZONTAPERIAES

IR e RA S HER R D E, FRINN false

£E& LB RANetAppBINER (NVE); ZHAEH
false, EERILIEIN, HMEEEE LIS NVE i8]
FEH NVE,

MREIHBEAT NAE, NETrident i &ERIEES
¥ BB NAE,

BZER
TS

L, B2 "Tridentt{al 5 NVE #1 NAE &

NAS i£I5, ATFEEER NFS &, ZRIAMEN 777

NASIEI A F 418 ".snapshot’ B o

NFSTHRIEEFERIINASIED, BRIAEAN default

NAS &L, RTFiHRIEEER NFS £

NFS % #f mixed

‘unixe

‘unix R2HEM. BIAMEN

SANIEDAE FiEFEX R P LR, BN ext4

BEEANDERE, BIAERN noneo

Nl

none

none

false

true

777

NFSv4 A“true”, NFSv3 5y

“false”s

default

unix

xfs

none

> Docker E8/E—1ONTAP FlexVol o
EBRZA T 12,000 PMFlexVol&E, RER Docker EERFTE

ONTAPENEET RERS
LEBREI, M “ontap-

nas’ T FlexVols $2ft T Docker EHIEIRBH T EFMIMNINGE, HILIKoHIZFEE LR NAS R A ZR,

WNRIEFER Docker EEEiBIL T FlexVol BIFRH,

Hlo
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iX “ontap-nas-economy IXREHIEFF1E B o B IR AYFlexVol &t B 8 ZEIONTAP Qtree BY Docker &, Qtree
RETEANATY BY, SMEETARZHIX 100,000 MR, SMERRZENA 2,400,000 PHa, B4
N 244t T —LEThAE, X “ontap-nas-economy IXGHFEFE A2 3F Docker HHIERIBE 72 [E,

@ iX “ontap-nas-economy Docker Swarm BeIAZiFHZIREHFER, Ff Docker Swarm FiE A
BZM T RS,

iX “ontap-san-economy IXEHIEF7E B B IR AYFlexVol BRI HEE 6132 Docker HESIONTAP LUN, XiE—
3k, 1 FlexVolFtRBRTF—1 LUN, #FEH SAN TEREIRET BFNaT Bit, BIBEMEMETINTRE,
ONTAPENEE RS F 16384 > LUN, HHTFXLEERER LUN, EIZIRENFERFZ1F Docker HHiE RERF]
=i,

i#E4E “ontap-nas-flexgroup IRoHIZF AliR B NENFHITRNIERE ], ZETLUEKE| PB 4, S8 +Z21X
4. FlexGroups FJ—LEIBABFHBIEFE A/ML/DL. AEIBM . WEWE. REER. XEHERESES,
Trident/EEC & FlexGroupE R EA 2 BL4S SVM BIFFER S, TridentHIFlexGroupZ#FirEE BT /LA

* HEONTAPHRZ 9.2 BLE S hRAS,

* BERG XA, FlexGroups 1323 NFS v3,
* X9 SVM B 64 il NFSv3 tRiR T,

* EINHIE/)\FlexGroupR% 5/& K/ 3 100 GiBo
* FlexGroupE A2 1 F5e &,

B X FlexGroup LUINIES FlexGroup B ITEHRHBEE, BEBRUTHSA: "NetApp FlexGroupis sz {EIL B Al
SCHEERT" o

AT ERIFRPRIESRNENANUEEZE, ErILUE1TZ 1 Docker Volume Plugin £, HEAR—MEA
ontap-nas NS —MER “ontap-nas-economyo

HTridentEEHIONTAPAE

oI L BIE— 1 EERESRAIONTAPEE AR, XFEMANFEAONTAPERE R ABETridentPHITIR(E,
ETrident/SifEc BT B SHAFARK, TridentiFERERIZMONTAPER A BRMITIZME

BHBR TridentHEX LR BXEETidentBEX BEHNEZEE,
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{EFAONTAP CLI
1. FERUTHSEIENAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BRBMSIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

FRRKEIESR
IONTAPR A EREFHITUT I E:

1. SRR AE:
o BESHSGIREENAE, HEEEH > 2,
(5) BAE SVM AJIQREENAE, BEF > FHEMI> required svu> 9HE >
RFARE"
b R P HIR & SANFILENR () .
T B
A EXAEAN, RERE R
2 BRERIETident AR + £ AAAE RE AT TS E:
a. 1B PR TR TR T +,
b, R BIER S, AEERE THREPEERE,
C. BE R

BEERIESHUTIE:
* "ATEEONTAPHEEX AR"HE " EXBEX AR
* "SHEeNARDE
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ONTAPHED & X {475l

<code>ontap-nas</code>Ik5i2FHINFS !

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code>ontap-nas-flexgroup</code>IR&HFEFHINFS R

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",

"exportPolicy": "default"



<code>ontap-nas-economy</code> IXENF2FAY NFS {7

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code>ontap-san</code> JXENFEFEHY iSCSI 7 ffl

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code>ontap-san-economy</code> IXEHFZFHI NFS =l

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"
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<code>ontap-san</code> JXEHFZFH) NVMe/TCP 1 fjl

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username": "vsadmin",
"password": "password",
"sanType": "nvme",

"useREST": true

<code>ontap-san</code>IXshfZFHISCSI over FCR{jl

"version": 1,

"backendName": "ontap-san-backend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"sanType": "fcp",

"svm": "trident svm",

"username": "vsadmin",

"password": "password",

"useREST": true

Elementii 4EE

BRT2BEEEZI, EfFEA Element 2k (NetApp HCI/ SolidFire) B,

eI

R

Endpoint

SVIP

<a href="https:/&lt;&R % &gt;:&lt;
ZH&gt: @&It;mvip&gt;/json-rpc/&lt;
TCEhRAS &gt"
class="bare">https://&lt; & F

2 &gt; &It Z RS &gt; @&It;mvip&gt;/
json-rpc/&lt; TTERRAS &gt</a>;

iSCSI IP itz

I B] LAfE A X L3 T,

ANt

https://admin:admin@192.168.160.
3/json-rpc/8.0

10.0.0.7:3260
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il

TenantName

InitiatorIFace

Types

LegacyNamePrefix

R
E(FAM SolidFireF fAF (W18 %k
HEIMBIEE)

¥ iSCSI RERFITEIERIAZ O
, IEHEEREM.

QoS#isE

FERARTrident R FI4%, WRE
EAMNRE 1.3.2 ZFIM TridenthkZs
, HEFERWEERITHE, WE
EREIEAsERRESER TS
ERATEIIRE

X “solidfire-san IREHFEF A2 #F Docker Swarm,

TOITTERR BB
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docker

default

Z 0 T EAYIRA

netappdvp-



"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 )& PR
EHE XK Trident’5 Docker 454 R EANIRREAIRAIHIS S,

¥ Trident Docker Volume Plugin MIBhRZAHALKE] 20.10 RESRAEASSHALKK, H
HIEHEXFNXHHE R HEIR.

GBS AR
1. R,
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docker plugin disable —-f netapp:latest

2. TERRHET

docker plugin rm -f netapp:latest

3. BN, HIRMEIMER config SERE,

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

BRREEDHN 2 MF .

@ XE Docker EFIRHIRHl, BPIHESBEBENFRBIMEERE Windows B&1E, "SI 1% 25773"

Docker Swarm BV HE LT HEH Trident T2 FHFESMEFEMIRIZRAS,

* Docker Swarm Beiff BERBRIFMAEE ID fEAHEHE—MEIRRR.
* HiEREFRLXET Swarm £BFHNEN T S,

* B (BfETrident) WMTE Swarm PSR LIMILIEIT. HFONTAP BWITEA K "ontap-
nas ' “ontap-san' B R ZFTLBERIEER, RENMTEHE —EEBEXLERHISZM TRIERN A

HRWZF 2R EBMRZRFAHZRNEFNENE, XARISREMEREIERES, MLERAHN TR
; fI40, Element BB RIFEEBHERRZME ID RREBIIHEE.

NetAppE[a Docker HIPALRH T k15, BB RNSBEMTREARKZ RN AT,

AR IEEAEEFlexGroup , M%E 1 FlexGroup5IiE{EEl BERIFlexGroupE — 1 E %M1t
BNERE, MONTAPA=EE S —"FlexGroup
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