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EEIET R

Kubernetes S£E£FAVFRA TIET m &N TBESIEE IS Pod ELEME, BAERZTET R
, IR TIRIEFMEIREIFEFE 3 NFS. iSCSI. NVMe/TCP 8¢ FC T &,
EREENT A

MREFERNRLZMIREIIER, NNLEFEIREFFAENTIE, &#hk4H Red Hat Enterprise Linux
CoreOS (RHCOS) FHUARETXLETH,

NFS TH

"ZEE NFS TE"WNREIETEFER: ontap-nas, ontap-nas-economy, ontap-nas-flexgroup ,
azure-netapp-files , gcp-cvso

iSCSI TR
"Z%E SCSI TE"WREIEEMFER: ontap-san, ontap-san-economy, solidfire-sano

NVMe TH

"4 NVMe TE"WMRIRIEEREF ontap-san’ B TFETF TCP WIESZ K MEF#EIIEREO (NVMe) (NVMe/TCP)
TdJ‘-BZo

@ NetApp#Ei¥ NVMe/TCP fEFONTAP 9.12 S E S kR4,

B HATIEE (FC) #1T SCSI T A
BBR'ECE FC 7 FC-NVMe SAN EA18975 72" BXECE FC 1 FC-NVMe SAN EHIHNEZE LS.

"Z%E FC TE"WMR{REE[ER ontap-san A sanType “fcp (BEYLLFEERFHIT SCSIBEE) o

FEEEEMNES: * OpenShift fll KubeVirt I8 35@:d FC #17 SCSI i@f5. * Docker F3zi¥ilid FC &4
SCSl, *iSCSI BRINAERERFET FC B SCSl,

TRIRE A
Trident2 =18 Bapt@ N T 22 & A LUB1T iSCSI 3¢ NFS fRS.

@ TRARS AIMINEER LURGIE R MBVARSS, EFRERIEARSEEER. Rz, RRIMRSH R
IEEEH—ESRM,

EIE s
Trident2 AT REIBEMH, LURIERIMARS. BEEXEEM, 1BIE1T!

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>
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EEERIAARSS
TridentiRF TridentT 52 CR L& 1M N RBANKRS. BEEFELAUMBRS, Bi81T:

tridentctl get node -o wide -n <Trident namespace>

NFS%
EEEATFERERANGSORE NFS TR, HENFSIREER AR,

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =ENFSTABBRIFSA, LBLLEEMNTIERETE M,

iSCSI &

Tridentr] LB EHEIL iISCSI =2iE. 348 LUN. AMZRIFigE. HALIREFREEHT) pod F,

iSCSIERIEEN]

JFTFONTAPRS:, TridentEHDHIEIT—/X ISCSI BRIFZER, L.

1. *HE*FIER iISCSI £1FIRSH HFIRY iISCSI 21FRTS.

2. BIBARESS YUAPRSHITILR, UHERERHITIAEE, TridentffiE BB M IR UM HITIBRE,
3. ITHEMEE, FHEIRY ISCSI 2iFRESMEFIFIER iSCSI 2I1ERS.

@ BRUESINHEEMTF...... ‘trident-main’ 482 Daemonset pod LA, BEEEFEHE, XA
%8 “debug ETridentZZE I 2RI E 9 “true’s

Trident iISCSI| BY B RIThAERT LAEEBAFIRA |

* MEHERRIR RS PT AE BT HAE AN 2ERBY iSCSI &iF. MIRZIEEIH, TridentzFHFEDH, AREH
HEMSIIFRBILER,

BIN, ARAEHERHIS EIINT CHAP B9, HEMAKIIEE, WIRM (IHH) CHAP
() =HETRARETR. BRNEATLIRRX—A, HEHERT AR B0
CHAP Z%H,



* fR/LiSCSI £iF
* ER/D LUN
AL TridentZ BB EEZENESR
* MNREAS TR igroup (£ 23.04+ FA5IN) , T iSCSI BRATNEER/Zah SCSI B4 EFrAIREN
SCSI EFHH#H,

* WNRNEREHTEER igroup (B 23.04 IRAEEFA) , N iSCSI BRLIEEEEE) SCSI EffAH, UE
% SCSI &4k ERY#AT] LUN IDo

* WNREIERT 24 igroup /G igroup, iISCSI BRITNEESB5h SCSI A, UEH SCSI &4k
H9¥EHE LUN ID,

it iscsI TR
FERERT IR ERFNMSRE ISCSI T,
FFHaz Al
* Kubernetes £85I HE N 2& A E— 1 HE—R IQN, XE2HNEMFIIRFZH,

* YNRMHEA RHCOS 4.5 {EShRAs, siEHMS RHEL %38 Linux X1ThR, MIEEHITIU TR E:
solidfire-san WFIRENFEFEMELlenent 05 12.5 KERA, EHIFRE cuar BHBIFEXISE
59 MD5, “/etc/iscsi/iscsid.conf Element 12.7 125 & FIPS t7/ER CHAP 245 % SHA1
. SHA-256 #1 SHA3-256,

sudo sed -i 's/"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* Y{FEMAIE1T RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) H#%H iSCSI PV (WL {ETimft, iBEE
“discard" StorageClass FHJ mountOption FAFHITARBET BB, SF "4IIESHY",

* BRREEAREZFIRA. multipath-toolso


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems

RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. JFH0E iscsi-initiator-utils hRZS 2779 6.2.0.874-2.el7 EShRZA:
rpm -gq iscsi-initiator-utils
3. BRwARIRENFE:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZRE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ R /etc/multipath.conf @& ° find multipaths no’ T
“defaultso

5. HafR “iscsid A “multipathd IE7E3E1T:
sudo systemctl enable --now iscsid multipathd
6. ERAFB5 iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. REMTRARGE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. A open-iscsi lRZASEE /I 2.0.874-5ubuntu2.10 SEEAkZA (GEFATF bionic) BX 2.0.874-
7.1ubuntu6.1 S EEHRAS GERBTF focal) :



dpkg -1 open-iscsi
3. BRwARIRENFE:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BHEZRKE:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D R /etc/multipath.conf B& "find multipaths no £ FE
“defaultso

S. H41R “open-iscsi'# ] “multipath-tools’ BB BH IE1EiETT:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D 3FF Ubuntu 18.04, BRI o< RKIMBIrmO: iscsiadm FFIaZ A1 open-
iscsi' B iISCS| SFHP#HIE, BB LUMEER tiscsi BRSBEEN tiscsid” B Ehil,

FCEEZE A isCSI B/
&R LARCE LA R Trident iISCSI BRUZEREE L HANRIE:

* iSCSI HREIRR: #E iSCSI BRIAMAIME FUAME: 5 2% o M LLETIRERVN BT RIEMIET
R, NEBIRERANBFRERBITMER,

@ ¥ isCSI BRIEFRIREN 0 F¥e2fFLE iSCSI BT, HITFRINEA iSCSI BRThEE; BB
£ iSCS| BERRET AR TFEth TR B8RS, A NERZINEE.

* iISCSI BRFFAYE]: HE iISCSI BREEHEMERNZIEAZHBRER ZAIFHNNE GUNME: 72



W) . BRAILRKEEENEANHNT, UWERBRIAFRRIIETIHZMSFTHERNE, ARBRAE
MER; HELBENENNHT, UEEREHFENER,

fe

ERIEEN ISCSI BRIEE, BERUTSE iscsiSelfHealinglnterval #
“iscsiSelfHealingWaitTime Helm % #£5% Helm EHHRE]HIS %K,

LUFRBIE isSCSI BRIEfRIZE N 3 A%, BRERVEIZEN 6 28
helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0Os -n
trident

=X

EffENEN ISCSI BRIKE, BHEUTSE: iscsi-self-healing-interval # “iscsi-self-healing-wait-
timetridentctl R EHTHABINNS L,

TR iSCSI BRUBIRIZE N 3 75, BREFFHENZERN 6 2!

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP &
EREATERMERZNGSRE NVMe TA,

* NVMe FE RHEL 9 X EShRZS,

@ * YNRIEH Kubernetes T RBINIZARAXKIE, HEZHNZRAZE NVMe 346, MEE]
BEEEB T RNARRAESEHRAE S NVMe G BHIRES,

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



IIE R

LRTTRE, FRAUTHRIE Kubernetes EBHPHNE M T R ESEABM—HI NQN:

cat /etc/nvme/hostngn

(D TridentfE® T “ctr_device_tmo HH{R NVMe FERSZERUTBI T RMFMEZNME. BIBHUILE,

Bd FC £i#1T SCSI Eix

DL AT UEFAFEE (FC) s TridenttEONTAPR S LER BN EEREH AR
AR

BB FC FRA MR T migE,

MBIRE

1. FREXBFRZEOR WWPN, 15205 "network interface show" 7 2B %1 B.o
2. FRENARHRCH (EH) O WWPN,

BESEHEMNENIRIERALAER,

3. EAENFBEIREI WWPN £ FC it LR B X,
BXER, BESIAERN IR R I X,
H#1EIES LU TFONTAPSAY :

© BERFCOES K"

° "BiE FC #1 FC-NVMe SAN A E"
REFCIA
ERSATERMERFNGSREFC TA,

* Y{FEMAIE1T RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) H#H& FC PV B IL{ET =AY, i5IEE
“discard’ StorageClass FHJ mountOption FAFHITAREKT BB, S&F "IIEE",
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath

2. BRAZRE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) ffafR /etc/multipath.conf 8% “find multipaths no £ FH
“defaultso

3. H3fR “multipathd  IEfEiE1T:

sudo systemctl enable --now multipathd

Ubuntu
1. REUTRAERMGE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. BR%RE:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ ffafR /etc/multipath.conf 8% “find multipaths no £ NHE
“defaultso

3. H31R “multipath-tools’ BB B HIE/EiBT:

sudo systemctl status multipath-tools
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Trident= BRI G EFHEEREXERNGEREFEL. THRNAEREFERSN /R,

* "2 & Azure NetApp Files/gif"

* "BgE Google Cloud NetApp Volumes/gif"

* "9 Google Cloud Platform [Fi%EZ & Cloud Volumes Service"

* "E2 & NetApp HCIZ{SolidFirefFim"

* “FEFAONTAPECloud Volumes ONTAP NAS IXchiZF i & i in"
* "EFHONTAPECloud Volumes ONTAP SAN IXchiZFFEC & i if"
* " Trident5Amazon FSx for NetApp ONTAP"

Azure NetApp Files

fic&ZAzure NetApp Files/5if

&0 LU Azure NetApp FilesBE & A TridentdV /5w, f&1] LU#EFAzure NetApp Filesf5im T
A0 NFS #1 SMB %, Tridenti® Sz ERITERIRAT Azure Kubernetes ARSS (AKS) SR8+
TEREEE,

Azure NetApp FilesIREHF2FIFAE S

Tridenti2 LA T Azure NetApp FilesTZiEIRchiZF, UESEHBE. IFNIHRERE: ReadWriteOnce
(RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

Rhizre iy FEEN  ZERIHEER SENXHRS

azure-netapp-files NFSSMB  Filesystem RwO. ROX. RWX. RW nfs, smb
OP

AEED

* Azure NetApp FilesfREARZH/\F 50 GiB fI%E., RIFKRELR/), Trident=BnhtIE 50GiB BI%,
* Trident{¥ 2 #F £ F3E1T1E Windows T 5= R pod BY SMB %,

7 AKS EE 5%

Tridentz 35115 519" 1E B F Azure Kubernetes RS 5EEE, EFBHE B NIRHEMNBLEIIEEINEE, BHUM
BELUTEME:
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* {#F AKS ZBZER Kubernetes 5&f
* 7£ AKS Kubernetes &8 FEIEHFEE B )

* BLEMTrident®3E cloudProvider ‘318 "Azure"o

Tridenti2ER

EEATridenti@{ER %L 3L Trident , 184W4E tridentorchestrator cr.yaml €&
‘cloudProvider ®| “"aAzure", I%0:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

fE

LU RHZETridentEE cloudProvider ERNIETEHFIER] Azure “S$CP

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

LU REIZETridentH#HTTIEE cloudProvider "Fri2 “Azure:

tridentctl install --cloud-provider="Azure" -n trident

AKS =515

= B19F Kubernetes pod BB {EA TIERAEH B 01T EHIUERIFIR] Azure BIR, MLHREEH
Azure Z1E,

1t Azure FRIB T B NINEE, BOMBEUTHRA!

* {FF AKS ZFZRY Kubernetes &%
* 7£ AKS Kubernetes 58 FECE TEfR B 19 oidc-issuer
* BLEMTridentf3% “cloudProvider 153 “"Azure™ 1 "cloudldentity $§& TEf1 HiAmiR
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TridentiZ{FR
EFATridentiRER R &K Trident , 154R4E tridentorchestrator cr.yaml &E

‘cloudProvider &) “"Azure" HI&E “cloudIdentity F|
‘azure.workload.identity/client-1d: XXXXXXXX—XXXX—XXXKX—XXKXX=XXXKXXXKXKXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

fE
ERUTIFETEISE cloud-provider (CP) 1 cloud-identity (Cl) #7&HIME :
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

LR RG22 ETridentH#H{TIZE cloudProvider ERAMIBTEFET Azure “scp FIgE
‘cloudIdentity ERAMIETE “scI:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>

BEAUTHREEIRE ~iRftE M =5H HEHE:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XXXXXXXXXXK"

T RBZETridentFH#1TI&E cloud-provider "#7i2 “$CP, # cloud-identity & “$cI:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* B “location @EED—N "EHEF MW", EiETrident 22.01hRZs, ‘location' B2 RIREE X HTNEN—
MAEFER, EIHPIEENMEEISE R,

* M Ccloud Identity f8& “client ID M— "HF DT ESD "HIBEIZ 1D
‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXX o
AL BRI ANE R
Z0lE SMB &, A EUTRGE:

* Active Directory BEZE H1%E1ZZIAzure NetApp Files, £2&"Microsoft: BlIiEFIEIEAzure NetApp FilesEIE
28M9 Active Directory iE#2",

* —/™ Kubernetes 8%, &&— Linux 1TH28 T 2 E/D—NE1T Windows Server 2022 B Windows T
ER R, TridentXZFEHEEITIE Windows T LB pod BY SMB %,

* EOFE—EE Active Directory EIEHITridentZ A, LAEAzure NetApp FilesAJ LA[E Active Directory i
TEMMIE, £MHME smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BZE 5 Windows BRZHY CSI KIE, EBEIE csi-proxy, IHSE"GitHub: CSHUIE"sFE "GitHub: EHTF
Windows HJ CSI fLIE" @B F1E Windows _iE{THI Kubernetes 15 &,

Azure NetApp Files/SiRED & AR

T f#Azure NetApp Filesiy NFS #1 SMB [GiREC & 1E, HEEFEE R,
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@ * MNetApp Trident 25.06 ARZAsFFI4,

Azure NetApp Files/Gimtz it A T ECE %D,
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version

storageDriverName

backendName

subscriptionID

tenantID

clientID

clientSecret

servicelLevel

location

resourceGroups

netappAccounts

capacityPools
virtualNetwork

subnet

networkFeatures
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Azure iTIEIR9ITIH ID (£ AKS B¥&
FEBEERARAEIE) o

£ AKS 8 LERIEES NS
fhy, NMARERFEMPHER ID 2
A&,
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hy, NARERFEMPIEF I ID
AR,

£ AKS &8 LERIEESNHTS
ey, NARFEMPIEF RS
AR AIIERY,

Z— Standard, Premium, B
& Ultra

BTE Azure HERIEFHENUIERFR
(£ AKS B B BEIEERIRRH
aJi%) .

BFmEE AT RNERATIR
Tk &I IRAINetAppitk -
1B
BFmEEZUEBENREMTIER
BEZIRF M EIMRLERZ R
FIARF B TR

Microsoft.Netapp/volumes

&M VNet ThaESE, FIRER Basic®
& “Standard. MLZEINEEHIE
EFEMXEATR, eEEEd
ITIRAZ g . B
‘networkFeatures' kB FIZIHAES
SRERE XM,

F5 QoS BEMIFARATNRRZ 25 F. *

2KIA
AR 1

"azure-netapp-files"

SR + " + BT

“ (FEHLRY)

(TiE3R)
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nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

supportedTopologies

gosType

maxThroughput

D% AAIA

Xt NFS HEHETUHITIRATHl, 3¢ "nfsvers=3"
F SMB %, IIRBERHKBEE, BfE

FA NFS hiR#s 4.1 E3#H%E, BEREU

THRA ‘nfsvers=4 ZLUES D FREHY
HENEDYIRPIEE NFS va. 1, 17

EREX PIRERNEHRNSEE
[EinECE iR B RV HIRT,

WRFERNERNATIE, WEE — EUABER TAREHINIT)

BRK,
WPEHERIN EE AN S. 6 TR
F, \{"api": false,

"method": true,
"discovery": true} o, FRIEE
FE#ITHERRHFE R IFANA
TEENE, SNIE7NEALEIhEE,

FCE NFS 3% SMB £HIEIE, &I nfs
ﬁ nfs, Smb _Y, {Eo llgjj nu”
TERIABER NFS %o

Tt i S R XA X335
K, BZEE, BBR"ER CSI R
s

FR QoS & BmpmF o, * Bzf
Trident 25.06 AR S hik*
KEATFNRATRSE, $£UN

MiB/Fb, Nz FFoh QoS BRE
o * Trident 25.06 F AT b AR

4 MiB/sec

@ BXMEINENEZEE, 1B5518" IAzure NetApp Files&HD B MLSIIEE",

PREBIRAZIR

YNRELNE PVC BB RIXFIBEM $8IR, NETH

WL, BEM) . NMRBAARXINEE, TridentFiERELIZRBHITAINA Azure BiR. BEHFHIAE

AENAE,

ERERN AR EMSE XN B ENRIZIR (FM.

BfERT

{f resourceGroups, netappAccounts , capacityPools, virtualNetwork , #0 ‘subnet AJLU{#E

HERTRYWEATERERN, ANEZMAIERLEZMNERER,

BRI RERMKIEE. KZ

X resourceGroups, netappAccounts , #l capacityPools {E@idiEss, AT EARMNERERSINIZEF
BRI BANER, HETUUERAESIEE. T2REBRMEFEUTEI:
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ARt
NetApp/ik
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TR LB AR EXFEVE R 2 I U T ETRIZFIRINE R E. % [REE] 7S,

exportRule

snapshotDir
size

unixPermissions

THIERE

EP ZRIA
FERHOMN, “0.0.0.0/0”

“exportRule’ % 7E LLUE S 53 fREY
IPv4 #31ts IPv4 FRIBEREES!
%, ¥XH CIDR &7E. #F SMB
&, IgEEH2A,

=%l .snapshot BEAYR] I IE NFSv4 J3“true”, NFSv3 JJ“false”’s
HENBRIAKRN 100G

FER Unix IR (4 i1/ \#FIEF  (FikThee, FUHEAMABRSE
) o MTF SMB %, LLIGEEHZ )

[e}

UTFRARTTEAREE, EPASHSHEFRERINE XBEX Gh&ERNTT .
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XEREANGIHIE, BIIEE, Trident2XIMECE N EFFIEZEIRZAzure NetApp FilesTz(i#
HINetApplk . BEMMFR, FHEHERBNBMEBEESR—MNEMFN L, ERN nasType & T ‘nfs' R
INEEER, FiRiEN NFS &#H1TEE,

NRIENFF451EAAzure NetApp FilesH#1TRIR, WWECEZIRHAERE, BEKEF, BRENTNENE
REERIMNISEE.

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus



71 AKS EE S

WEIREEEEIE Y subscriptionID, tenantID, clientID, #0 clientSecret 7ZEFRIEE &8

) XEERANER,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools:

- ultra-pool
resourceGroups:

- aks-ami-eastus-rg
netappAccounts:

— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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AKS =515

WEIHFBEEER T tenantID, clientID, # ‘clientSecret 7EFERA=E A, XEEZTHEMN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BEREMTRERINERSAIEE

SR B ER BT Azure 1 "eastus iIE "Ultra  BREM, Tridenta B &I B PERLAAzure
NetApp FilesBFREFM, HBENEEP—NFHERE— NS,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

20



BEF5) QoS BEMBFIHRHG

EIRECE S EMETE Azure R “eastus’ BB F 5 QoS REMBIAIE. * NetApp Trident 25.06 HHAJ AR

FsE*o

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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e E#H—T 4T ERECEEI RN FM, FEEENRT —EESEERINE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"



REPVHECE

HEIHREEER M XAPENT S EFEL, SEEZSINREMNFHFRENRSES, HEBEE
Kubernetes FREIEZARXLELAITFIELN, XKIFEER. EIUTEATREUTERE D BT

performance o

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



XFRINCE

TridentAI {REXIHM AT AX AN T iR, X “supportedTopologies' thfEiHEC B FRIRATFIRHE N

IR I BIRTIR, IEAMEERIKIFMEIRES NS E T Kubernetes 5281 m_E AR PRI XIS

EEMLEL, XEXEHM D KAREFELEF I LURHBNATHERTIR. X TFE&RHERHIKEMNATAKX
FENFEE, TridentZEFMAKEMAIBAXFEIES, BELZER, BSH"EA CSIHAFHS

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

FHEEREX

%l “StorageClass’ EiRE XIgHI B 1EE .

EARAGIE X “parameter.selector 17t

A “parameter.selector {RRI AN E N RIEE, "StorageClass' BFIEEEMEMM, ZEFEGFEBH
EX B Ho
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMBERRHBIE X

{8 nasType, node-stage-secret-name , # node-stage-secret-namespace’
HFFEM Active Directory Z1E,

1R

158

BILUERE SMB B4
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

AN

Np &= E AR EREH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

@ ‘nasType: smb ffi%ksz1F SMB HMTEE, “nasType: nfs 8 “nasType: null' NFSiZE28,



ellfed=yy
SIZEREEX MG, BITUTGR<:!

tridentctl create backend -f <backend-file>

NREWEERY, NEHREEFZRE. ErETETUTaLEEASUBERE:

tridentctl logs

TEERIMHLEEEXGFNREGE, ERIUBXETEIEHS.
Google Cloud NetApp Volumes

At EGoogle Cloud NetApp Volumes/gi#

MIEEAT LUK Google Cloud NetApp VolumesER & A Tridentf 5w, &7 LUEREGoogle
Cloud NetApp Volumes/gimEHiin NFS #1 SMB %,

Google Cloud NetApp VolumesIEEIi2Fi¥1E

TridentiEf#t "google-cloud-netapp-volumes IRchiZF SEEHBS. ZIFHNIARIEINE: ReadWriteOnce
(RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

Kohizr i BEERN  ZFEFRIREER SR H RS
google-cloud- NFS SMB  Filesystem RwWO. ROX. RWX. RW nfs, smb
netapp-volumes OP

GKE H=&1%

=B {3 Kubernetes pod BES @R EA TEMEH B #HITEHICIERIAIR Google Cloud &R, MELHRHTE
VA Google Cloud &1k,

E7£ Google Cloud FHBEE M INEE, BOMAZUTHRMA!

* {3 GKE ZBER Kubernetes £&%,
* £ GKE &8 LReBE TERERR, HED M EACE GKE TiiERS .
* EHGoogle Cloud NetApp VolumesEIEF (roles/netapp.admin) BB EE X BB GCP RS,

* TridentB&%, EFEHE cloudProvider (JEE‘GCP”) #1 cloudldentity ((&EHHY GCP fRSBKF) - TE
B —MEF
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Tridenti21ER

EFATridentiRER R &K Trident , 154R4E tridentorchestrator cr.yaml &E
‘cloudProvider B “"ccp" HIKE “cloudIdentity E “iam.gke.io/gcp-service-
account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.come

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

fE
ERUTIFETEISE cloud-provider (CP) 1 cloud-identity (Cl) #7&HIME :
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LU RHIZETridentH#HTIEE cloudProvider ERMMETEFIER ccp “scp HIgE
‘cloudIdentity fEAFIETE SANNOTATION:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>

BEAUTHREEIRE ~iRftE M =5H HEHE:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

U T REZETridentFH#H1TI&RE cloud-provider tRi2 “$CP, # cloud-identity  Zl

" SANNOTATION:

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident



HEEEZEGoogle Cloud NetApp Volumes/5if

7ZEZ & Google Cloud NetApp VolumesfGimZ B, EEEBMHFRFHEUTEX,

NFS ERISTREH

WNRIEZEE—REAGoogle Cloud NetApp VolumesZEFBVI B R, MEE#HITLVBEEFRKIZEGoogle
Cloud NetApp VolumesHEIE NFS &, &E"HI5ZHI"

B EGoogle Cloud NetApp Volumes/GimZ 8, BHAREEREUTRME:

* BA2&EGoogle Cloud NetApp VolumesBE53HY Google Cloud T, £%£"Google Cloud NetApp Volumes"s
* f&HY Google Cloud tkFIB%S. &F"HEDE"

* #ENetApp Volumes EIEFPRAY Google Cloud fREZ M (roles/netapp.admin) A, &E"H{HHl
hiR SRR ENER",

* GCNVIKFPRIAPIZSAX . 1BEH"CIZARS ik 2 A"
* fiEKt. BEFEMETL

BRUNMENIEE X Google Cloud NetApp Volumes BIIFRITRIIEZEE, 1BEIR: "I&E W Google Cloud
NetApp Volumes BYifIRITR" o

Google Cloud NetApp Volumes/gifHED & &A1=

T f2Google Cloud NetApp VolumesH/SimEC & I H EE B & o

[EiREC & T
B EmERERE T Google Cloud KIFEEE, BEEHMKELIRES, TR LUENXEMEH.

B8 iR E/NIN
version IR 1
storageDriverName FEREHIZEE B TR {8 “storageDriverName’

WIS TE /9“google-cloud-
netapp-volumes”s

backendName (FIik) FiEEHREEX B IREHIZFEZFR + " " + AP
RN —ERD

storagePools BFiEEE 0 BEMEMBAIESE,

projectNumber Google Cloud tKkFPIBE %S . %{ERI7E Google Cloud
1P WL B DUk R,

location Trident@lli®2 GCNV HHY Google Cloud I &, GIEE

X33 Kubernetes ££856Y, FEUTUEBIENS:
“location' AT FE %™ Google Cloud XI5 EiF
ENIEha#,. BXEEhar-E5IN R,
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apiKey HTF Google Cloud fRZ Mk B9 API Z$A
netapp.admin B, EE& Google Cloud AR
SIKPAAXHER gson BRARE (RHAohtES
FEHEEENHR) o X apikKey WABELUTE
FEX: “type, project id,
client email , client id, auth uri,
token uri, auth provider x509 cert url
, M client x509 cert urle

nfsMountOptions it NFS 1ZEHHEDUATTREAIT S "nfsvers=3"
limitVolumeSize MRIBRNEXNATFUIE, WEEKK, )(?Jﬁi}\‘rﬁ?ﬂ—pf:?i%umﬁ
serviceLevel FEMNRS R RERE, XEER flex,

standard , premium, FHE extremes
labels ENVATFENER JSON BRTEE "
network Google Cloud WMZ&HF GCNV %,
debugTraceFlags HEHIRE B EARIAIRAR S, BIF, TRIHY

{"api":false, "method":true} . PRIEEIETE
FITHEHRH EEFMA A TEME, SNIE7ERBILE
IhEEo

nasType ACE NFS 3¢ SMB HRIEIE, EWAE nfs, smb'3 nfs
TMH, IKEN null MERIAEE NFS %,

supportedTopologies RNIERIFHHIKFMXEIIR, ELER, BS
" CSI b, fildn:
supportedTopologies:
- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone: asia-eastl-
a

SHCE T

1R LU HIEAIASECE "defaults’ BOE X HERSD -

S iR E/NIN
exportRule MENHOMN, HARLLESS “0.0.0.0/0

FREY IPv4 b5k, bR LIER

AE,
snapshotDir ihia] ".snapshot B NFSv4 F“true”, NFSv3 A“false’s
snapshotReserve REBFBHEBT DL (EZEANE 0)
unixPermissions &R Unix IR (4 i/ \#HEE ™

o
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THIERE
UTTRAIRTRTEAREE, HPASHSHEHREBRINE. XRENX GihHxE R,
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XEREANGIHEE, BEXMECE, TridentzZMEEBEIRLEE (I EFGoogle Cloud NetApp
VolumesMIFRETEEM, HEEVBEHMEREETEP—FEM L. ER nasType BT nfs' BMAIREE
M, EEIE R NFS Hi#1TEE,

WRIERNFaERGoogle Cloud NetApp VolumesH#1TE1H, XMECERIERN, BELEF, ERA
BEEENACE N EIREEIMNIEE,
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



REPVHECE

LEREEEERENERENT ZNEME, EBPUHEUTUEENX: “storage #573. HEFZMLEFAR
FEIARSZRANEMEM, HEBERE Kubernetes FEIRARXLEEFMHERFINEZMESEET, SNIFEEER. B
WIFERTFX O RERGMF, Fla0, 7 TEBFIFH performance 15554 “serviceLevel B B FX 53 &
A,

AP LU B — LS A TR EICHIEIAE, HESS T EIERNAINME, T FTERFIFH,
“snapshotReserve #l “exportRule {EIFF B I ERIAE.

BEER, BSREENH

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
XsYgoegyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE =51

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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TridentAI {REXIHM AT AX AN T iR, X “supportedTopologies' thfEiHEC B FRIRATFIRHE N
BIRMIKIEAMX IR, HAEEMNXIEMXIGESNSED Kubernetes & T 52 EAIFRE A XA X
IREARTE, XLEXIFM D XAREFERF A LURHNATFENTIR, M TFESEIRRHNXKIEMABX

FEMNEES, Trdent2EFMRAKIFMATBXFRIESE, BFEEE, 1B52R"EA CSI A,

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

T—SRt4?

IZEREEX S, BITUTH<:

kubectl create -f <backend-file>

ERIFERRTORMY, HETUTHS:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-gcnv backend-tbc-gcnv b2fd1££f9-b234
Bound Success

MREHRAEEK, NEREEFERE, &al UERUTARERGIRT:
<backend-name>" 1E{TA T o S EFHEUREERERA:

tridentctl logs

-477e-88£d-713913294£65

“kubectl get tridentbackendconfig
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EEENFALUEREXPRERE, ERURRERHBREITEIRM S,

FiEEREX

UTE—TMEZARASR "StorageClass’ LA FImPIERIE Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

ER LT RAIE X "parameter.selector 17t

A “parameter.selector {RE] LAAEF PN W RIEE, “StorageClass X"Ei"AFHESL., ZEBEBFE
EXHF5 .
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

BEXFEENEZIFAESR, BSR"CIEFEE"

SMBERIRHIE X

P nasType, node-stage-secret-name , #l node-stage-secret-namespace &RILIISTE SMB &FH1g
HFREEHY Active Directory EE. E{a] Active Directory FBF /1S, TICHBERNEIZENIR, & LUBIE

TR R Ho
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iLep R =iE ERE SR E

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

@ ‘nasType: smb ffi%ksz1F SMB HMTEE, “nasType: nfs 8 “nasType: null' NFSiZE28,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi

storageClassName: gcnv-nfs-sc
BIIIE PVC BREHE, BIBITTUTH !

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb7%a213 100Gi

RWX gcnv-nfs-sc  1m

79 Google Cloud [Fixft & Cloud Volumes Service

T RUNAME AR MR RGIECE, JENetApp Cloud Volumes Service for Google Cloud B2 &
A TridentZEM Gk,
Google Cloud XEHiEFi¥1E

Tridentigft "gep-cvs' KT SEEHEE. FFRIIAIAIRINE . ReadWriteOnce (RWO). ReadOnlyMany
(ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

IXEhiZF Y BEER S EHIERIER, SENXHRS
gcp-cvs NFS Filesystem RWO. ROX. RWX. RWOP nfs

T f#TridentX Google Cloud Cloud Volumes Service fJ3z3%
Trident®] BATE LA T A& 02— €72 Cloud Volumes Service®: "ARZSZE4" ©
* CVS-Performance: Trident FURAIAARS KA, XM EREM K ERSEERESEMMEENE~TERE,

CVS-Performance fRSSEE B —FEEHIED, #FHR/ 100 GiB K/NWE, ErILUEREPZ—"=1ARSS
"

° standard
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° premium
° extreme

* CVS: CVS ARSZXEBRMIREHNXINFIAN, BlitaKFARINFEF, CVS IRSZEER—MIRMHED, ©
EREFENRZITE 1 GB 195, FEUERZAIES 50 1M, FIEEHAEMNETEM ML, ErILIER
Hepz —"mitiRSRa)":

° standardsw

° zoneredundantstandardsw

RBEEMA
BRBMEA EFHTF Google Cloud BICloud Volumes Service"[RiEE LA T A M :

* BACENetApp Cloud Volumes ServicefJ Google Cloud M

* &89 Google Cloud BB RS

* 88 Google Cloud AR5tk “netappcloudvolumes.admin f &
* 1&HICloud Volumes Serviceltk B9 APl ZZEAX {4

[5imEC B T

B RIHEERE T Google Cloud K ES, BEHMXEEIREE, EaILUEXEMFNH.

S e E79N

version L4859 1
storageDriverName FEIX R B TR "gcp-cvs"
backendName BHE X B FE iR IXEHIEFERZHR +"_" + API

BN —E 7

storageClass BFI87E CVS IRBLENTIESE, FH
software iEF cvs PREBFEB, M, Trident
2{BEN cvs-Performance BRFEZIHE
iu(\hardware) °

storagePools L%BECVSHE%ﬁﬁEo BFiEEELBEMEBIAES
%ZXo

projectNumber Google Cloud tkFPIBE %S . %{ERI7E Google Cloud
TP RIEE D13k Eo

hostProjectNumber  WIRFEAHE VPC ML, MATMITIIRIE, X
&R, “projectNumber X2—REINE, ME
“hostProjectNumber @@ £ H,

apiRegion Trident8l/ZCloud Volumes Service®H Google Cloud
Xi%, BJEEXIE Kubernetes E£8E8Y, LU TAIER
EM%: apiRegion AJFHFE %1 Google Cloud X
iﬁﬁéﬁ’ﬂqﬁ,ﬁtﬁgﬁ’ﬂlf’ﬁﬁﬁo BRI ERIM E
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proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

SECEIEIN

R ZRIA
FF Google Cloud AR B89 API 248
‘netappcloudvolumes.admin' A, EE& Google

Cloud ARS3HK P FATAHHY JSON AR (REHF
sht EHIE EREEEXHF) o

NRFERIERS A BEEREE CVS tKF, FRMEA
B URL, HIEARSSZZFTLUBHTTPARIE, WaAld
EBHTTPSHIE, XF HTTPS I8, KBKIIEHIIE
» UAFERERSBHPERABEERIED. FHEA
SHIIERRIEARSS 250

Xt NFS HEHETUHI T4 Ho
MRBROERNATUE, WEEKK.

"nfsvers=3"

) (BUABR T ARREIIT

CVS-Performance 3% CVS BRZ &5 (EAFHE) o CVS-Performance FAIAE
CVS-Performance {E standard, premium, 3 R4NEs CVS FIAE
# extreme, CVS {ERE standardsw T{& H“standardsw’
“zoneredundantstandardswe

Google Cloud M%&FFCloud Volumes Service®, “BRIN

HIEHPRI B2 AR S, F1F, TR
\{"api":false, "method":true} ., PRIEMIETE
HITHIEHBRH FE IR AR B TEME, SNIE/7IERALE

Ihie.

ERABXIIAR, &89 StorageClass EX T :
allowedTopologies WMBEMERK, Fl0:

‘- key: topology.kubernetes.io/region

values:

- us-eastl

- europe-westl

1R LU HIZFAIAGECE "defaults’ B & X HERS7 -

exportRule

snapshotDir
snapshotReserve

size

TP 2RiA
MENHOMN, HAZLLESS  “0.0.0.0/07
FRHY IPv4 Rtk sy IPv4 FRIRITIR

, A CIDR RTi%.

ihiA] ".snapshot R "false"
REBFMENER DL (&% CVS BiA{E 0)

HERME, CVS-Performance & CVS-Performance ARS3ZEEIERIA
{KERKN 100 GiB, CVS /&A= HN“100GiB’s CVS IRZBLEIRNSE
79 1GiB, FINE, BEKRED1GIiB,
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CVS-Performance IR LR R
LU TFRAIRET CVS-Performance IREZ XA RHIRLE,

w1 =B

X2(EAZIA CVS-Performance IRSZ E B BINITE RS RA R/ NS IREEE,

version: 1

storageDriverName: gcp-cvs

projectNumber: "012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>
private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-

sa%40my—-gcp-project.iam.gserviceaccount.com
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Tl 2 BRSEFECE

LTRBIRT T RIRECE R, BIERSRINMERINE.

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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T 3 EINCHECE

It RBIER “storage ERE FEAHA] “StorageClasses I6HIRM], BBRH[FELETE N EEEMEENENX
7o

XEABEEMAMSE TIHENIIAE, XEBRIMBERE T snapshotReserve 5%#l exportRule®
ZF 0.0.0.0/00 EBHUHEUTAUEBEENX: storage 253, ENENHEENX T BSHIFN,
‘serviceLevel HEABLEMEEBEIIAME, EBINMIRERTFRIBEUTREEX2MF: “performance’
M “protectione

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my—-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

FHERENX

LUF StorageClass & XERFEIMMECERFI, FF parameters.selector & 0] LA AE1 StorageClass 185 A
FRESNEMT. ZEEAEBMENTE XN S HE,.
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BRI

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard

allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection

provisioner: csi.trident.netapp.io

parameters:
selector: protection=extra
allowVolumeExpansion: true

* F—EER(cvs-extreme-extra-protection) BETEIE—PEIM, XEW——MEEKEIEER

IREBAEE T 10% 77,

i

REHAH, FHRAR RBEEER,

CVS Ar353EEIRA

U RAURET CVS IRSZEEMRAIRE,

MFfELE (cvs-extra-protection) JABEARME 10% REBEBHEFMEM. Trident REZEH
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w1 KB

X2 FERAREGIRECE storageClass 87 CVS AREZ LB FNERIAE “standardsw ARSE KT,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw
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Tl 2 FiEHECE

IR EimAC B E A “storagePools BR & 77 iE o

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

T—$Rfta?
SREREEXHE, ETUATHS:

tridentctl create backend -f <backend-file>

NREHIBRRW, NEkicEFER#,. EriBTETU Ta<EEASEUBERR:



tridentctl logs

EEEAMALEREXHPNREfE, EAIUBRETeIEHRS,
Ao ENetApp HCIZ(SolidFire/5i
T RRANAITE TridentZ &R 6I;2F{E A Element [Fimo

TTERREEFIFE

Tridentigftt “solidfire-san’ B F S5 &£EHBENEMEIKSIIER. ZIFHIHRERE: ReadWriteOnce (RWO)
« ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

X “solidfire-san’ TEEIRGIFZEF 235 _XH_F_HR ERR. X TF Filesystem'volumeMode, TridentB|E—1%&
HEBE— I XHFREF. XHFRFLEEH StorageClass 157,

IXThAZF Y EE2ER THEMIFRIEL TN H RS
solidfire-san iISCSI iR RWO. ROX. RWX EBXHZRS, B8
. RWoP I
solidfire-san iSCSI Filesystem RWO, RWOP xfs, ext3,
ext4
Fiazmi

B Element [FinZ A1, EHEEUTAR,

* —MNEHEHEIT Element BHEITFEER S,
* #ENetApp HCI/ SolidFire EBf BB AIAF AR, vILIEEE,
* FiB Kubernetes T{ET &N ZLEMENAY iSCSI TH, &' TEH A EEEE"

[EUmEC B T

BRI TRT BIRIRECEED .

S TP 2N
version BN 1
storageDriverName FEIRTHFE R HY 2 FR YRR 2 solidfire-san”
backendName B E X B FiEain "solidfire_" + 7Zfi& (iISCSI) IP #uit
Endpoint FrxdSolidFire5£ 8589 MVIP, B&7H

FEIE
SVIP =fi# (ISCSI) 1P #atHIiHO

54


../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html
../trident-use/worker-node-prep.html

28

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

D%

ENATENER JSON RBIARE

o

EEANEARM (GIREAZN
ellfed)

¥ iSCsI AEMRBIZMNFE EAEO

£ CHAP 3t iSCSI #7515
JE, Tridentff£F CHAP,

EFERA/IGIRLA ID 5k
QoSHISE

RBRBERNESLLE, WE
BRI

BEEHRI EEANIEIHATS. B

i, {"api":false, "method":true}

EININ

1:%ﬁi*y!

true

TR Z A “trident’ B3 10)4BH9 1D

(BB FASRHIHIT)

TR

(D) /R debugTraceFlags MG EAE#THIEHIH B BB 4N B 51562,

=5 1: FHECE “solidfire-san’ BB =S £ A IR EHEE

KRBIERR T —MER CHAP INENEmRX M, HWN=MEBHE QoS RIENEXREHITTEK, REFEN
BhE, BEXFHEERERENFHE—T,. 'IOPS FEEE,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

il 2: FEEFTFERECE “solidfire-san H A A IREHIZ
WREIERTEE T ISR E XS LR 5 | X E B FESE.

TridentfE EC ERPEFAE P EFERTE EHZIFIREZME LUN. ATHERR, FREEESAIUAS M EINE
XIREE, FRIRENEHTIH,

T FARRRRAIRREXXGS, FMEFENEIRE THERNRIAME, XERIMERET . ‘type' iR, A
MWEUTUEEX: “storage’&fsd. AXMIFH, —LEEFEBIRETBHCHRE, M—EFEBIBSET £
EIZBERFRINME.

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

LUF StorageClass X5 EiREINHIER, #F parameters.selector FE&H, &1 StorageClass 15 E M
LEIMHETTATRES. BRABMEEIMEAREXHNENHHE.

FE—MFEE(solidfire-gold-four FIREEIE—PEM, XM —FIRMHESRIEREATKM,
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‘Volume Type QoS #E®, Ea—NEMEE ("solidfire-silver) IEHEMRHIER4ERNTZEE,
Tridenti§ ATEHEEMERGE, HPEHEEHER,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
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name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4d

EREZER

* "&ifia)LE"
ONTAP SAN IXchiEF
ONTAP SAN IXcHiZF#ER

T #RUN{A{EFIONTAPAICloud Volumes ONTAP SAN IRGHF2FEC B ONTAP/G i,

ONTAP SAN IEohiEFi%i5E

Tridenti2 AT SAN ZEIKENEF, AT S5ONTAPEERS, XEFMIREERE: ReadWriteOnce (RWO)
« ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

IXohiZF Y BEEREN ZEFHIERIET TR HRSA
ontap-san iISCSI i@id 3R RWO. ROX. RWX. RW TX#ZRS; FIRRIEHE
yeeti@EiEiR oP

& SCSI Ak
&=

73

ontap-san iSCSI i@id Filesystem RwO, RWOP xfs, ext3, extd
ST mEsE
£ scsI ik ROX #1 RWX EX R 4%
5 EEREX T AT A,
ontap-san NVMe/TCP i RWO. ROX. RWX. RW EXHZ#%; [RIGHRISHE
OoP
2
ENVMe/TC
P BEME
BEI,
ontap-san NVMe/TCP Filesystem RWO, RWOP xfs, ext3, extd
= ROX #1 RWX EX R4t
ZNVMe/TC SR TR A,
P BEME
REI,
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REhiZRF X FERIN  FmERN SFERIX RS

ontap-san-economy iSCSI R RWO. ROX. RWX. RW EXHZRL; FRIARIEE
OoP
ontap-san—-economy iSCSI Filesystem RwWO, RWOP xfs, ext3, ext4d

ROX 1 RWX IEX R Z:
EEXA TR A,

* {£F ‘ontap-san-economy X HFitHHEEEREST. ... "2 FHHONTAPE Z[EF]"

* f£/ "ontap-nas-economy X HilitHREFEREST...... "X FHHIONTAPB £ RHI" UK
@ “ontap-san-economy JXShiEFE To A fE A

* {E701EH “ontap-nas-economy MR EFNIHEBELIERIP. KEME BN,

* NetApp A EEINFEFFEONTAPIKEIFZF H{ER Flexvol BafiE, ontap-san fR9b. {El—Fh
TiBHE, TridentZRMERRBMES, HMERNMIAZE Flexvol BE.

FA PR

TridentfIHALAONTAPE, SVM BIER 551517, BEFERAUTAN: admin £EBBEF I "vsadmin'SVM R,
HEEEHEAREBIAMAREMAL, T Amazon FSx for NetApp ONTAPERE, TridentZEELIONTAPEL
SVM BB R B %7, FEAEE, fsxadmin'AF D vsadmin'SVM B, SE&EEGHERABEZIAREN
R, X fsxadmin' BF @SB EEGAFPNERE MR

WNRIRER “limitAggregateUsage EESHMEHEIEANE, H{ERAAmazon FSx for NetApp
@ ONTAP#ITridentBY, “limitAggregateUsage BT A5 "vsadmin'# “fsxadmin' BF K. 40
RIEE IS, BEREREK,

BIAFTLUIIEONTAPHRIFE— P TridentIRshiZF AT LUERBIPR G ERI AR, BERNFENXEFEM, Tridentfy
KZEFRAE S VERENING API, XL APl AN EE, XESARTERBEARS B,

NVMe/TCP FYE{thE Z I
TridentSz I E B IEZ K14 1FE255EEC (NVMe) 11X “ontap-san IREhiEFEIE:
* IPv6
* NVMeERIIRER 72 /£
* A NVMe HBHIA/
* SATETridentyMEROIEERI NVMe &, LUETridentr] UBEEBHE A,
* NVMe[REZRRE
* K8sTI RV XA AR LI XA (24.06)

Trident R 33%:
* NVMe R4 489 DH-HMAC-CHAP

* IREMRGTEE (DM) ZHR1ZE
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* LUKS 1z

@ NVMe {¥3Z3FONTAP REST APIl, A3#F ONTAPI (ZAPI),

HEZAIBGIEONTAP SAN IREHiEF
TR E ONTAP/GIAFIONTAP SAN IRGHFZ RS EIE SR FN B (9 L8F %I,

£

WHFEFBEONTAPRIR, TridentERZE/DE—NMREDEL SVM,

"ASA 2 Z4"SHMONTAPRS (ASA. AFFFIFAS) EfFMEERLIL EBFRARE. EASAr2
() #u9, CREETARMTRES. BERX MIREXE, MENTEASA 2 RAREES
5B SVM.

BiLE, BRAIUETTENRMER, HelZIEERER— IS — PN REFNFEL. Fl, SaIUERE—
“san-dev fEFEZE “ontap-san B4/ “san-default £ 28 “ontap-san-economy —,

FfE Kubernetes T{ETI S &ML EEFANA iISCSI THE, & "E&TETS" THRIFE,

FFONTAP/SI#1T ST
TridentiZ2EFEFHONTAPGIE B I8IF A o

s BT EIE: EEFENERNONTAPAHFPHAR ZMNEE, BiIVERTEXNEZEERAE, HM: admin’
& “vsadmin RS ONTAPHR AR AIZE RS,

* BT Trident®A] IERA L EEFIRAIERSONTAPERE RS, A, FiREXVNEEEF ik
. BIPMZEME CAIER (WIREERA, BIER) B Base64 Fi3{H,

TR UEHRNE R, UWEETFRENAZNETIEBNAEAZE# TR, B2, —RREXF—MHEHREIE
k. BEIREIRNENSMIIES %, ©AMNGHECEFRIFIET %o

@ MREZ AR R EFTENLES, WEHSEFAW, FHIRER, RAEEXHFFREETZD
SRS %o

BRETRENSMHEIE

TridentEE SVM SEE/EESCEEE AN EIEZ SES5ONTAPEmEE. BIERAINERN. FEXNAE, Fiu
. admin BEF vsadmin, XHFAJLUMRSRHKONTAPIAMAIFRS, XERAA S AT —LEINEE AP,
HARRMTridenthRAEH. BAFTUSIREEXREERACHRBHESTrident—iEER, BRENXFM.

[EmE XA TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

FAR, BREXEW—UAXAFXEZEERIMA, EiRtIETRE, BFR/Z%EER Base6s #HiT4H
13, HEFEER Kubernetes i, RAERIENFHEHRNAEET EEE, BEit, XB—TXREERNITHVZ
€, B Kubernetes/fZiEEIERHIT.

BRETFIERNSHIIE
MMM ENEHE T UERIEBSONTAPEHEE, BREXFEE=1SH,

* clientCertificate: & IFIEHAY Base64 RS {E,
* clientPrivateKey: XExfA$AHY Base64 4mi3{E.

* trustedCACertificate: {51 CA IEFH Base64 miSE, MNRFEAZEERN CA, NATIRHEILLSE, 0
REBFEAZEEAERMANE, Nel 2RI E,

HANTERIZEEU TSR,
p
1. EREFIHIEBMZER. R, KBARM (CN) REAZHITEHEIEAONTAPARF,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. [AONTAPEEEFRINREER CAIEH, XFAIREELMFHEERMET, NRLIHEERAREENIEBMAN

1, NZBSIERF

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. TEONTAPE R L REZFIHIEBNER CRESE1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HHINONTAPLZ 2B RA BT cert BHIIER %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. EAS R ERITEMIIE, B8 < ONTAPEIE LIF> 1 <vserver Z#f> B IR LIF IP #itFl SVM

#1Ro

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. {3 Base64 IHIEH. ZIAMZIEER CA IEHHITIRID,

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key baset64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ER E—PRBHELIERR,
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

E SIS A BRI E

eI IEFIE B, UWERTEINZHIIER ASICIREERE, XA EENEN: EARAF /BN ER
B AERIES; FRIEPNEHAIUERAETAFZ/ZBNE. Ak, SRS S HIIE
FEHRIFNSRIIER . ARERAEEMESHNERGR backend.json XHFRMIT tridentctl
backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RN, FHRERRNAEAENONTAP LAFIEE, FTFREHTERER. RIEH
O B, STNBRENS NES, AREREHABHIED, 2 BHaAONTAPRE HISEE

BiERAIPHRXNEIRENIAR, BASHMZERLNEEER. FinEHMKRIITRATidentA] LIS ONTAP
[EimiE(EH IR KA EIR(Eo

HTridentBIZ2EE X ONTAPAE

TR UEE— T BEARMARIONTAPEEI AR, XEEMALERONTAPEIER A B TridentPHITIRME,
ETrident/eiRECEFE SRR, TridentRERAEEIZRIONTAPER A BRNITIRIE,

BB "TridentBEX AL B XEETridentBEX BEBMNEZEE,
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{EFAONTAP CLI
1. FERUTHSEIENAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERRAEESS
EONTAPAAEESPHITUTTE:

1. SIREEX AR
a. BEEHICIBEEXAR, BEFEE > 18RE
(%) B SVM RQEZBEX AR, BEF EE > FEEM > required svM> RE >
RRMfAe
b. EF AP MARZANEKEN () .
C. FEABEE R,
d EXAEHN, AERERE
2. BAEMINE TridentF: + EAFPMAE TTE LITUTSE:
a. £ AP R AEE RITERT +o
b. EEFFENARE, ARE AE THREPEZEAR,
C. BERE

FEZERBESALUTRE:
* "HFEEONTAPHBEEX AR 'HE"EXBEXHE"
 "S5/AEMARhE"
fEFN @ CHAP 393 %R
Trident®] LUE AN A CHAP Xf iSCSI 181789 30IE, “ontap-san'# “ontap-san-economy @#l. XEERF

B "useCHAP £/ E X R IIER, 188 true Tridentid SVM BN\ RECIEF L2 i E AW A CHAP, H
Mt IGBERFZMZH, NetAppZifEAINE CHAP thil I HEZEHITE PRI, WU T RAERE
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ X ‘useCHAP iZEZH 2 — N R/TIET, HEEEfE—R, FRIAEN falsec —BIFHIZE R true,
T EBEHISE N false,

b4 useCHAP=true, X chapInitiatorSecret, chapTargetInitiatorSecret ,

chapTargetUsername , #l chapUsername FERNMBESERIHEN P, SIBRIRE, AILUBTIEITILT
MEYKENFEHE: tridentctl updateo

TRRIE
BT E useCHAP IIRISE N true, NEFEEEGIERTridentiEFiERIRECE CHAP, HPEELUTASA:!

* £SVM_LEIZECHAP:

° 1R SVM WRINEEIRETEXE LT (BUNKRE) *HBE* &P R EFEEMATNLFEELN LUN, Trident=
BERINLZLERIGEN T, CHAP ARMLEEELE CHAP XiEEFMBEItARP & MEH,

° 9N SVM & LUN, TridentiiA=7E SVM LB CHAP, XAFRJLASRYT SVM EETFTERY LUN AY
AR IR

* BCE CHAP RigieFM B RMER; XERTMIERFEEREE W LR o

BimtlETRG, Trident=2RIE—MEMNEIES], tridentbackend CRD 33§ CHAP ZAFIAFR Z1FEN
Kubernetes 230, TridentfEllt/5imEIERIFRE PV #3581 CHAP #{TREMIZER,

WHEIEH EHElR

&R LUBIT T CHAP S8EEH CHAP £38, “backend.json' X, XIGEEEH CHAP ZEAHEH
‘tridentctl update” #5 % R BRIX LE R LKL,

@ Eiffiainm CHAP &Ry, WIfER tridentctl EXT/Fn. B57)fEAONTAP CLI SiONTAPRRE
BREMEFEER LRERE, FAATdentE T AN XLEE R,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T

e —— e — e e ettt
t——— R +

MEEERAZEM; WRTridentf SVM EEHEHE, NXLEEEBHRSRINENRS. MEEERERER
TR, MAERBRSRIENRS. MAHEMEZIBNPVIEElEREREHER.

ONTAP SAN Fc & xRl

T RUNEITE TridentZ R0 FMEAONTAP SAN IKhiERs, ATiRSIRECE R EILUK
15 /5IRMEYE] StorageClasses FFAAIE R,

"ASA 2 2" 5HMONTAPER S (ASA. AFFHIFAS) EEEEMEM EBFRE, XETSMmE LS
BEE, IIRHPER, "THREZXFASAR ZAESHMONTAPR A EHIX ",

@ 2% “ontap-san'ASA r2 A IFIRENIZRF (235 iSCSI 1 NVMe/TCP i) o

ETrident/SIHACEF, THRIETEHNARFARASAr2, HEikE ontap-san {ES “storageDriverName Tridentm]
BEhMASA r2 SESRIONTAPR S, I TRFATR, FEFHERESHTERTASAR R4,
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R
CHAP BirkiCEZEH, MNREHNIEIN

useCHAP=true

NP &, IMNREMIEIN useCHAP=true
BirAF R, MR ZWE useCHAP=true

FFIRIERHY Base64 fidH. ATFETIERNEMNE
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IE
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7"

5ONTAPEEHBIE TR NEE, ATETEIENSH
I9iiF, X Active Directory S, ESIR "EH
Active Directory EiERGER SVM ik Trident B9 &1

o

fE BB RE AL

EININ

SNRZE SVM NSk
‘managementLIF 215E

£ SVM RECEMERMERRISR, Z/FFTEENR. B trident

EHIE S,

BEELIR— ISR,

RBTEENRE (AE; WRIE, NaNDiks

SVM) , ¥F ‘ontap-nas-flexgroup IRshFERE, Uik
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28 TP BRIA

limitAggrega WRFEAFRBILESLL, MEEXK. NREFEAN  EOAER TAREFINIT)
teUsage ZAmazon FSx for NetApp ONTAP/S %, &7IIERE

limitAggregateUsageo fefHBY fsxadmin #l
‘vsadmin' A E AR LCSFERBERMFERTridentPRE]
ERRINIR. BE7IEERTASAr2 24,

limitVolumes INRBFERVERNAFUIE, WEEXRK. FNREIE EOABRTREGIT)
ize BIERY LUN BRIRAK/.

lunsPerFlexv &1 Flexvol BYER A LUN #EM 7T [50, 200] SEEIN 100
ol

debugTraceFl HEHIRIIEERREAIRTS, B0, {"api"false, null
ags "method":true} FRIFIEIEEHITHEHIFH B FEEIFA
BEERME, SNEZERILETS .

useREST {EFFAONTAP REST API B9%fR/REEK, true IEHATFONTAP 9.15.1 TXE
Shr4ds, BN - falseo

"useREST I&EN “true Trident
fEFHONTAP REST API

5RimaBE, HigEN

‘false Tridentf#f ONTAPI (ZAPI)
BRSEmEE. thEEEEoNTAP 9.11.1
NEEMRA, LI, FrfERNONTAPERAR
AR IR R.

‘ontapi M. FIENXIUHE T X—Ro
‘vsadmin M “cluster-admin®

faft, MTrident 24.06 hRZASFIONTAP
9.15.1 HESREFSE,

‘useREST IRBAN “true BHiA; BX
‘useREST %] “false {fF ONTAPI
(zAPI) AR,

‘useREST T2 & NVMe/TCP #rt,

@ NVMe {XZ1HFONTAP REST API, 7%
# ONTAPI (ZAPI)o

MNRIEE, MIBKIGE N true iEHATASAr2 &4:,

sanType BFi%E#E Ciscsi #F iSCSI, ‘nvme iEZAF ‘iscsi MR AT
NVMe/TCP ¢ “fcp” A FE4Fi@i& (FC) LAY SCSl,
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28 TP BRIA

formatOption fEF formatOptions’ A FIBERIEEHRSITEE

s ‘mkfs ZEI L ES AR ENNAE, XEFEEMATLL
RIEECHEFRANEZE, BRRIEES mkfs 5
IR formatOptions, {BAREIFIRFEKIT. Hl0
. “E nodiscard”

% #¥ “ontap-san’#ll “ontap-san-economy’ Xz 3
iISCSI hiXRIIKENFZERF. Lb5h, TEfEF iSCSI Al
NVMe/TCP ¥, ASAr2 24th=32HE,

limitVolumeP fE ontap-san-economy JgimA{ER LUN BYRIIEKRER  (BRIAER T REEIHIT)
oolSize KFlexVolk/)\,

denyNewVolum PRl “ontap-san-economy [GimBIiEHHIFlexVol&ERE
ePools BT LUN, REFFEER Flexvol A BERFEE
B9 PV,

&£/ formatOptions AYEEIY
TridentZ2 iR A U T IEDERMNRE T2
-E nodiscard:

* RE, FEEHIT mkfs RRHEFR (ROEFFRMETIRENHHASEEEFMERERA) . XBATE
FREDK, HEERTFHREXHRS (xfs. ext3 M extd) o

f£F Active Directory EiEM/Gin SVM ik Trident BY & 1%

&R LABC & TridentLAfEF Active Directory (AD) EEXT ik SVM #1TH4 I, £ AD tkFPBILAAR SVM 2
i, BHAMELE AD I3THIZs X EEB S SVM BUIARIANAR, Xt FEF AD K {TEREEIR, S melgsp
i, 8% "[EONTAPHEZE Active Directory 1= HI28iH10)" T #H¥ B,

Pz
1. NEiH SVM BREIHZ 24 (DNS) iIRE:

vserver services dns create -vserver <svm_name> -dns-servers
<dns_server ipl>,<dns_server ip2>

2. =17 LTS 7E Active Directory £155 SVM BRI B

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. LA <A AD AP AR EIRE RS SVM
security login create -vserver <svm name> -user-or-group-name

<ad user_ or group> -application <application> -authentication-method domain
-role vsadmin

4. FETridentiGiRECEXHF, 18 E username Ml password B 58 AD B P o4H & FRF1EED,
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

FFEARAUTARRIEMNFRE % ontap-san IKEhFEF TridentIFlexVoliEIN T 10% HEINEE,
@ IS4 LUN JT#dE. LUN S#REBRFE PVC HiEREMIIA)#ITERE, TridentEFlexVolig

0 10% (FEONTAPHERARIEARSY) . BRIERRESMIIFRIENTESE, INEXE

BJLARALE LUN ErBTERTE2MAZA T ARE, XARERTF ontap-san-economy,

X FRE X Gl “snapshotReserve Tridentit B AFI A/ 750 -

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 ETrident R4 LUN FTEEMENINAINEIFlexVol B910%. AT snapshotReserve 5%, PVC 1a:R 5
GiB, BE{&FAA/\N 5.79 GiB, BJHKA/A 5.5 GiB, X ‘volume show' iZ5 SN B RS RGIZE{INBYLE

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB 5.80GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.508GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Bal, FEXNEFITES ANBTIE R —
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&/\ECE R
UTTRAIRTRTEAREE, HPASHSHEHREBRINE. XRENX GihHxE R,

@ IR IEENetApp ONTAP_LfEEFAmazon FSxFTrident, NetAppiEil{&H LIF $87E DNS &R0
A2 P Hbhk,

ONTAP SAN =3l

XEFERUTHENEAREE: ontap-san Gl

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster:= |

TR UERERER, BERETHRANTIREIEREFHEREREN . "SVMERIFIME" .

AT RIMFELETRANTIEE], BIEE SVM ‘managementLIF FH & B “svm &%, fla0:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SAN &5

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

E TR E D IIIERA
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EXNEAEERFIF clientCertificate, clientPrivateKey ,

A trustedCACertificate

(WNRFERZEER CA, NIATE) “backend.json D FIENEFIHIEF. FAAFMZE(E CAIERH

base64 ‘mi3{E,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX

trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



XA CHAP =15l

XEERAIBE T — NS, useCHAP BN trueo
ONTAP SAN CHAP =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN %255 CHAP =17l

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP =5l

EHIONTAP/GIRAMECE B ER NVMe B9 SVM, X2 NVMe/TCP MEZAGIRECE

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) =3l

WHYONTAPRIRAAECER FC BY SVM, XZ FC MEAFIRECE,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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£/ nameTemplate K/EiREZE Tl

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ontap-san-economy IX&NFEFH) formatOptions 75l

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

BAEN YRR G

EXLERAIFIRENXXHR, FIEEEHEIRE TIENIIAE, H0: "spaceReserve '%H,
“spaceAllocation AR, FH “encryption AR, FEIHTEIFMESEDHE Mo

TridentfE & FEEHPIG B EITS, 7EFlexVol volume LI E R, Trident TEECE I TridentfE i\t _E1F7ERYFR
BT EFHEIFEMEE, ATHEEN, FHREEANUASNEMEEXIRE, HIRiFEXE#TIHE,

EXLERfF, —LEFBRIKEB NS, spaceReserve , spaceAllocation, # ‘encryption'd
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LEIBSMIME, AELIBESEMIME
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ONTAP SAN Rl

81



82

version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN &5

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP =5l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

R IEimBReY EIFRfiESE

LR StorageClass EXIEHE[E A it Ein 0. #H parameters.selector ¥+, &1
StorageClass s HHLEIEI B TFIEES. EREBMAERITE XHNE N EH.

* X “protection-gold'StorageClass KRE EIE—TEHNM, “ontap-san'/Gif. XEMW—IEHESRERIFEVK
#o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"
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* X “protection-not-gold*StorageClass PN FE ZME =T EIM, “ontap-san'fFifk. PFRT BEELFIZ

5, REXLEEMEHEMERBIRF.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* X “app-mysqldb’StorageClass FBRETE 55 = EIH ontap-san-economy [Gif, XEME——
7amysqldbZE 8 N IR HEME B B RV EE A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* X “protection- S|Iver-cred|tpomts -20k’ StorageClass FBRTEIE =M EIH ontap-san'f5ifk. XEM—i2H

FRERARIFA] 20000 FRPHIFZ)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* X “creditpoints-5k* StorageClass §RETEI 55 =N EMAH “ontap-san' [FiwA0 55 0N BB 1A “ontap-san-
economy'fgif, XEM—2H 5000 FR2HIF M Mm.

85



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* X my-test-app-sc'StorageClass FMEIE] “testarp EIUHM “ontap-san BWl “sanType:
nvmeo, XEM——FIZHIXMEIAT testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Tridenti§ RAELEEH N ENGE, HREHBEEHBER.

ONTAP NAS IX&hiZF
ONTAP NAS IXGHFE LR

T f2AN{a{ER ONTAPAICloud Volumes ONTAP NAS IXGhiEFECE ONTAP G .

ONTAP NAS IRohfEFiEiE

TridentiR AT NAS FEIREHTERF, AT SONTAPEENE(S, ZIFMIAIRIERE: ReadWriteOnce (RWO)
« ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

Kohiz= Y FEERX  ZEIHEERN SR H RS
ontap-nas NFS SMB  Filesystem RWO. ROX. RWX. RW ", nfs, smb
OP

ontap-nas-economy NFS SMB Filesystem RwWO. ROX. RWX. RW ", nfs, smb
OoP
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REhiZRF X FERIN  FmERN SFERIX RS

ontap-nas-flexgroup NFS SMB Filesystem RwWO. ROX. RWX. RW ", nfs, smb
OoP

* £/ “ontap-san-economy (X SFITHFEEFEAEST..... B HFHIONTAPE EEH",

=)
* {3 “ontap-nas-economy X SitFEEFERES T ... Bl "STIHFHONTAPE £ EH" LK
@ “ontap-san-economy IXEhFEF T AE A

* 1570{EH “ontap-nas-economy MR EFIH B BEIBERIF. REME BN,

* NetApp R EINTEFIBEONTAPIRGHIZEFE 8 Flexvol BEhig<, ontap-san B&9b, EN—F
TidF%, TridentSZFEAREBMES, HAERMIEAZE Flexvol BE.

RFR

TridentFiEALAONTAPEY SVM B R B/E1T, BEMERUTAR: "admin' &8 B3 "'vsadmin’'SVM A,
NEEEHERACEZNARNARF,

3t FAmazon FSx for NetApp ONTAPERE, TridentEELONTAPE, SVM B R BHETT, HERASEE.
‘fsxadmin' AP “vsadmin'SVM BB, SiEEEHERABEZNARNAR, X fsxadmin AR 2EHBEERA
BEFRRERENH.

WMRIRER limitAggregateUsage EES MM E B EIEANIR, ZfEAAmazon FSx for NetApp
@ ONTAP#ITridentBY, limitAggregateUsage B¥ETES "vsadmin'Fl “fsxadmin' BF A, 40
RIETE LS, BERIEFERK,

BIARILAFEONTAPH G — M TridentdX ahi2 7 Bl LAEFARRIRGIME BRI AT, BRI FRIGXIF M. Tridentdy
RZ A ERZ A RERIMNG API, XEE API BIAINIAE (&, XEFAREREERSZ HHE,

EEEETSONTAP NAS IXShiZFEM Gl
TRECEHHEONTAP NAS IRSIFZFHIONTAPGIHINE KR, S48 EINA S HFHER,

2K

* X FFIBEONTAP/GR, TridentBEXRE/MRE—PREHECL SVM.

* BRI LUBETTE N RERE, HelEERER—IHSE— N IRoZFENFESE, G, EeUEE—MERU
TAIB Gold 2£: “ontap-nas' Z ¥ GAFIER S IKIIZE R 5 “ontap-nas-economy’ —,

* FiG Kubernetes T{ET mERAMLZEIENE NFS TE, 152" EZIEEERN T X
* Trident{NSZFHEEH EIZTTE Windows T2 EAY pod B9 SMB &, £% HE&ILESMBE T #1F1H,
JTONTAP/Giw#H1T B {7 3IE

TridentiREFEFHONTAP [ S A3 IE 5 o

s BETFEIE: EREXEEFNONTAPGIHEE BRHHINIR, BINFERSTEXNEZEERABEXEMNKS, Bla0
: “admin’Z¢#& “vsadmin RS ONTAPR AR ATZE RS,

* BEFIEH: ERXEKREHRTEIED, Trident7 BE5ONTAPEEHR(ES, A, FHEXSGNEEEFIHRIE
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. BIPMREME CAIET (WIREER, BIWER) B Base64 Fi3{H,

TR UEHRNE R, UWEETFRBENAEZNETIEBNGEAZE# TR, B2, —RREXF—FHEHREIE
Fit. BUYMEIRBENSMIIES %, DAMGHEEFRERINET E.

@ NREZ AR R EFTENES, WEHSIEFAW, FHIRAER, BRAREEXHFFREHETZD
B HRYIETT %o

BRETRENSMHEIE

TridentEE SVM SEE/EEHSCEEE AN EIEZ SE5ONTAPEmEG., BINEAINERN. FEXNAR, Fii
. admin BEF vsadmin, XHFALUARSRFKONTAPIRAMAIFRS, XERAA S AT —LEIEE AP,
HARB TridenthR A fER. BAFIUEIEZBEXREERABHRKRHESTrident—EERA, BREBXFL,

[EmE XA TR -

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

{
"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"credentials": {

"name": "secret-backend-creds"

IR, BREXEH—UAX AR FREERNS., BintIESmE, AR RA/ZEIEFEA Base6d #HiT4H
13, F1F6E7 Kubernetes A, iRt/ EMEH—FETRERENSE, Alit, XB—T{XREEZIHITH
121/E, B Kubernetes/7ZiEEIERHIT,
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BREFIEBNSMHIEIE
MM AN AR UERIE B SONTAPEmBE. BiREXFTE=TSH,

* clientCertificate: FFIRIEFHY Base64 {Ri3{E,
* clientPrivateKey: XExfAfAHY Base64 4wh3{E,
* trustedCACertificate: ={51F CA iEFHI Base64 mi3E, WMRFEHAZEERN CA, MAIRHILSE, 10
REBFERAZEERERMANIE, Nel 2RISR,
HANTERIESEUTTSE,

p
1. EEFIHIEPHER. £, FBARM (CN) REANEHITESHIRIENONTAPHF

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. [AONTAPEEEFRINREER CAIEH, XFAIREELMFHEERMET, NRLIHERAREEIIEBMEN
1, NZBSIERE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. TEONTAPSE R L REXZFIHIERNER CRESE1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. HI\ONTAPLZ 2B RABLIF cert BHIIER %,

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FEREMBNERHITEMNIIE, 5% < ONTAPEIE LIF> f <vserver Z#F> BB LIF IP #hitfl SVM
B BwfafR LIF BIARSZHREEEIRE N default-data-managemento
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. {#FH Base64 MHEF. FAMZEER CAIEBHITHR,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. £ E—PRGHELIERER.

90

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=msm=ma== fomemmeseso====== e e
o fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom o e
R fremememm=s 4

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214
online | 9 |

R et fremsmeesecso====== R
femm==== femememm== 4



E S INIE TS A BRI E

ERILEMIME ElR, UERARENSHIEIEG AN REEE. MG EENE: £/HAHAFR/ZBEG
AILEHAERIES; ERAIEBNERIUERNETRR2/EENGR. Jit, SO MRIER S HIIE

FEFH R RIS %, AREAEESMESHNEREN backend.json XHFEHIT tridentctl
update backendo

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

ALl

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e fememmesessess==== e
L e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fomm - Fom - e
e e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

N emememessessee== St
f======== fEmmmeme=s F

SCHIEEY, 7R B R S EONTAP LA MO8, 15 TR EIER. CHIES
() o, AILNAPRNSNES, AREHEHLERIOES, 2 EEIR MONTAPER IR IEE

o

EERAIPEHNELIBENRE, BAEEMZERINEER, BinEHIIRATidentr] LIS ONTAP

[EimiE(EH A IER KA EIRFo
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HTridentt)ZZEE X ONTAPHE

EaI R E— P EEREINERONTAPERI AR, XELEMANEHRONTAPEIE G A BETridentHHITIRIE,
ETridentBiREcEFEESHF RS, TridentEERERIZEANONTAPER A B RHMITIRIE,

BB TridentE E X A BEMRZE"BXEIETridentBEX ABNESER.

fEFAONTAP CLI
1. FERUTHSEIERAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. ATridentBFEIEARSZ:

security login create -username <user name\> -application ontapi
-authmethod <password\> -role <name of role in step 1\> -vserver
<svm name\> -comment "user description"

3. BAGMHNIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERARERES
EONTAPRSGEERSEFHRITIU TR

1. SIREEX AR
a. BEEERLICIZAEEN AR, HEEFEEH > 8RE
(%) E7E SVM BFSIRBEEX AR, BRFFEE>FHEEMI> required svu > I18E >
RRMfAe
b. ¥E#F RAMAR ZUNEXER () o
C. I ABEE AR,
d EXAEHN, AERERE.
2. BAEMRGE TridentF: + EAFPHMA® TTE LITUTHE:
a. £ AR AEE AITERT +o
b. EEFIFENAR S, ARTE AE THREPEZEAR,
C. BERE

EZERBSHUTE:

* "ATEEONTAPHEEX AR"HE " EXBEX AR
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* "S5ReAFhE

&1 NFS SHER
TridentffEA NFS §H ZRE&SKITHI HFrECE E89IA10),

TridentfE AhI2 ) [ SR B AT H2 (A Ak |

* TridentA] UIBHSBEESHERA ST, EXMREREXT, FHEEERIEE— CIDR 7R, XL CIDR #
RREHESZH IP ik, Trident2EA RN BEE FXESCERNMERT S IP FANEISHEREH, 3,

NRKBIETE CIDR, MEKAHENT R LHREINFIELBEERERE IP AINE FHREH,

* FHREERAIUCIZSHERBRHAFRINMAN, FRIFEERETEE T ARNFHREEETR, SN TridentiFE

FAERIA S LHERBS,

S EIRHORE

Tridentfe 7 EhAEEONTAP/F IR S HERBRAVINEE, X%, FHEERMALUEELFTN R IP FATFHINEESE]
, MAFBFEEXBHIMAN. EAKELT FHRBEE, WFHRBENEXFBEENFHEERHEITALT
Filo tb5h, XBEBTRNEFEESIARREENATFEREE P MUEEECERN T R E, MM

BBt ERE,

FERADSSHEERY, BE7ERAMEIIER (NAT) o £/ NAT B, EFHEITHIZZEZINEq1H
NAT it fA2SEFRRY IP EANMAE, FibSESHEAN PR TETET, 7RIS,

Nl

HERRMECEED, UTR—MaimE X

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

FERILLTHAERY, TR SVM FREVIRIER R B SEAT QRIS SR8, X SERBRYS NI St
() HARCDRH (BHNBCASHIED) . HAMENAPpHEEIREREE, NTridentEB—
SVMo

TEUERRFI G, FERELLEIhEER TIERIE:
* autoExportPolicy BN true. XFATrident2AFERILEIREENENELE—SFHERE,

‘svm1 5/ SVM RLIBFMAYARINFNMIBS “autoexportCIDRs iR, EHEERT A ZA1, ZEFEATH
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SHERE, ZEEEIMNER LI ZENREFENIGE, HERBITAE, TridentztlIE— 1 SHEK
B, ZREEHBMSESI5E CIDR HT R IP KR gtree BIRFRAER, XL IP bt E!
A FlexVol volumefERMN S H 5RBEH,

° f5gn:
* J@im UUID 403b5326-8482-40db-96d0-d83fb3f4daec
* autoExportPolicy BN true
* TFEAIS trident
= PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159c1c

* &7 trident_pvc_a79bcf5f 7b6d_4a40 9876 _e2551f159c1c BY qtree 9 FIFlexVoly FlexVol Bll3E
T—1MSHEMR, trident-403b5326-8482-40db96d0-d83fb3f4daec , &M qtree FIFH
REg
‘trident_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1c AK— MR A“EHN S HER K
“trident_empty TEZFFAIENL L. FlexVol S H LSRN ZE gtree FHHEREH B EBIERIFNAY
B, HARMMNEHRERTSH KRR,

* “autoExportCIDRs' & &Ry &R, IFERATEFE, BAIAED ['0.0.0.0/0", ":/0", WMRKEN,
Trident2 AINELIET m LI EIRIFRE BB RSB ERER 2 AL,

EXMIFR, "192.168.0.0/24 Biefiitit e, XEMKE, (UTItICEERNEE %% Kubernetes T IP
BT 2R INE TridentB A S H KR, HTridentIMEZTITARAEN T RBY, ERORZT SR IP itoit,
FHRESRMHMUBRHITIEXS . "autoExportCIDRs & HEY, TridentfExdiE IP kR, SANEBELAHEIR
TRNE i 1P kIS H RN,

&R LAEEH "autoExportPolicy' #1 "autoExportCIDRs B2 fFinz fa, FEHITUTERE. Bl NEMEER
[EiH7 0389 CIDR, EMBRIMEM CIDR, Mifk CIDR BIEREIMING, HRMEERAXIMN, EhaIllik
#2H "autoExportPolicy X Ffaim, WIRLHINEE, NENRFIFHEIBZNSHRE, XKREHITIRE
“exportPolicy fEIREC & FHIS K,

TridentB| B EFGHGE, EOIUERUTHSKERIR: tridentctl SEAERNAY “tridentbackend CRD:
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

chapTargetInitiatorSecret:

chapTargetUsername:
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd
LH— T RWBRE, TridentxEFAESHER, UBKRSZTRXREIARIN, BEIMZEFIHSEHE
BEAIZBRIET A IP, TridentA] LABALIEREER, PRIAEEBPHOMT R EMEALE 1P,
WNFERFENGE, FRUTAREHRGIR: tridentctl update backend H{RTrident B Eh IR H O FEK, X

B, SFEEN, MIIZMANLUSE UUID M gtree ZRap R AVFTFHERES, BiRFENESEHNHAEMERRE
, FERFHEIER S H RS,

(D HErEE B EESHRBNEREMIRESEIBIS HERR, NRERKREREIE, RN
A—TIBER, FRESFEEIBE— TR,

NRBITHHIT SRR 1P TR, MSMERZT R LETrident podo  TridentfE[E R B HEEN GRS H
SRB&, LURBRI IP ZE,

HEREESMBE
HIEAES, EMUERUTANEE SMB % "ontap-nas’ B#l.

1ETTE SVM EREIREZE NFS #1 SMB/CIFS i 7 #E8I# “ontap-nas-economy ' i&
:_I;ONTAPZIKi’é%ﬁE’\J SMB %, WRKEEAREXLEMNPRERI—1, BT SMB HEliEL
o

@ “autoExportPolicy’ A2 #F SMB %,

FaZ Al
ZECE SMB £Z2A1, BRHNEFUTHRA.
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* —/™ Kubernetes &£28%, €&— Linux T8 T 2 E/D—NE1T Windows Server 2022 B Windows T
ET o TridentXZHHEREIZTTE Windows TR _EH pod BY SMB %

* ELE—NMEEEB Active Directory EHETrident®$H, £ MME smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEE 9 Windows BRZEHY CSI I8, EELE csi-proxy, BB "GitHub: CSHUIE"'ZHE"GitHub: EH T
Windows B CSI XIE"EBF7E Windows _EiEfTHI Kubernetes T4,

p
1. M FAMEFENONTAP, ERILUAZEEIE SMB H=, & Tridentr] U EEIE—

@ Amazon FSx for ONTAPZEZ SMB #£=,

eI LUEI U TR A N2 —8lI2 SMB BIZH=E: "Microsoft EIEIH| & " HEX MR EEB TR
FIONTAP CLl, f£FBONTAP CLI €7 SMB H=:

a. MAKE, FEIRAZMNBERRRIEEM,

X “vserver cifs share create Za S ETEQIEHLZAT -path XIS EERR. RIEENREREE
, MasSHITERM,

b. i 5EFE SVM *ELH SMB &=

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. HAXZEELIRZ:

vserver cifs share show -share-name share name

() EsEciE svs £ TREAER.

2. S| EmE, HAECEUTRBUIETE SMB &, BXFiE FSx for ONTAP/GIRECE LT, i5ZI%"FSx for
ONTAPEZ & E AR "
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=8 iR w3l
smbShare o] LFEELLTF—IN: {#/H Microsoft EIRiTHIS smb-share
Z{ONTAP CLI 83 SMB £ZMRZR;, 2
P TridentBlZ#2 SMB £EZEMRR; HELZTLURKESE
B BAIENENAEHRZF G, FFARHMEE
HIONTAP, ILtB¥ERHEN, IthSEHEAmMazon FSx
for ONTAPGImFIATRHY, FBENT.
nasType AU E N smb. NRAE, MEIAANT, nfso  smb
securityStyle WENREHFEN. HILEN ntfs’HE "‘mixed'iE ‘ntfs'HE "mixed EHTF
BT SMB %, SMB &
unixPermissions HEER,. W SMB &, LI IEZ, "
BEARLSH SMB

M 25.06 hZsF 88, NetApp TridentSzHHER U T AR LR LECE LR SMB %: “ontap-nas’#] ‘ontap-nas-
economy' 5. BAZXE SMB &, Er]LUERARIEHIFIZR (ACL) /9 Active Directory (AD) R M P41

#3F SMB £EHZITIHIE,
FEILENES
* %8\ “ontap-nas-economy Rz,
* {NEZHFRIFETFE ontap-nas-economy %,
* IRBAT XS SMB, Tridenti$ ZER/SIHIZEIN SMB H=,
* B PVC AR, FHEXIRNEHFERF2EMH SMB 1= ACL.
* 5fE PVC AREHIEER SMB H= ACL 5T IR PVC HBY ACL,

* BA%R 2 SMB B, IBHRERMERH AD AF. TRAFBARSBAMEIHRIZSITI®R (ACL) H,

* WIRERER. FESEM PVC RAR— AD BFRIRHARRIIR, MRRILTERN: PVC. #iEX, A

=EH.
* ¥1FL %L SMB ‘ontap-nas (EATHEESEN, FERTIEREESEN.

T
1. 7£ TridentBackendConfig 155 adAdminUser, S0TFIFfR:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

2. EFREEPIINERR,

A0 trident.netapp.io/smbShareAdUser  M{FEFXHFIT IR, UBBALETEN svuB %, AP
JERIEERME trident.netapp.io/smbShareAdUser WiZ5IEEMNAF ARG smbcreds

o oI UM TETAIEE—I smbShareAdUserPermission: full control , change, 5%
& reado FNANRE full controlo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret—-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. Bl PVC,

U TRBIgIEPVC:
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NAS FC & &N R A

2SI EIE Trident R AIZFEAONTAP NAS IRGHTERF ., A TiRtEkERE R FIUK
15 /5 imARET 2| StorageClasses HIFAA(E B

[ imEC & I

BB TR T BERECE RN

B i 2
version IR 1
storageDrive {EEIRGHFIZRRAVRAFR ontap-nas, ontap-nas-
rName economy , HE ontap-nas-—
flexgroup

backendName  HEXZMHEFEGIRH IXohiZF &R +"_" + dataLIF
managementLI £EE¥8{ SVM SIE LIF B9 IP #htteJ LisE=efREE  "10.0.0.1", "[2001:1234:abcd::fefe]"
F % (FQDN), MR TridentLZZ&EmERT IPV6 frk, M

ALUKERER IPve ik, IPve HINEAR SRS

EX, f5lan:

[28e8:d9fb:a825:b7bf:69%9a8:d02f:9%9e7b:3555
1 o AT EWMMetroCluster WL, 1ES
iZMetroCluster~ il
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MIRIKERETUEN. &%, MNRTridentLIEIT{ER
T IPv6 triE, MITETLUSEAER IPv6 ilik, IPv6 i
WA AIESENX, fln:
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1 o *Metrocluster Bgr7b, *&EFHMetroCluster~iilo

B(FAMTZEEIN *Metrocluster BRIk, *&
EMetroClusterfilo

BREMS L EECIEMERN (/RE]. FH
“autoExportPolicy #1 “autoExportCIDRs RIEINAEEIE
. Tridente] A BohEEH %R,

FAF333E Kubernetes T4 IP B9 CIDR %%
“autoExportPolicy' E/8A. f#H "autoExportPolicy I
“autoExportCIDRs AIELNEEEIE: TridentA] LABTHE
I O 5RRE,

ENATENER JSON BnEE

EININ

EEMHEIM SVM R4, WNRKIE
E ()

SNSRI SVM NIHES MR
‘managementLIF B1E5E

false

['0.0.0.0/0", "::/0"T

B IIES Basess HiGfH, AFEFEBHSHE ™

IE
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iE
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o

EERIER/SVM WERS, BTETERENS M.
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Directory i ME/5i% SVM 8iETrident B9S2,

£ SVM FECEMEN AN, RERTEEN
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EZFRTH storagePrefix B, gtree ¥
FEBMNFEIR, RECIEEES
B,

®

=



28 TP BRIA

aggregate RFEREENRE (FIE; NRIGE, Wb ics
SVM) o XtF ‘ontap-nas-flexgroup IRGhA2R, Ithik
T 28%, tNRAKR7DES, WaLUEREFA AN
BB EFlexGroup#.

4 SVM R EEHIEEMES, Trident
S B SVM #1TER, MEEE
BTridentiTHl28. HIEETridenth i E
BHEREURESEN, NMRZEBEWE
() &t SVM, NiEkH SVM B4
BY, TridentP BRI T HEBRS.
BT EER N SVM L1EERER
&, EBHET2MR, ArEFERIHR

S
limitAggrega WRFEAXRBILESLE, MWEEEXK. FEA (BOANB R TARFIHIT)
teUsage FAmazon FSx for ONTAP,
flexgroupAggreg AFEREMRETIR (FIIX; WREE, WAk ™
ateList #5 SVM) , 9Egth SVM MFrER&# B T
EFlexGroupt, #F ontap-nas-flexgroup Ff&IX5)

ERo

H SVM R EHIREFHES, Trident
SE L SVM BahEHIZYIR, ™
TEEMB N TridentiTHlZg, HE
ETridentPECE T 1 EMER S 5IRFKE
@ EEN, NMRREVIREEMZHZH
SVM, M7Eii8 SVM BEEF, Trident
Y EIRIEHNE KRS, EAEER
BYIRERN SVM EIFEMIR, 5
ﬁll%ﬁi\%%ﬂﬂw%, T REfE G S Bk

limitVolumeS WIRIBEBRWERNAKTFILE, WEEEXK, LI+, ©F EROABERTAREIHIT)
ize FREIT qtree BEIEMENRAKN, KUK
“gtreesPerFlexvol LI 78 1F B & X & FlexVol
volumelIER K gtree ¥ &,

debugTraceFl HEEHIFRIIE2ERNIARNITE. Fli0, {"api"false, TRIHY

ags "method":true} i5711E M “debugTraceFlags FRIEEIE
EHITHIEHBRH B E BN B EREE,
nasType fdE NFS g} SMB EMBIE, iEINA nfs, 'smb'Z nfs

T{Ho RE N null MIERIAGEA NFS %,

nfsMountOpti LUESHPRAY NFS EHENIR, Kubernetes A

ons SHEHETUE BEFERDPIEE, BUNREFMERL
BIEEHEED, TridentiFELREIEREFMEEIRECE
XHHPIEERERIET, NREFMERNEE X PR
IEEAEHED, TridentBFRSEXRBKNFAL L
REERHERHED,
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28

=

gtreesPerFle
xvol
smbShare
WEH, TEERNZT,
useREST {EFHONTAP REST AP| HI#R/REEK,
B, LR
9.15.1 L EERAEFIA,
Ao
limitVolumeP
oolSize AFlexVol X/,
denyNewVolum
ePools
B PV,
adAdminUser
ERNR, HIEFHETE2EHINR,
Ei0 B AL &%

&R AER A BRI R AR &

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve
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D%

S FlexVol B95 K Qtree $ENFE [50, 300] SBER

BRI LFEELLT—IN: {EHH Microsoft BIRIZHI&
aONTAP CLI ¢I7EAY SMB HXEMZFR; 2FTrident
832 SMB HEMRZR;, REEATLUESHES UL
WENALHEZHE, WFARMIBENONTAP, S
HEER, LEEHEAmazon FSx for ONTAP/SikFR

‘useREST & &

7 “true Trident{EBFONTAP REST AP| 5/5ig&E(E;
LYIEE N false TridentfF ONTAPI (ZAPI) AR SE

EONTAP 9.11.1 EShRA, Itb5h

, FRfERBIONTAPE R A BNINERIHIRINIR.
“ontapi' N, FIENXTUHE 7 X—Ro vsadmin
‘cluster-admin a8, MTrident 24.06 xZSFIONTAP

‘useREST I BN “true ZRIA

{8; B 'useREST % ‘false i/ ONTAPI (ZAPI) i

7f ontap-nas-economy [5imfEMA Qtrees BY AR &R

PR “ontap-nas-economy [GimBIEFHTHIFlexVolERE

SE(TW Qtree. RFETNFIFTER Flexvol A BEFFEC

HE% SMB HEZ215RIMNPRAY Active Directory &
EBERAFPXAFA, FRALSEHEIN SMB HEREE

DU

QiWEY= (a5 EL

TEIFMERI; T (A) HKRE” (1)

BEABRARERE

EININ
“200”

smb-share

true EATFONTAP 9.15.1 HE
Shr4ds, BN falseo

(RRIAER T ARo2HIHIT)

“defaults ECEZ3. BI40, HS R FTENVECERA,

EININ
“EHY”

B ER
REEE

ZABIEMNEDER QoS HK&H, SNEHEM/FIRE
# qosPolicy 3§ adaptiveQosPolicy Z—

EABIENE DB BIEN QoS HK&H, SEMEt ™
[Ei#%3F qosPolicy 3 adaptiveQosPolicy Z—o

ontap-nas-economy A3z #F I INEE,
RETEBNEBE DL

MR 70", “snapshotPolicy A“F”
, B



S iR E/NTN
splitOnClone GIERREREAMESEPDELER “false”
encryption E¥1E LB ENetAppEINZE (NVE); BRINREN “false”
falseo BERLLIEIN, WMIMIEEEF EIRTE NVE iF0]
HEA NVE, MIRGEiREAT NAE, M7ETrident?AS
BEAEEIEEA NAE, 258, BSH
: "Trident?1fAl5 NVE #1 NAE thET1E" o
tieringPolic PEHREERT
y
unixPermissi ¥EED NFS EMIKOS 777", SMB &
ons HNiEOS AT (FER) .
snapshotDir  1FHIX AT A EAVIAER " .snapshot BR NFSv4 J9“true”, NFSv3 J“false’s
exportPolicy HOKEKRHEER “BRIN
securitystyl HENZEHER. NFS HiF mixed #l unix £ NFS BIAEHN unixoe SMB ERIAE
e Mo /NIl sEHE “mixed # “ntfs’ T, A ntfso
nameTemplate FFEIEBENEBIRHIENR,
% QoS HIA S5 TridentE S EFAEEONTAP 9.8 iEShRAS. TR ZERAIEEEM QoS H’A
©) | SFRRERARRATS VR, 36 0oS HBMBMNETAATIFHUNEFILE £
ERERG

UTE—TMEXTBRIAERIRA:
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

7T ontap-nas #M ‘ontap-nas-flexgroups TridentIMEFEBEMBITESZE, UHRFlexvol RS
5 snapshotReserve B pvc IEMILEL, HAFIEXR pvc B, Trident=ERAMBITESESIE
BEEZTENREIRFlexvol o IITEAERBWEAFLTE pvc FIREHIBEKRNAIETE, MARLDTFHIER
M=iE, £ v21.07 ZHi, HAFIBR pve (90 5 ciB) BY, WMRMREBEIMEEDEER 50, MIAEERKE

2.5 GiB HAIETE, XERNAFIEKNEENE, snapshotReserve fHPFMWEDL. ETrident
21.07 B, BRIARBNEAETIE, MTridentEX TIZZTiE, snapshotReserve FHEXRTIANLEMA
B DL, XFRERATF ontap-nas-economy. ESRLTRE T EETERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

FHFIREBFNEE = 50% B PVC iEXK = 5 GiB WIER, S&HA/NA 5/.5=10 GiB, sIAA/INA 5GiB, XIEERAF
7E PVC B3R ABIEREIA /X “volume show Zi SN B SIS NBIE R |
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Aggregate tat ype 5ize Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74

online AW 18GB
pvc_eB8372153_9ad9_474a_951a_@8ael5Selcdba

online RW 1GB

Vserver Voelume

2 entries were displayed.

FekTridentty, TRIRENIERFER ERAFREES. M THERFCIENS, EROZBEER/NAEENRE
BX, 53, —1 2 GiB BJ PVC “snapshotReserve=50"Z BIRIERZ— MR 1 GiB AJEZja|iy&. i, &
EX/NAE A 3 GiB, E7E 6 GiB W& L ANEREFRM 3 GiB eI 5 =8,

&/NEEE A
UTTRBIRTTEREE, HPASHSHEHREIRINE. XREX GiHEE R,

@ INRIETENetApp ONTAP L fEFHAmMazon FSxATrident, ##iYA LIF $8E DNS ZFRMARZ IP i#h
3k,

ONTAP NAS &£55R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS Flexgroup 7!

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

ERILEERR, MEBREVHRMYIROEREFHEFNEREX. "SVMERFRE" .

NT LM TEETIRFIRE, EFEE SVM "managementLIF FH&BE “datalLIF #] "svm &3k, fl40:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB &R

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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E TR SIS

X— 1M /NEHEEERAl, clientCertificate, clientPrivateKey , 0
trustedCACertificate (WIRFERAZEEN CA, WAAE) “backend.json 73 5ENE FimiE$. FAfH

MZ(S1E CAIEBEY base64 FRET(ES

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

B Ehth O BERR G

AR fBlEE RN R TridentfE RIS S H R K B i SIRMEES H R,

‘ontap-nas-economy’# “ontap-nas-flexgroup’ &l#lo

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4

X¥FUATERBER:
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IPv6 =15l

XMGlF3RBE "'managementLIF /A IPv6 ik,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

{EF SMB % AJAmazon FSx for ONTAP/R 5!

X “smbShare £/ SMB & FSx for ONTAPEZE Lt &4,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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£/ nameTemplate K/EiREZE Tl

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

B EN B RS

ETAFARIRBIGEHRENXHFR, FIEEENEIRE TIFENRIAE, BI%0: "spaceReserve /&H,
*spaceAllocation' AR, FHH “encryption iR, FEINHIEFMEIEDPE N,

TridentfE ‘& FEEPIGEREINE. FlexVol LBI&E i ontap-nas & FlexGroup ‘ontap-nas-
flexgroup . TridentERCEN SR EINN EHFIBEInEEFEIFES. AT HERN, EEEERTUAST
EINHE XIRE, FHIRIREXNEHITHH,

EXLERGIAR, —EEFEMSIEEBCHSE, spaceReserve , spaceAllocation, #l encryption'®
LERBSNIAME, FEHBSMINME
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ONTAP NAS Rl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS &5

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

SV SR EIEE S

LUF StorageClass EXIERZ[E A EItEinn{. A parameters.selector FE&H, S
StorageClass FIEEMLEINEI B FIEES. EREFMAERITEXHNE N AH.

* IX “protection-gold' StorageClass RS EIE— M FIE N EIAM, “ontap-nas-flexgroup fGif. RAEXLE

IR E BRRI.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* X “protection-not-gold"StorageClass &M54EI 5 = MIEE N EI, ontap-nas-flexgroup f5im. BRT

a7, RAEXESMRHEMERIBRF.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* X “app-mysqldb’StorageClass FBRFFFIFH AN EIMM, “ontap-nas’ [Fif. XEM——HImysqldbZEE

RiZFRMEFE R ENFMEL,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* iZ “protection-silver-creditpoints-20k’ StorageClass 1FBRETEISE = M E A, ontap-nas-flexgroup’ [Gif.
X MR HERERRIPA 20000 TR BIFZ A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* X “creditpoints-5k’ StorageClass ¥R EIZE =P EMM. “ontap-nas [GimHIE =M EINM "ontap-nas-
economy'fgif., XEM—1ZH 5000 FR2BIF M~ mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenti RELESRI M EM, FHIBRBREEBER,

$%1 “dataLIF #]08ECE S

R ESTRG, BB BT TSR ER datallF, MMAFB/GIR JSON XM EHEHN
dataLlF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-datalLIF>
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(D gN3R PVC EZE— MR, NBIUEPIEHRENIRRERT, AERBRENENAE, UE
#8Y dataLIF 434

ZeF/hkllRfl

£/ ontap-nas REIiZFHITEIRECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£/ ontap-nas-economy IXEHIZFH1T/EIHECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

[EiRECE M A gt
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

M ontap-nas IXahi2FHITFEE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

@ BRI annotations’ SR L £HISMB, MNRKHE IR, TILFEHT PVC FIRETHARE
» &2 SMB #FELF.
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£ ontap-nas-economy IXENFEFERITEESE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

BEEN AD BF B PVC R

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

B&%1 AD R PVC iffl
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSx for NetApp ONTAP

¥ Trident5Amazon FSx for NetApp ONTAP

"Amazon FSx for NetApp ONTAP"@— 52 EER AWS RS, FEFREFEIFIETT
FINetApp ONTAPTFEIRERAZIFHNXHF RS, FSx for ONTAP{ERBENSFI R IEZAE
HINetAppIhEE. MEEMEIRRES), FNZERTE AWS EFH#HUERE RS, BiEE. 22
MR B4, FSx for ONTAPSZRFONTAPX R ATHEEF EIE AP,

&R LU Amazon FSx for NetApp ONTAPX 4 R4t 5 Trident&ER, LAFA{RTE Amazon Elastic Kubernetes
Service (EKS) HIE{THY Kubernetes &£8# 0] LAECE FHONTAPSZIRFHVIRII X 5 A &

X RGEAMazon FSxMEBERIER, RUTFARMAIONTAPEEE, T8 SVM /R, EEILRIBR— I HENE
, XEEEZHTEEXERERNXENX G LEER2E. Amazon FSx for NetApp ONTAPB{EA=IRITE
XHRGRME, MEXHRAIENRA * NetApp ONTAP*,

B3 K Trident5Amazon FSx for NetApp ONTAP4E SR, 0] LU{RTE Amazon Elastic Kubernetes Service
(EKS) Hiz{TH Kubernetes 58 7] LARC & FHONTAPZ VIR S F A o
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R
LI TridentfIZ SR "E & FSx for ONTAPS TridentfERK,, REE:

* MBI Amazon EKS &£ E¥ 5 5 EIE Kubernetes 58 "kubectl’ B &3,
* EBTET SalihRAYEHE Amazon FSx for NetApp ONTAPX 4 R Z AT HERE AL (SVM)o
* BESRTFHNIETR"NFS 5 iSCSI'

@ 15 S W28 Amazon Linux A1 Ubuntu FREEMI T sUER T B#ITIRIE, "2 25E&"
(AMI) BURFEAY EKS AMI 288!,

AREI

* SMB %:
* AT ARZIF SMB % “ontap-nas {XFEE .
° Trident EKS &A% #F SMB %,
° Trident{XZFFHEHEIBITAE Windows T2 £ pod BY SMB %, 8% "HEFIESVMBE" T RIFE.

* f£Trident 24.02 Z &, EAmazon FSxX &A% LEIERN. BR T Boh& BT AW Tridentifibf. FB5LE
FETrident 24.02 SRE B RAE IS, BHSRE foxrilesystomID, AWS apiRegion » AWS
“apikey' LISz AWS “secretKey £ AWS FSx for ONTAPHY fE IRER & X4 Ho

NREEATridentiSTE IAM i, MATLIEBRIEELUTAR: apiRegion, apikey, #
(D secretkey BRI FER S E4A Trident . BS1ES, WHHE'FSx for ONTAPRLE LTI T
o'

[EIBYf&E A Trident SAN/iISCSI 1 EBS-CSI JX&hiz/F

WMRIZITEIIE ontap-san IREHFEF (5140 iSCSI) 5 AWS (EKS. ROSA. EC2 Si{EfaIEMsfl) —iELfERA,

N = EFrEEMZ IR RECE AT RS S5 Amazon Elastic Block Store (EBS) CSI IRGHIZEFE R, N T HRZERRAD)
BEERSTIME—T R LR EBS &, LEEEZHRFZIRETHR EBS. XMIFERT “multipath.conf & & Ff
FETridentiR H1EHFR EBS M2 #HITZ R E I

defaults {
find multipaths no

}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

SIS
Tridenti@2 i B I8IE S o
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c BETFEIE (#EF) | BEIIRSMFHETE AWS Secrets Manager #,
FEL “vsadmin® FHF' BEEDEN SVM.

O

s EFEH: TridentiSERZEERE SVM EHIIEPS FSx XHEHERZ LR SVM #HITiE S,

TridentFiitH4& A W izE

‘admin' £ AP, FA1RZIZRINER vsadmin® A Trident,

BEXBREMNWIEMFAEE, FERENREIERFEEN S IIERA:

* "ONTAP NAS JAIE"
* "ONTAP SAN S {L&5E"

ENAEIIE S 25 E: (AMI)

EKS B IFEMIRERS, B AWS HITE2IM EKS L1L T FELE Amazon Machine Image (AMI)o

EEANetApp Trident 25.02 #1733z,

20O FAEEE NAS NASLZ3¥ iISCSI
AL2023 x86 64 ST =2 = =
ANDARD

AL2 x86_64 =2 2 =Ry
BOTTLEROCKET x £ =2 &R
86_64

AL2023 ARM 64 S =2 2 =
TANDARD

AL2_ARM_64 2 2 =H*
BOTTLEROCKET A 2y 2 FiER
RM_64

*CMRAERTIR, WEZEMER PV
* * REA T TridenthR 2 25.02 B9 NFSv3,

®

ERMUTIAE#TME:

KRAEA AMI ERIRT B RSV,

* EKSHRZA: 1.32

* RE7575: Helm 25.06 F1 AWS FfiNE 4 25.06
* 3+F NAS, NFSv3 #1 NFSv4.1 #5517 7 iz
* SAN {7 iSCSI, FMist NVMe-oF,

(72K i
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‘'vsadmin'SVM AR, SEFRAFHEEABEZFAEN
FF. Amazon FSx for NetApp ONTAPAE ‘fsxadmin'iZFAF EONTAPHARE M

LU AMI

iISCSIZ T8
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Bl =%, PVC. Pod
* MiFR: pod. pvc (E#. qgtree/lun — 258, H#H AWS Z{HHY NAS)
EHREZER

* "Amazon FSx for NetApp ONTAP#4"
* "JXFAmazon FSx for NetApp ONTAPRI#EZ SZ&"

Bl 1AM FaF] AWS Secret

&R ABRE Kubernetes pod LUEIT AWS IAM B &#1TH D IGIERIGE) AWS FR, A
EREE AWS FEiiE,

()  =@EmAWS AV BEHTSHIIE, EATHRE—MER EKS $BH Kubemetes 2,

BlZ AWS Secrets Manager Z3$H

FF Tridenti§ @ FSx EIKARS 2] & H API RAEEIREE, FItCHFEEIBEA SEMITIHRE, (FHRXEEIER
BT EeEd AWS Secrets Manager 21, Hltb, WNREIFZE AWS Secrets Manager %31, NFEGIE
—NEE vsadmin i EIEAIE .

IR BIBIE— AWS Secrets Manager 223337 fi# Trident CSI i
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string

"{\"username\" :\"vsadmin\", \"password\" :\"<svmpassword>\"}"

B 1AM FEBR
Tridenttb BE AWS W EA BEIEHIETT. Ftk, BEECIEB—PKREE, T TridentFrFEEINRIE,

LU RABIER AWS CLI Bl 1AM 5EBR

aws liam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

B JSON =f3:
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

832 Pod B153% IAM BB LKELARS M, (IRSA)
EA] LUBCE Kubernetes ARSI, EEL&IE AWS Identity and Access Management (IAM) fits (&M EKS

Pod Identity 3¢ IAM & #H{TIRSMKF XEX) (IRSA), EAEE NFERIZIRSKFH Pod BRI LUARIZBER
BGRREER AWS BRS
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Pod 514

Amazon EKS Pod B XBXAFEREEN BIEFEIE, £IAF Amazon EC2 S2fIfRE X4 A Amazon
EC2 iR EEIERI A o

7f EKS £8% LR Pod Identity:

&R LLBE AWS 155 & 832 Pod triR, WEJLUERLIT AWS CLI 7%
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

BEZERIFSH"IEE Amazon EKS Pod S92,

8l# trust-relationship.json X4 :

B& trust-relationship.json X4, f£ EKS ARSS EKEENEHEIE Pod SNt AE. AEERUTEERE
[EFE =R

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json XX f¥:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
b
"Action": [

"sts:AssumeRole",
"sts:TagSession"

RAaRERHINE 1AM At
B E—TIZN A aREMINEIE6IEN IAM Bt
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aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

Bl Pod 517 XE£:
7 1AM BB TridentAR 3~ (trident-controller) Z (B8 Pod 519 XxE%

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

BRSSP X B% (IRSA) Y IAM & &
{&F3 AWS CLI:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

trust-relationship.json X5 :

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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EHLUTE trust-relationship.json’ X4 :

* <account_id> - & AWS K ID
* <oidc_provider> - {&fY EKS £E£fY OIDC, &I LUET 1T Fen< X Boidc_provider:

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

¥ IAM A5 1AM SRE&KEX

ABLIETmE, FRUTHSFRE (EL—THEIZRE) MMEizAae:

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

151%5% OICD fRIEHE S B XEX:

1ﬁﬁ%1*l$ﬁfj OIDC ;E{#*Erat_’lu\mﬁﬁééﬂ*o lu\__I-L/(ﬁFEL/{—Fn ﬁ?igﬁ-ﬁE:

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

NRBHANE, BERU TR IAM OIDC KEXEIEAYEES

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

NRIEERABIZ eksctl, BERLUTRAITE EKS ARSI CIE IAM B

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

ZEETrident

Tridentf&1t, T Kubernetes F9IAmazon FSx for NetApp ONTAPTZEE IR, FEENHALAR

ME?

BB T ETNARREE,

BRI IER LT AE2 —% % Trident :
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* fiE
* EKS FtInéafF
INRBEARIRINGE, BRI CSI IRIRITHIZR M. BSIH" NCSIEERREIRE"THRESRES,

&t Helm &% Trident,
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Pod 519
1. FMNTrident Helm B JE:

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BFRBLUTRAIREETrident :

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

TR LAGER “helm list EEREFAE RS, FIMIRM. ssR=iE. BER. RS, NAREFIRZAH
BiI S,

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

REWFh= (IRSA)
1. FM0Trident Helm B E:

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BB SREE M S0 E:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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ERILUER "helm list BEEREFME SRS, FINBHR. sR=E. BR. KRS, NMARFRE
MEITS,

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2506.0 25.06.0

WNREITRIER iSCSI, BHREFEENEFIRITEN _ EERBHE iSCSI, tﬂ%uﬁﬁaﬂﬁm A|_20231
ERSRIERS, ALUBETE Helm REDRINT RESSEKEIRE iISCSI BF in

(:) helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

BT EKS L Trident

Trident EKS {4 B & &N Z 2N THEIREE, HEd AWS BBiE, 715 Amazon EKS E2&ERH. EKS i
HEEREERIFEARIEE Amazon EKS 8T 2T, HE/LTE. IEENEMGEGHENIES.

ARSI
£79 AWS EKS ECE Tridenti&it 2 71, EHEAREEREUATFRMA:

* HEWIMITIFM Amazon EKS S KA
* AWS X AWS Marketplace FIRR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 2£8Y: Amazon Linux 2 (AL2_x86_64) 8% Amazon Linux 2 Arm (AL2_ARM_64)
* TRIER: AMD ZARM
* A HIAmazon FSx for NetApp ONTAPX {424t

BRERTF AWS B Tridentif
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BiETHIe
1. TH Amazon EKS 1Z#l& https://console.aws.amazon.com/eks/home#/clusterso
2. TEMSMERD, EEEE
3. EERENEHEIENetApp Trident CSI $HFRIERER TR,
4. FFMINAMG", AEEEREESHMAH
S. BRBUT S BIkZEE M
a. | TREENAWS Marketplace MiNAH EE 5, SARTEIEREDIEAN Trident’s
b. 3%Eh“Trident by NetApp iEA L A EEIE,
C. EET—F
6. T EEFMARH IEENE L, WITUTRE:

() SR Pod Identity 35, BT XS,

a. ISR EE R hRA",
b. INRICEERIRSAR I, FHRIKENAREIREPRIENACEE:
BEEEEERR RE

* RERMTINAMECE 5 R EITIRME, HIFECE(E B8R0 H RV configurationValues* S ¥ BN IE
FLE—OIEMNAE ARN (BREAUTHER) :

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
NREF BEENHPRERRTGZE, WRERRAN—IEZMREAEZHK Amazon EKS ?EE#W%E
mHo MREFBRLIAT, 37 ESTMAENREFENR, MWERIFRHAK, ErILUERAERIEIZER
KHEARPE, EEFIETNZA], BHR Amazon EKS BT EREFEBTEENRE,

LB = S S
8. FEERZMIANI A L, IR

mtRRTmE, BRFERERENES.

AWS CLI
1.8# "add-on.json {4 :

T Pod #RiR, BEALUTEI:
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"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

FHFIRSAIAIE, BHFEALUTHEI:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

() K <role ARN>'fEF8_E—2 BIREIR i ARN,

2. %% Trident EKS #fH
aws eks create-addon --cli-input-json file://add-on.]json

eksctl
T Rflan<SRETrident EKS &5 :

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

F#Trident EKS 1G4
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EEEHS

1. TH Amazon EKS 1Z#l& https://console.aws.amazon.com/eks/home#/clusterso

2. TEMSMERTR, TEEE
3. ERE R EHFTHNetApp Trident CSI iHHERIEBEZ T,
4. FEFRHTINLA ML X,
5. 3%%“ NetApp Trident ”, SAEEIR4RiE",
6. 7L ENetApp Trident "BIE £, HITUUTIRME:
a. HREFEEEAN RE
b. BAFIAREIRE", HIRBESZEHITEN.
C. EEFREFEN
AWS CLI
T RBISEHT EKS $&EF:
aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctl

* BIREERY FSN Trident CSI #fFRIHATARAS. R "my-cluster EAERIEEE 2,

eksctl get addon --name netapp trident-operator --cluster my-cluster
Tl
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

s BiEEEHE L —F 4 “UPDATE AVAILABLE  FiR [EIBIRRZS,

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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WNR(REBE *—-force ANRIEINFN (L Amazon EKS IEHIRES B BRNIZE R, NEFH Amazon EKS
IR, ERBKEI—%EIREE, UREBER TSR, EEEHEM 2 A1, 15H#1R Amazon EKS &4
FEEBEEEEEMNLE, AAENSBEXEIRE, BXIIRENEMATNNEZEE, BESA"E
#"s BX Amazon EKS Kubernetes FEREIBMNE ZE R, 15" Kubernetes FEEEIE",

ENEIF5 P4 Trident EKS &4
& /] LB i 5 NS ER Amazon EKS s

* (REGEEE ERIMIINERG — tETFZER Amazon EKS MFAEIRENEIE, ©FEBUET Amazon EKS BHIEE
MU BohE /5 BohE# Amazon EKS #EHIINEE. B2, TRILARBER ERMIINRMY, L&D
EiRHFR N B EIRERE, AR Amazon EKS ., ERIEDR, HEGFFASHIMENEE, RE -
preserve in ¥ HHNEIA TR B iE M

* MEBRTTERBERMINEM — NetAppZi, (NZEEFILE ERZIRKHT Amazon EKS KINAMHES, 7
MEBFREPRZMINNZA G, T5PR --preserve’1ETN "delete B FRIHHRIERL

() MBEERET IAM KA, NRRBRE 1AM 5P

BEEHIE
1. TH Amazon EKS &l & https://console.aws.amazon.com/eks/home#/clusters,
TEEMSMERT, EEEEH
R E MHFEBRNetApp Trident CSI HRfFHIEEEZ R,
PR MANA MR R, A/ERE NetApp Trident s
R HIER
7E“%8F4% netapp_trident-operator BN FHEES, HITUUTIRE:

a. YIRIERE Amazon EKS FILERFHMHRIRE, BEF EEHLRE . MREHFBEEEEHLRERE
FaonERfE, LMEERUBITEEMINARMGRFIEIRE, BHITIHEME

b. %\ netapp_trident-operator,
C. EHEBR",

© o & W N

AWS CLI
KE ‘my-cluster M NEB R, REBITUTHS.

aws eks delete-addon --cluster—-name my-cluster —--addon-name

netapp trident-operator --preserve

eksctl

LU TS EIE Trident EKS i

eksctl delete addon --cluster K8s-arm --name netapp trident-operator
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FCETFiEfR R

ONTAP SAN 71 NAS IRGHIZF &K
BREEERR, BEZELE JSON I YAML XHEEX MY, ZXHFEBIETCEBENEFERE (NAS T

SAN) . XHRF. BEMPIRITFIER SVM IR EH#ITE G IIE. U TRFIRT 7 IREXETF NAS
HITFfE, LAKINEIER AWS Secret SRIFMEZEEAR SVM BIEIIE:
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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BT T a2 LIS Trident/FiRECE (TBC):

* M yaml XHEIEE Trident [FIRECE (TBC), HiEfTUATH<:

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* IGIF Trident [RIRECE (TBC) 2&E EMINEIE:

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx & FONTAPIRGIIZFHVIFAE E

& /] LUE A LU R IR BHAZE 35 Trident 5 Amazon FSx for NetApp ONTAPEERK :

* “ontap-san' &N BEECER PV £ H H & Amazon FSx for NetApp ONTAPEREY— LUN, #HERTIRE
fifo

* “ontap-nas &M EEEM PV #E— 15T MAmazon FSx for NetApp ONTAPE, ##ZEATNFSFHISMB,

* “ontap-san-economy S MNEEER PV #E—1 LUN, &1 Amazon FSx for NetApp ONTAPEAIEZE LUN
=,

* “ontap-nas-economy EMNEEER PV #ZE—1 gtree, & Amazon FSx for NetApp ONTAPER] LIECE
gtree FVELE,

* “ontap-nas-flexgroup &N EEER PV #E— 15T HIAmazon FSx for NetApp ONTAP FlexGroup#.
BXENIEE, BBRANASIRGIIZE"F"SANIKEHTER ",

FEEXHEIETmE, BITU TSI HEIRE EKS .

kubectl create -f configuration file

BIPAT, HIEITU TSRS

kubectl get tbc -n trident
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NAME

PHASE STATUS
backend-fsx-ontap-nas
f2f4c87fa629 Bound

EinSRECEFMRG

BEETRT REREEET:

*
=28
version

storageDriverName

backendName

managementLIF
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BACKEND NAME BACKEND UUID

backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-

Success
U Nt
YRER A 1
FERoHIZRF IR T ontap-nas, ontap-nas-

economy , ontap-nas-
flexgroup , ontap-san,
ontap-san-economy

BE X AR FEE IR IXGHFZF B FR + " " + dataLIF

3¢, SUM B LIF f9 1P #iiks]  "10.0.0.1", "[2001:1234:abcd: fefe]”
LIsE2REE S (FQDN), 40
RTridentZZEFEHA T IPv6 177&,
e LIS E AFER IPv6 Hitit, 1Pv6
MU BIESEN, 0
[28€8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555], WNREIEH
‘fsxFilesystemID 7£ "aws FE&H,
BRI FEIRM "managementLIF F
HTridentB] LA ZR SVM
‘managementLIF 3R B AWS 815
B FHitt, iRt SYM TR
REE (780: vsadmin) , HHiZ
BRATHEE TR “vsadmin®
A,



datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

iR

LIFEMYBYIPH3E, * ONTAP NAS
IXEHFERFE*: NetAppZEiIIEE
datalLIF, NSRRI, TridentEM
SVM FXEY datalLIF, &aILUEE—
MNEePfREHR (FQDN) AF NFS
FHIRE, MMEIEI18 DNS LUTE
% dataLIF Z a7 EISE.
PR ERTUENR. &F, *
ONTAP SAN IRohfEF*: AERH
iISCSI 8%, TridentfEFIONTAP;%
M LUN BRETSR A MBI ZBRIES
JEFFER ISCILIF, WRERXENXT
dataLIF, M=EMES, W
RTridentZZEBIFER T IPV6 17E,
MBTLLEE AER IPve itk 1Pv6
USRS ENX, il
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555],

B BnhS LRSI ZMEH [F7/R
{&], fEF "autoExportPolicy #l
“autoExportCIDRs AJ e B35
TridentA] LA B shE IR H O %KER.

BF33E Kubernetes T IP B89
CIDR %3 “autoExportPolicy' B/
Fo {ER “autoExportPolicy 1
‘autoExportCIDRs BRI EINAEE4E
TridentR] LA B Eh &R H AR,

gﬁ‘iﬁﬁﬂz%ﬂ’ﬂﬁ%‘\ JSON IR

EFimiE PR Base64 fRi{E, F
FEF BB K0T

E P infAARY Baseb4 4mid{E, A
FEF BB KNI

Z{=1E CAIEHH Baseb4 {REIE,
%, ATFETFIEBNEHIIE,

RS SVM AR &, AT
ETRIENSMHINIE FIi

, vsadmin,

EEEREEFESVMBIERS, BTET
TR BRI,

fE AR AERE AL
£ SVM HRECEHT BRI ERRIRIZ.

IR A B, EEMILS,
BEELR— B ER.

Nl

false

"["0.0.0.0/0",

":/0""

NRIEE T SVM B LIF, NIKE

HiZ% LIF,

trident
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28 TP Nl

limitAggregateUsage *1B/N#87E B FAmazon FSx for BMER,
NetApp ONTAP, *12{t#Y
‘fsxadmin'# “vsadmin' FE W E
CEERIERAMEATridentPREIE
FhrEs B9 PR,

limitVolumeSize MEERWERNATFUE, WEE  EHABER T RESIHNT)
BRW. Ittsh, EXRREHTHEIE
89 gtree # LUN ERIRAKR), L
%% *qtreesPerFlexvol %I 58 1F B
TE X & MFlexVol volumeMI Rk
gtree =,

lunsPerFlexvol S Flexvol ERIERA LUN #uiim “100”
£ [50, 200] SEEIHN. 1XFESAN,
debugTraceFlags HIEHPRN EE AT S. 5 TR

a0, {"api":false, "method":true} i&
N1 "debugTraceFlags BRIEIEE
EHTHRIERRRH B EEIFHARA

T,
nfsMountOptions LUES 92 BRAY NFS HEEHIZINSIR,

Kubernetes A EHEE LR F
EEERPISE, BNREFFEF
REREESHIEN, TridentiF[ELE
HEREERRICEXHTIEEDN
EHIED, MREFEEREENX
HHRRIEEEMIERIED, Trident
BASEXRBHFAL LIGE R

BRI,
nasType BCE NFS 3¢ SMB BRIBIE. & nfs

B nfs, ‘smbHTE, *UAIGE
9 smbiERF SMB &, 18BN
null MZRIAER NFS %,

gtreesPerFlexvol &1 FlexVol volumeBJE& K Qtree £t "200"
S 7 [50, 300] SEEIR
smbShare B LIIBE UL TR Zz—: EH smb-share

Microsoft BIE{FH| & ONTAP CLI
BIER SMB £EEHRZIR, HER

P TridenttlE SMB =R FFR, Lt
S22 Amazon FSx for ONTAP/T i

FRAERY,
USeREST {EFHONTAP REST API f§#p/R& false

o 18BN “true Trident)F{E
FEONTAP REST API 5gim#{Ti®
=. LEIHREEZEONTAP 9.11.1 KB
ShRA, ItbIh, FRfEFBIONTAPE
RABKINEFILRNE, “ontap’
NMA. FENXIUHET X—Ho
‘vsadmin'#1 “cluster-admin 8,
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28 TP Nl

aws 1&BI LATE AWS FSx for ONTAPHYEZ
BEXHHIEEUTHE: -
fsxFilesystemID : 8 AWS "
FSx X A%8Y IDs - apiRegion ""
AWS API XIH&ZFR, - apikey mw
AWS APl Z%H, - secretKey
AWS %A,

credentials IEEEIFHETE AWS Secrets
Manager 189 FSx SVM &iif, -
name . 83 SVM EIEMZHEB
Amazon FEIEZFR (ARN), - type"
BN awsarn. 1BER"0E
AWS Secrets Manager Z2$8" T 58
ZER.

SECE RIS IR B E
TR LAEA U T IETUESIBIARE, “defaults EBE#D. Fl, FEESR TEMNEETRH.

S faR ERIA

spaceAllocation LUN B=i8] 73 B true

spaceReserve FEIFAREEL; ‘I () =KE” none
(*8)

snapshotPolicy EfF AR none

gosPolicy ZHEIRNE DA QoS HEEgAH, ™

FNMEENEEIRERE qosPolicy 5
adaptiveQosPolicy Z—, ¥ QoS
RSB S5 TridentE & EAE
ZONTAP 9.8 EE A, &M%
fERIEHEZM QoS HIRA, HHR
ZERBEARIMN BTSN R R, =
=1 QoS KESAsRBIFEFME LIE
HENEETE LR,

adaptiveQosPolicy EHRIENEDEHEIER QoS R ™
B&4H, S MEMEMEEmIERE
qosPolicy 3 adaptiveQosPolicy Z
—, ontap-nas-economy A3z 51tk

HHEs

snapshotReserve NREBOTRENEB DL R snapshotPolicy & ‘none
s else “wn

splitOnClone SRR REAMNERERSLEL false
P
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28 D% BRIA

encryption E#E LB BNetAppBINZE (NVE) false
5 RINEEN false, BfERAILIE
I, HIMTEERE EFR1E NVE e+
BRI NVE, WREwmERAT NAE,
MFETridentPELENEAEE KB
B NAE, BEZEE, BB
: "Tridentd1fAl5 NVE #1 NAE /@]

TE" .
luksEncryption BRLUKSINZE, &F"#H Linux "
SK—RIAGE (LUKS)". YR
SAN,
tieringPolicy DEREEHEA none
unixPermissions HEER. SMBEIEET, "
securityStyle MmENT2¥ . NFS X NFS ERIAEN unixoe SMB ERIAE

‘mixed #l “unix L8, F/NE  H ntfso
W5 “mixed # “ntfs’ Z 2 F& o

AR ESMBS

TR LMER LT ANECE SMB & “ontap-nas' @il ERSERZBIONTAP SAN #1 NAS JXEhi2F 5L IE5
LUITFHE,

FaZ i
EERUTAREE SMB £ 2Hi: “ontap-nas B R, EBHMEEUTHRME,

* —™ Kubernetes £28%, B&— Linux T8 T =M ZE/D—NE1T Windows Server 2019 B Windows T
ET o TridentXZFRHEZEIZTTTE Windows TR LB pod B9 SMB %

* EOF—MEEEM Active Directory EIER Trident® . £ MME smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
* BE2E&H Windows ARSZHI CSI KB, EBEIE csi-proxy, 1BZSI"GitHub: CSHUIE"SE "GitHub: EHT
Windows F9 CSI L2 &R F7E Windows _EiE1THY Kubernetes T 50

p

1. BIEESMBH =, ErILUBE LI TRMA Rz —6IiE SMB BIEHE: "Microsoft BEIRITHI & " HEXHRERE
BT EFONTAP CLI, fEFONTAP CLI 8l SMB H=:

a. MAKE, FEIRAZHNBERRILEM,

iX “vserver cifs share create 1z FHEECIELZRY -path EMAPIEENKRFR. MNRIEENREREFE
, MELHITERK,

b. I 5EE SVM XE£RY SMB H=:
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vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

. WARZELIE:
vserver cifs share show -share-name share name

()  wsEelE sV £ TREEEE,

2. S| EmE, HAECEULTRBUIERE SMB &, BXFE FSx for ONTAP/GIREC &L, 525" "FSx for
ONTAPEZ & EIFR "

S iR Gl
smbShare B LIIBE UL TR Zz—: EH smb-share

Microsoft EI21ZFH| S THONTAP
CLI BIZ2H) SMB HE=MRZR, =
E AT Tridenttl 2 SMB HEMZ
o LtkBEZEAmazon FSx for
ONTAP/SimFr A FEH,
nasType *IIUZE N smb IR AT, MER smb
ikﬂg';:Eo nfso
securityStyle MENTZEEFER. HIKEN ‘ntfs"5KE “mixed :ZHF SMB &
‘ntfs =& "mixed & F SMB
Ho

unixPermissions HEERR, WF SMB &, eI ™

il
TME=,

FCEFESFRMPVC

ACE Kubernetes StorageClass SR HBIZEFESE, LUSTRTridenttlfElfiiES, €IE—
EFABERER Kubernetes StorageClass B9 PersistentVolumeClaim (PVC) K&K i1
PV, RAEEAURIHRAGLREEIZE L,

ellfeEar 2

BdE Kubernetes StorageClass X%

X "Kubernetes StorageClass X R"ZIRIG TridentiRiR LK E B ESS, HisRTrdenttNEliiE S, FH
LRI NFS B9%1& & Storageclass (BXBMHTESXR, BFSRE TEMNTridentB 4S8 5)
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fERA LR A ER iISCSI B9%IZE Storageclass:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

E1E AWS Bottlerocket EAZE NFSv3 &, IEAMIFTEERY "mountOptions’ ElI7Ef&E

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

EZ " Kubernetes F Tridentd R "B X ZERNAS...... T HHAPFMEE PersistentVolumeClaim™ LU K35
HTridentdl{AI D ECARZHIS L,
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ellfe 2 ES

PIE
1. X2—1 Kubernetes X%, FRLUBER kubectl £ Kubernetes F18JEE,

kubectl create -f storage-class-ontapnas.yaml

2. %ﬂﬁf@@iﬁﬁ Kubernetes #Trident#8E E| basic-csi ZE2, HBTridentiiZBE A T Fin ERIERE

Mo

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
HIEPVCE

— "PersistentVolumeClaim" (PVC) X &R LIFASBHIHIEIEK.,

PVC AIABRE MiaREFEISFERTeiA R, R XELEY StorageClass, SEEEIE A A LUIFHINRUNZE
PersistentVolume BYA/NMIARIRET, & AT LRSI EESARS K Fo

®{ELF PVC &, MA]LUBBIRLEEIREATR.

=SS
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PersistentVolumeClaim #7558

XLEERBIRETR T PVCHEAREL &AL,

HRWXECORPVC
RBIEBRT —1MEB RWX iFRNRIEZ PVC, ©5—1% 7 StorageClass HY StorageClass 8%

H%o basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

M isCSI =gy PVC
IERBIBRT — 1587 StorageClass BIFERXELRY. BB RWO i5a)fPRRY iSCSI &7 PVC,

protection-goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

£l PVC

P
1. 8& PVC,

kubectl create -f pvc.yaml
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2. ZLPVCIRES.

kubectl get pvc

NAME STATUS VOLUME
pvc-storage Bound pv-name 2Gi

IHFEF]"Kubernetes fTridentX R "B X 1FfERMNES5S.. ..

HlTridentdl{AI D ECREHI S,

Trident/E 4

XESHORTE 7 NERWL Trident EERNTFEHRECEL ELEE,

= eSi] fHEW
A string NIFER. BS
EE EIL;\EEJE.
Vet string B, ERY
[aimzEE string ontap-nas
« ontap-nas-
economy. ontap
-nas-flexgroup
. ontap-san
. solidfire-san
. gcp-cvs
« azure-netapp-
files. ontap-san-
economy
snapshots m/RE B, &
I rebE mI/RE B, &

refit 2K

Pool B1E kIR  IERERVIRRSEE
K, BRERER
RIEMERR,

MZFFXMEE 15
7k

EWEET A

MEFXMHER  fEENGER
B fEs

FELRTIR ERRRRNE
BREE
gﬁ%ﬂtiﬁ%ﬁ BEEARENE

CAPACITY ACCESS MODES STORAGECLASS AGE

RWO S5m

R EMFME S PersistentVolumeClaim® LA K15

ontap-nas

« ontap-nas-
economy. ontap
-nas-flexgroup

. ontap-san

. solidfire-san

E: énB ontap
; & 2
ontap
solidfire-san

FRE B

ontap-nas

« ontap-san
.« solidfire-san
. gcp-cvs

ontap-nas

« ontap-san
. solidfire-san
« gcp-cvs
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B el HHEM
e #/RME =,
I0PS B Nz

;' ONTAP SelectRZEAZIFI RS

BERGINARERF

refit
FESTRINE
&

Pool BESS{RIETE
ItESEEIRNB IOPS

2K
EBRNENE

BERIETX
LEI0OPS

ontap-nas

« ontap-nas-
economy. ontap
-nas-
flexgroups. onta
p-san

solidfire-san

BIREMESFRM PVC 5, BIAPRCAAHRERIRE L. ATHIE T PV E#E pod

B flen L MECE,

1. BEERARET I SEEF.

kubectl create -f pv-pod.yaml

UTFRBIRT T RPVCIEREIMANEREE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
80

"http-server"

- containerPort:
name :

volumeMounts:
- mountPath:

name: pv-storage

®
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. BARE:

" /my/mount/path"

B MER U T AR SEIEHE kubectl get pod --watcho



2. A& EHET /my/mount/paths

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

MIEER LARIFRIZ Pod 7o Pod NARKAEREE, BERERE.

kubectl delete pod pv-pod

7 EKS &8 LECETrident EKS #&ft

NetApp Tridentf&14 7 Kubernetes FFAmazon FSx for NetApp ONTAPIZEEIE, fFEEAY
FAARHNEEREBR LT T THNRIEFEE, NetApp Trident EKS GBS RHNZ 24
THISBIRES, H4E253 AWS IBiE, 7]5 Amazon EKS E2&fFH, EKS GG EEERF
RRIZE) Amazon EKS &8 R 2iRE, FHRL TR, IEMEMGGAAENIES,

RIS
£79 AWS EKS EcE Tridentifift 281, BHAREERELUTHRMA:

* BEEFEREEIER Amazon EKS £8KF, &%&"Amazon EKS MiNZE4",
* AWS %t AWS Marketplace BIFXIE:

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 2£8Y: Amazon Linux 2 (AL2_x86_64) 5% Amazon Linux 2 Arm (AL2_ARM_64)
* HREE: AMD FHARM
* IMAHIAmazon FSx for NetApp ONTAPXX 424t

p

1. B5EZEIE IAM BB AWS 51, LUE EKS pod REFSIH1E] AWS FHiR. BXiRE, 1BS["CE IAM A&
1 AWS Secret",

2. 7f EKS Kubernetes &85 t, SME/“MIINA L EINE,
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3.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now J

[ information, see the pricing page [7.

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period Provider
@ Standard support until July 28, 2025 EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

( view detaits ) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches L |

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

gi1E AWS Marketplace &, FAEi%ERF storage £,

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

d storage workflows. Product details [?

Supported versions Pricing starting at
1.31, 1.30, 1.29, 1.28, View pricing details ]
1.27,1.26, 1.25, 1.24,

1.23

4. $%F * NetApp Trident*, & Tridenti&FIEIEIE, AFEE T—F,
O. WEHRFRFERIEMhRAS.
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

(D You're subscribed to this software X ‘

You ean view the terms and pricing details for this product or choose another offer if one is available.

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. ELEPTRAMMALGIRE,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name & Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)

1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

7. NRIEFERANZE IRSA (BRSBIKFHY IAM E) , BESREMEESE, "L,
8. W BIR",
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9. Eﬁl**a—ﬂq:'ik/u\jj_ACtive_o

Add-ons (1) nfo View details Edit Remove Get more add-on 3

| Q. netapp X \| \ Any categ... ¥ } | Any status ¥ ] 1 match 1

nNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. IBITUA T eSS URIETrident2E B D IER T &R L
kubectl get pods -n trident

N #EHTIRBEHEEFRER. AXER, BEHTLEFHEER

fEF CLI 2 /EHE Trident EKS {4

£/ CLI R%ENetApp Trident EKS #fif4:
LU R RGler < Z&ETrident EKS ##f4:

eksctl create addon --cluster clusterName --name netapp trident-operator

-—version v25.6.0-eksbuild.l (BEELZAEIRZ)

£/ CLI H1&iNetApp Trident EKS #fif4:
LU T en$EIE Trident EKS 4 :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

£/ kubectl 8 EFH

FmENX T Trident5FMER A ZIEINX R, ©EIFTridenttlfAI SZEFERFAERE, U

K TridentR/ iZ30A M ECE Bo Trldentiz“"'ﬂﬁiz}ﬁ, T—PReIERIm. X
‘TridentBackendConfig' BE X &RIRE X (CRD) EEEEIS@EIY Kubernetes 53 B %0
B Trident/Fim. &I LAER kubect & EFH FEAY Kubernetes R1ThREVER CLI T
B,

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig)@— 1 Hilm. PR SE CRD, fFE&EETS

{EH KEETrident/5iF kubectlo IMTE, Kubernetes MFEEIER PJ L EEEEE Kubernetes CLI BIIEZMEIE
fGim, MEHEREIINGSITEBIEF. (tridentctl) o

EFR)E 2 5 "TridentBackendConfig 3 FiZ3 R, S&ELUTIBR
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* Trident2RIBEIRHVEE Bt fGiR. XTERZRTN TridentBackend (tbe, tridentbackend
) CR,

* X "TridentBackendConfig'5...... E &H4FAVEX R "TridentBackend X2 Trident4 =Y,

1 "TridentBackendConfig'5..... fRIF—F—BREI X & “TridentBackend gi& i 48 A PRI HIECE BimHY
RE, EERTridentRREFrEHITRIF o

@ "TridentBackend' CR HTridentBoitlE, {R*ARIZMENEN], WMREEMEImEITEHN, 78
HEA TR : TridentBackendConfig' BBV,

UTREBRTHEI: TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

R RIABEBLUUTRAE: "trident-installer" B 2 FFEFE T S/RESNROEENE .

X ‘spec’ RIS ENIES N, EXMIFH, BIRfERT ontap-san IFHEIREIER, HERILAREH
5']&59@55%?510 BXFIEEERDNEFNEERANTIR, BRI EEEEFNEREEERE

X “spec’ ATIEEIE “credentials # “deletionPolicy IXLEFELZ 5| NBY “TridentBackendConfig'CR:
* ‘credentials’ It B AMAETER, BB TREMERFA/RSHITEHIIENER. XIRENAFSIEN
Kubernetes Secret, EIEFREEBANH R EFE, TN Kf(ffala&o
* “deletionPolicy tt FEREX T &..... .l RZ L EBIIE R “TridentBackendConfig' #flb&. ©wI LB T &
BEz—:
° delete X=SHMEBWMIBR. TridentBackendConfig CREEMEXGIR, XEHIAE,

° retain "TridentBackendConfig CR whkkE, Bim TEX%”‘@T‘_, HATLGBEIS U TAR
HITEE: “tridentctl . BMIRIRIEISE RN retain AIFRPRBRAEIFEERRA (21.04 ZAi) , H
REECIENGR. ZFERIER LUEZEEH TridentBackendConfig B 8132,

EiHBHEBEIUTARIEERN: spec.backendName » WIRKIEE, NEHRIFIEEAN......
@ B} TridentBackendConfig W&, (metadata.name) . BNFERERANIERIKE

#o spec.backendName o
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

BUTAXEENGIR tridentctl BBEXEAM "TridentBackendConfig BB, &AL
ERFERAUTHAAERILEF - kubectl BIEIE— TridentBackendConfig CRo

WILIRIEETEERENEESE (fIf0: spec.backendName , spec.storagePrefix
, spec.storageDriverName , FZ) . Tridentg B4 EFEIERN
“TridentBackendConfig ¥ Il & BV 5.

SRR
FERUTAREENNGI "kubect! {REIZX A :

1. BIEE—1 "Kubernetes Secret"iZZ B & Trident 5 F & &2/ IR Z BSFI BN,

2. gg@—ﬁ\ ‘TridentBackendConfig' Bf¥, XEBEBXEFMHER/RENVEAKEE, H5lBEL—FTHRENE

tliEEIRE, ErUERUTARMEREIRZ kubectl get tbe <tbc-name> -n <trident-namespace> HUEE %
HHESo

12 1. B2 Kubernetes Secret

tIE— N ESRRHREENER. XESIMEMERS/TFEHEN, UTE—MF:

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TREETE I EFRETEERPLANEESHNFTR:

EFEFERATRER v FERER
Azure NetApp Files EFimID A EMARIE P s ID
Cloud Volumes Service for GCP FAE8 1D FIMID, BE CVS EEGAEN

GCP RZ kP HIER S API %4

Cloud Volumes Service for GCP FASH .58, BB CVS BEEEGAEN
GCP AR5tk P RYEBS API %A
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https://kubernetes.io/docs/concepts/configuration/secret/

ZET A ZAFEER
7t%& (NetApp HCI/ SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

BR#&

password

P iinth A

chapFIFR &

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

FEGHR
FH3FSolidFireZ28589 MVIP, B257
PAEIE

RAFEZZIER/SVM AR E. A
TFETFRIUENSHREIE

R RY/SVM WEE, BTET
EANE:NE Ly Byl

Z P irfhsARY Base64 Ri%{E, FH
FEFIEBNE DRI

NEHF &, MR useCHAP=true
, WA, AT ontap-san’

# “ontap-san-economy

CHAP %ie&E%H, R
useCHAP=true, M ItbI0#4ETT,
7T ontap-san'# “ontap-
san-economy

BirBEF &, 108 useCHAP=true
, MEIRAHAIE, AT ontap-

san M “ontap-san-economy

CHAP Bfr&ieE®EH. R
useCHAP=true, MILLIN A #4IETT,
AT ontap-san # ‘ontap-
san-economy

IS B RO MBS IELUTNMIESIA: “spec.credentials 49 “TridentBackendConfig £ F—#% Bl 32 A3

Ko

$1% 2. fJ& "TridentBackendConfig'CR

TSI AT LAFFIABIEERY “TridentBackendConfig' CR. TEXMiIFH, FikfERT ontap-san IRchiZF 2@
ERUTAEIERN: TridentBackendConfig' FEIFRRIA:

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

H I8 3: IR “TridentBackendConfig'CR

MEMRBELLIET "TridentBackendConfig'CR, ERILUZLIRES. ES LA TRHGI:

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

EiRE I EIEHLBE S "TridentBackendConfig'CR.
LA ABA FMEZ—:

* Bound: X 'TridentBackendConfig'CR 5/5ixnxEk, ZEIMEE configRef IREN
“TridentBackendConfig'CR BY uids

* Unbound: AMUTARRERT "". X TridentBackendConfig iZ3t RKkHE 2 fGiH. FREHEIE
‘TridentBackendConfig'CR FRIALF LI ER. MEET MG, ELEBMEIRPEKRS.

* Deleting: IX 'TridentBackendConfig'CRHY ‘deletionPolicy Bi& & Mlbs. =
"TridentBackendConfig'CR #fBkfE, KESLTAIEERPR.

° MRBIHAFEFASLER (PVC), NFR TridentBackendConfig X 1§ SE TridentfFR fF i LAK
“TridentBackendConfig'CRo

° MBFRHEFEE—TTZ D PVC, MHENBERIRZ. X TridentBackendConfig' CRFES 13 N HIBRRN ERo
[&i%#0 “TridentBackendConfig' R BTEFTE PVC & MIFREZ =MIFR-

* ‘Lost 5/RIHEXM "TridentBackendConfig'CR =Pt EMIbR, H H "TridentBackendConfig'CR 1352
REEXEMBRERAYSIH, X TridentBackendConfig' T5it#1{A], CR {5AR LI MIER. deletionPolicy’
&

* Unknown Trident /A AES U T RAXRBKNEIHIKESHESEFE: TridentBackendConfig
CR. 5N, WR API RS 28:&BMN, HEWR trldentbackends.trident.netapp.io‘CRD R, XAIEES
EFF,
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ZEitb, FHREMINCIEE! Ltesh, EATLSMELITUMIRE: "EisEHAERRER .

(An%k) SR 4. THREZFE
ERILUETTIA R an L RIRRENB XGIRIIES(E S

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

sk, EERTLIFREX YAML/JSON 3fEX 4. TridentBackendConfigo,

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo ' B7& ‘backendName BN “backenduulD' [GEimeiRIEUL FIEREIER:
‘TridentBackendConfig CR, X lastOperationStatus ZFERFRRLTIRIEHIVRE
‘TridentBackendConfig CR (ZEIFXK) AILIHAFf#A (FIWl, AFRERTELERNS) o “spec)
HTridentfit % (FI40, #ETridentZE/BHAE)  ERBARHY), BARKM, phase ARTUTXRIRKE:
‘TridentBackendConfig CR Mgk, £ LMEBIFIFH, ‘phase’EE Bound 1B, XEKE
‘TridentBackendConfig' CR5 fgif#H %,

@A LIETT “kubectl -n trident describe tbc <tbc-cr-name> FAENEH B EIFMAEENH S,

BT+ EMBMPRE S LB FiHMElR. TridentBackendConfig AR
(D tricentctl, ETHANTHEZEMRFMSRNSE: tridentctl A
‘TridentBackendConfig, "Z0LIEab"
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£ kubectl FIITRIREIE
TRENEER U T AN TRIREIEIRIE kubect 1o

pllEIE

B IBRE— TridentBackendConfig &$8RTridentbf/FERIH (BF ‘deletionPolicy) o B
IR S 'Lﬁﬁﬁf% deletionPolicy BIRBEAMIFR. {XMIFR °TridentBackendConfig® Eﬁf%
‘deletionPolicy’ KRENFRE, XELRERERDAEE, HETL@EIUTARNHITER
“tridentctlo

BT TmS:
kubectl delete tbc <tbc-name> -n trident

Trident A= MIBRIETEEAM Kubernetes Secrets, TridentBackendConfigo. Kubernetes AP fATEER
. MIBFNZEEFEENSRIEE, REHEHABFEREAN, 7 RIMBREH,

EENEGH
BT TSRS

kubectl get tbc -n trident

R EJLUIEYT tridentctl get backend -n trident & “tridentctl get backend -o yaml
-n trident KEFAIBIMARRNTIR, FREFEEELAUTHHCIENGE: tridentctlo

EEm
EERNREREERS:

 ERERFNEIIEEN. EENEE, FEFH Kubernetes Secret, 1% Secret FiF:
‘TridentBackendConfig' S RNMEH. Trident= BofERRENGEHERENGR. BITUTHSEMR

Kubernetes Secret:

kubectl apply -f <updated-secret-file.yaml> -n trident

* REEMSH (GIGNETEAIONTAP SVM BEFE) o
o fRE] LIEHT "TridentBackendConfig (£ LA T ap < EHiZ@1d Kubernetes 1HiRIFTR

kubectl apply -f <updated-backend-file.yaml>

o B, EAILUMMERNBHITER, TridentBackendConfig &ML T e < #{TEI%E
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kubectl edit tbc <tbc-name> -n trident

* MREHREMRK, EEBSASFREERE—RENNEE, EAI@IETUTHSES
HEUHERRE, kubectl get tbc <tbc-name> -o yaml -n trident’ HE
<:> “kubectl describe tbc <tbc-name> -n tridento

* BEARALYEREXAFHREGE, ERIUERSITERGR.

fEA tridentctl HITRIHEIE
THNEER U T AN TRIREIRIRIE tridentctls

ellfed=yiy
Y B iR EX G BITU TSRS

tridentctl create backend -f <backend-file> -n trident
WMREHREIEEXK, WRBEHREEFEERN#, ELLBIETUThSEEEEUBERRA:

tridentctl logs -n trident

FEERMAMEREXHFRNREE, BRFETUTHRLEA, create BARALE,
pllESEy

ZE M TridentPEREiR, BHITUATRE:

1. SRENS AR

tridentctl get backend -n trident
2. MBS

tridentctl delete backend <backend-name> -n trident

@ ﬁD%TridentEMlﬂ:}: mECE J DATFENEMNRE, WHREHEELEMNZEREERE. Gk
R 50 T PR IRZSo

EENEGER
EEETridentERMAVGENR, BHRITUUTEE:
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* BREVEE, BiTUTe<

tridentctl get backend -n trident

* BREFMEFAGER, BETUTHL

tridentctl get backend -o json -n trident

EE
IR EREEX ARG, BITUTH<S

tridentctl update backend <backend-name> -f <backend-file> -n trident

MREHEMEK, MRAEHREEGRH, HELER T TN EH. EAESETUTHSEEEEUS
EERHA:

tridentctl logs -n trident

EERNAYEREXHFPIRERE, ERF[BITUTHLE, "update BRAHIBL,
W e LR S T AE A B2

X2—MEE LUER JSON EIZEMEIZRE]: tridentctl FHX&RIEH, XEA jq EEELEZTRIER.

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

XWERFERAUTARLENGIH: TridentBackendConfigo

EEiR SRR Bl #R

T #ETridentP BB TRV AR 7 7%o

G IREIN

fE%& TridentBackendConfig l7E, EEREMMHFNEIHREEF . XFM5IH T LA TR:

s AILIERAUTARCZEGIK tridentetl L. H#HITEIE TridentBackendConfig?
s AILUERLL T AN EEEGIE TridentBackendConfig AI@E MU T AHITEIE “tridentctl?
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B tridentctl MW " TridentBackendConfig

EPNEBEBRFERAUTARCENEIHRAENTSE: tridentctl HiE@1T Kubernetes &6
*TridentBackendConfig" #J{&.

XERFUTER:
* ML FENRIR, &F TridentBackendConfig RAENIEA...8H&EM “tridentctlo
s FERUT ARG tridentctl TIE M “TridentBackendConfig YA Z7EH,
EXRMERT, SERERFYEFTE, TridentBEEESHMEFTERIE BIERLNERMMEE:

* REEER tridentct BIEERTELIENGIR,
 FARUTARCNENSERIR tridentetl  Bl—PNEH TridentBackendConfig B 1, XPEMERR
ERWEEBERUTARBITEIE: kubectl MAR tridentctlo

FERUTAXNEETLEEFEENRGR kubectl IEEEBIFE— "TridentBackendConfig E S B BRI E. UTE
HTFRIEHIA

1. 8% Kubernetes Secret, ZZiAT & TridentS1FEEE /RS B EFrENERR,

2. gl —" TridentBackendConfig' BH, XBEFXEFHER/RSNAMKER, H5IHL—FHelE
HEH, KIEEIEETEHREMNEEESE (flWl: spec.backendName , spec.storagePrefix
, spec.storageDriverName , HFF) . ‘spec.backendName W% ENINE SimETIRE TR,

FIE0: WEGH

B — "TridentBackendConfig IR EBHRE X MB Igin, NWHEERNGEIHEE, EXMIFHR, HINRILER
AT JSON EX IR T —1Nai:

tridentctl get backend ontap-nas-backend -n trident

fmmmsesme e e s sesaa fomssmsmmaaaama=a
et e i 1

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

frecsmssmemeso oo ==== frosssssasamssma=s
fess===m=s=sssesessososasssssssssssa=s fEmm====== Foms====== +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3be5ab5d7 | online | 25 |

fems=sssssessososo==== foss=ms==s=======
oo e fommm— +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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£ 1. B Kubernetes Secret

BIZ— 1 EaRmEHRER Secret, WTHIFFR:

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

$1 2: 6i# TridentBackendConfig'CR

T—F 26— TridentBackendConfig CR FBENBERNTIIHFEEN ontap-nas-backend (F07sf
FiR) o ERRAHEEUTENR:

* EmBEUTAUEEN: spec.backendName o

* iCBS¥5REmER,

* il (NRER) RS ReERERNIRF.

* EIEEE Kubernetes Secret 1&fft, MARUBANH R IRH,

EXFERT, TridentBackendConfig & &&iX#¥:

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"'
- labels:
app: mysqgldb
cost: '25'
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

S8 3. PR "TridentBackendConfig'CR

ZJ& TridentBackendConfig BAEIE, EMNMEMLIRE Bound, EXFMNIZRMSINE GEiHERNGIHS
#RA0 UUID,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

ERIERREFERAUTAREITEIE:. tbc-ontap-nas-backend "TridentBackendConfig" BHY.

EI¥ TridentBackendConfig FHARFIH “tridentctl

‘tridentctl AIAFHILMERMUTAALIERN/ER: TridentBackendConfig’
o Itboh, BERXRALLUEFEBEIUTANTLERILEFR: tridentctl BIMIFR
‘TridentBackendConfig HfR “spec.deletionPolicy BN ‘retain’o

T 0: WBELGH
Flan, BIgEIMEBUTARNEIEZET LLTF/Ei TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MigHERe LIE R TridentBackendConfig' BB Ih 82 H 45 2 fFim[ME /FixAY UUID].

HIE 1. HIA deletionPolicy 8B “retain
HEITREEEHNNE deletionPolicye FEEBHIGEN retain, XHBRTH

TridentBackendConfig CR #MIFRE, BIHENXMAEE, HEARTLBEIUTAXHITERE:
“tridentctlo

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£f82 Bound Success ontap-san retain
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()  HMERBHE, TUEDETF—F, deletionrolicy BEN “retain

S HiFf TridentBackendConfig'CR

=ia—% b TridentBackendConfig'CR, HiiA/5 "deletionPolicy i & 79 “retain” f& B LALXLE MR -

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosesssssssassas=a== foss=ss==========

o e it fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom e fom e

fessmsmmss s e s ss s oses s s s e ss e frossmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosessssssssssss==== fosssssmsm=ssas=s
fesssssssssscssscssosssssassassssassaaa femmm==== fommmm==== 4

fIB&/5 " TridentBackendConfig Trident R @ FFIZM R, MARILIRMIPREiRA S,

BIEMEERFMES

BIRTFAEE
BCE Kubernetes StorageClass MRHGIEFHE, LUIERTridenttlfEIEiLE S,

AL E Kubernetes StorageClass R

X "Kubernetes StorageClass X5 "HE Trident@ %X ERARECE RS, HiERTridentt{AEEES. fla0:
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

IEZH]"Kubernetes M Tridenty R "B X FERNMA5S...... RHBFHMAEE PersistentVolumeClaim' LA Xz3E
HTridenttl{AI D ECARZ IS,

elfEReRirES
Bl% StorageClass X &5, BNRISIEBIFMERE, [1FHEETAIRMHE—LLET UERSERNEDRTRG,

g
1. X2—1 Kubernetes X%, FRLUEMER kubectl £ Kubernetes F18JEE,

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. MEERZTE Kubernetes FTridentP#BE F| basic-csi 2%, HBTridentf 2B %5 T igin_ERITEAE
o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

TFAEST
TridentiRft "t X4 E fRimAYE LR EEENX "

&, EALI4REE sample-input/storage-class-csi.yaml.templ 232 F A4 HE# "BACKEND _TYPE
EREEIREITERF R R,
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./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

BIREFMER
TR EEMBFMEE. IREINFESE. IRFEFMHEE IR URBIBRFIES.

EEMEEFMEE
s EBEEFEWBM Kubernetes 171E3S, HETUTHS

kubectl get storageclass

* EEE Kubernetes IFEFIFMER, BETUTHS

kubectl get storageclass <storage-class> -o json

* BEE Trident WREIZ FESL, BBTUTHS

tridentctl get storageclass

* BEE Trident WRAIDEFHELIFAES, BzTUTHL

tridentctl get storageclass <storage-class> -0 json
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RERRINFAESE

Kubernetes 1.6 &N 7R BRNVATFAELRIINAE, NRAARERFAEER (PVC) FIEEHAE, NEERLLEF
EEREERFAE.

* BTGB R TE X EIATENESE “storageclass.kubernetes.iofis-default-class TE/ZEZEE X FIEE R true,
RIBISE, EAMEMERR I FRIBERENEIR.
c OB T oS BIEEMEEREE NEOATEMES:

kubectl patch storageclass <storage-class-name> -p '{"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'
* [@tF, SR LUERU T REGANTEMESSERE:

kubectl patch storageclass <storage-class—-name> -p '{"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}'
TridentZEiIZF BHEE - LS ERRIRG,

(D EBP—RABEFEE—MEAOAFESE. MR L, Kubernetes HARFELEIRIAE Z M BAIATFES
, BERTARMGFGRIRARBRIAFHER .

HE 2SR e

XE—MERILAER JSON BEIEMRRHI: tridentctl TridentiFlwyx RAVHEIH. XA 'jq ERAIREE%:
LRZEARER.

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
illEREREES

Z M Kubernetes FliRTFESE, ETITA TS
kubectl delete storageclass <storage-class>

“<storage-class>' NiZ BRIV TEES,

B I FAEE A IR AR ASEIFRIFAE, TridentiFHEEEREN],

TridenBEHIBITEE “fsType BN T OIS T ARIRE, HTF ISCSI G, RIEINIT
(D parameters.fsType te#zfen, EREMIIIEH StorageClasses HEH IR,
‘parameters.fsType 5,
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FRENEES
BT 8

BIEZ—MEFABE B R Kubernetes StorageClass B9 PersistentVolumeClaim (PVC) Ki&
KiAE PVe SARER] LI SARAHRERIRZE L,

iR
— "PersistentVolumeClaim" (PVC) @Xt&ea LRABRIIARIERK.

PVC o] BB HiBERFMIFERT8IAER. HHXELR StorageClass, EEFEIER 0 LUTHIFIANUE
PersistentVolume BIA/NFIIAIAIET, &R LUEHIMEEESARS K5,

HIEGFPVCE R, MAILUSERRESIEER,

%I{EPVCE

$HIE
1. BIE PVC,

kubectl create -f pvc.yaml

2. ZIEPVCIRS,

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. FEERERETE M EIERP.

kubectl create -f pv-pod.yaml

@ e MER LT AR SIEHE kubectl get pod --watche

2. #iIAECEHET /my/mount /paths

kubectl exec -it task-pv-pod -- df -h /my/mount/path
3. MEE AT LUMBRIZ Pod To Pod MABAEEE, BERRYG.
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kubectl delete pod pv-pod

=LY

PersistentVolumeClaim #7458

XEERAIER T PVCRIEAEL BRI,

PVCEM, HRWOEE
BRI T —1EE RWO ihaRIED PVC, ©5—1 %7 StorageClass #J StorageClass 1%

BX, basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

PVC #1 NVMe/TCP

b RAIBTR T —1 5% StorageClass B StorageClass XxELH). BB RWO iHiafER NVMe/TCP 7k
PVC, protection-goldo,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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Podi&5 S

XEERBIRTR T PVC EEFIRANERRKE,
EAEE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

E 7K NVMe/TCP ECE

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

IHFE%]"Kubernetes M Tridenty R "B X EFERNMA5...... REHEREFEMER
HlTridenttIAl D ECBE =2RISEK,

*PersistentVolumeClaim' LA Xz3E
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T ARRIR

TridentJ Kubernetes FEFIRIE T IR ERYT BENEE S, BB XY B iSCSI. NFS
. SMB. NVMe/TCP ] FC EFAENEEEE,

i JR iSCSI &

ERILUER CSI BRETRFY B iSCSI #FA%E (PV)o

@ iSCSI &Y BSLUTARNERF:. ontap-san, ontap-san-economy , solidfire-san IXEHFE
FFEE Kubernetes 1.16 E Sk,

$ 1% 1. BZE StorageClass LZiFET B

W48 StorageClass EX UHITIRE allowVolumeExpansion HE trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

I FEFZIER StorageClass, FWEFITRIBUBZLUTRS: allowVolumeExpansion St

SIE 2: EREBLIZER StorageClass £iE PVC,

‘REBPVCE X F ¥ #7 “spec.resources.requests.storage’ A 7 RMFIBFAIER, ZRITHBMATFRIBR T,

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentgl Z—MIAHE (PV) HIEHSIFAEERR (PVC) XEKER,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

TR 3. EX—MiERE PVC B9tk
RreRAEREIRE L, UEFRBERY, FE iSCSI PV X/NERMMENR:

* Y0 PV iEHZE pod, Tridentz¥ BEFMEER LNE, EMAMKE, HABXHRZBAN.

* SIIFRRER PV AN, Trident2EFZEEIRT BE. PVC 5 pod #87EfG, TridentzE#HiHE
BERHBEEBXHRFEMIAN. Kubernetes R7EH BISEMRINFTEREEH PVC X/

EXMIFA, IR T —MERLITIIEER pod: san-pvco
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i
Access Modes: RWO
VolumeMode: Filesystem
Mounted By: ubuntu-pod
$E 4 BF PV

ZRERIER PV M 1Gi AT 2Gi, 184w4E PVC EXFHE#. “spec.resources.requests.storage’ £ 2Gi.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

PES5: WY E

TR LB EPVC. PV TridentB AT RIGIE B2 EMf:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

K FC {A77

{ERTER CSI| BRBAZRFY TR FC A% (PV),
() FoHRmyrEHTLUTHENER: ontap-san IEHZFBE Kubernetes 1.16 K EBHARZ.

I8 1. BZE StorageClass LZiFET B

w48 StorageClass EX LUHITIEE allowVolumeExpansion HE trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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I FEFZIER StorageClass, FWEFITRIBUBZLUTRS: allowVolumeExpansion SEEl,

SIE 2: ERELIZER StorageClass £iE PVC,

‘REBPVCTE X FEH “spec.resources.requests.storage' A T RIFIBFFIER S, ZRITHAKXTFRIER T

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentg Z2—MIAHE (PV) HIEHSIFAEERR (PVC) XEKER,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

TR 3. EX—1iER PVC HIfR(K
Rt RAHEZEIRE L, UERFBAERY, AERHEMCRAH S ERERMER:
* YNR PV E#EE pod, Trident=¥ BEFfEEIR LHNE, EFfAMLE, HABXHERFHIAN.

* ZEARRIEZDN PV BIA/NBY, TridemtSEEFERIRY B, PVC 5 pod BEfE, Trident=EHAE

BEHABXHRENAN. Kubernetes 2151 BIEERIITEREEFH PVC K/

EXMIFH, IR T —MERLITIIEER pod: san-pvco
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i
Access Modes: RWO
VolumeMode: Filesystem
Mounted By: ubuntu-pod
$E 4 BF PV

ZRERIER PV M 1Gi AT 2Gi, 184w4E PVC EXFHE#. “spec.resources.requests.storage’ £ 2Gi.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

PES5: WY E

TR LB EPVC. PV TridentB AT RIGIE B2 EMf:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

B NFS &

TridentXz#F A BEECER NFS PV ¥ BA2, ontap-nas, ontap-nas-economy , ontap-nas-
flexgroup , gcp-cvs , #1 azure-netapp-files [5ifo

S8 1. EHE StorageClass LUXiFET R

ZFENFS PV VA, BEESBATEREFHELUAITET B, HERKREUTSH:

allowVolumeExpansion HEF “true:

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

184



MREBECET — B ILEEESE, N LiBIERU THhSEEREIEEMESE: kubectl edit
storageclass’ A FARFRAE A

I 2. ERELIZER StorageClass 63 PVC,

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

Tridentf1Z/91% PVC 8l3Z—1 20 MiB BJ NFS PV

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2mé2s

$IE 3. BF PV

ERFEN 20 MiB PV IAE N 1 GiB, 1E4RiE PVC H#{1TIRE “spec.resources.requests.storage %] 1 GiB:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

TR 4. BT R
TR LB E PVC. PV MTridentdxFRRI A/ NRIGIEARE AR/ NEE EH:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
HO=

B ERUTANINBFHEES AN Kubernetes PV: tridentctl import o

BERFEEEIN

B LUEES A Trident LA T LA T 124
B BEEFARCHERENEHESE
* NGBS B FE R IUEEN RS
* EEKINA Kubernetes &8
* ERXEVRE BRiEIERE N AR R

ARE
SANEZHE, BERUTE,.

* TridentREES AN RW (£F5) EEMWONTAPE, DP (BUERIF) LAELEIESnapMirrorBirE. THES
ANTridentZ B, RIZFCHIFFIREX R,
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* HNBWSNLKEENERNSE. BERANEEERANE, BREZE, ARRITSNEE.

@ XM FREFKFALHEE, F7 Kubernetes RRIE ZAIRERE, RE SR ETIEMMNE] pod
Lo XATRESEERIESIR,

* RE "StorageClass W 77E PVC L3ERE, TridemtESAIEEPRERILSE. ERIESER, SERFEMESE
RIBEFHESFEM T AEEBPHITIERE, ATEEEE, BLSANTEEFEEFH D, Fit, BMEEEFEET
5 pvC HiEEMNEERARLENGIHRI T, SAERESKK,

s MEARNRTEPVCHEMIRTE. EWERIRIIEFSNG, PV 26IE, HHHEIER PVCH
ClaimRef,

o AU ERESHIIAIRE N “retain' 7ZEPVHAH, Kubernetes BIH48E PVC A PV 5, EIWERIESEF NS FE
FKH eI ERBEFEILAD,

° NREMELMIEIUERESE delete’ H PV PR, FESBSHSERIBR,
* BNBERT, TridentEBI2 PVC, HiERmERMAFlexVol volumef] LUN, fREILUEE “--no-manage &\

IFEEEIITS. WRIRFER "--no-manage XKL AR, TridentA=3f PVC 2 PV HUITETER
SMEvIRIE. MIBR PV BY, ZFRESAIBMIFR, Hftig(E WE=ENSEEA)) BB,

NREAEFER Kubernetes SREIRER R C TIEE, (BXAE7E Kubernetes ZINEIRFEER
AmERE, NIEAEEE A,

+ 4 PVC 1 PV IR, EAERER: —RISTSESA, TRIEEPVCH PV RECER, iR
RELEHEM.

SNE
&R LUER “tridentct! import § A\#.

p

1. BIEIFAEER (PVC) X (B30, pve.yaml ) BRAFHHIEPVC, PVCXHRMEE name, namespace
, accessModes , # storageClassNameo (AJiE) fERJLUERE unixPermissions TE{REIPVCE X
M,

AT B— TR RG:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D Fzassmsy, 60 Py SHSRERAN, XTESSESADSEM.
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2. {8 “tridentctl import A T8 E B S EM TridentFim R R AR M—ITREE_ EENBFRNGS (Fli0:
ONTAP FlexVol. Element Volume. Cloud Volumes Servicel&{2) . X -f EERHESHFIEEPVCHE
RIERIZ,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl
BEEUTESATA, THEFNERER.

ONTAP NAS FIONTAP NAS FlexGroup

TridentSZ2F+ERAMUTAXENE: “ontap-nas'# “ontap-nas-flexgroup’ &El#l.

(D * TridentRZ#F# @M ontap-nas-economy BEHlo
* X “ontap-nas 1 “ontap-nas-flexgroup IREHIZEFE R AT EENEZ .

EEEHERUTARNEIER ontap-nas ‘driver EONTAPEEE FMFlexvol volume, FAUTARE
AFlexVol# “ontap-nas WehiZFMITIERIENER,. BEEETFONTAPEE EMFlexvol ERUERNES
No ‘ontap-nas PVC., [E#, FlexGroup&ta]LAS N\ ontap-nas-flexgroup PVC,

ONTAP NAS Rl
THERTHRESNIEEEESINBRA,
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REE
UTRHISEN—1T R managed volume ERH ‘ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

KEES

fEFEBY "--no-manage IBHE, TridentFf2EdEE,

LUITFRGIS N "unmanaged_volume £ “ontap_nas’ f5 i

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-

file> --no-manage

o e Fomm -
fom - o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e fomm - fom e
fom - o fom - Fom——————— +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491ald4a22 | online | false |
o e Fom -
fomm - o fom - fomm - +

ONTAP SAN

TridentsZ 3 FHE SN ontap-san (iISCSI. NVMe/TCP 1 FC) #1 ontap-san-economy Bl#lo
TridentA] XS AN B &£ LUN BIONTAP SAN FlexVol#, X5 ontap-san E&hiEZF, EAEN PVC BIE—
4NFlexVol volume, F7EFlexVol volumeA B3 — LUN, Trident§ A\FlexVol volumeFHiEEHS PVC EX %
BX, TridentR]LAZ A ontap-san-economy 2&% LUN B9%,

ONTAP SAN Rl
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TEHRETRTRESMNIHTEESABRG,

HRES
FHFHEESE, Trident=¥GFlexVol volumeEmZ A pve-<uuid> FlexvVol volumedHY LUN MI{
“1unOo

LUFTRBISANT ontap-san-managed FlexVol volumefZ7EF ‘ontap_san_default' f5if:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

Fommmmmmemsmemrrrrrrrrre e e e e Fommmmo= Fommemmcememoo=s
Fommmmmmm== o mes e s s s s s s s eees Pommmmm== P +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsssseseses s s s s e o= Fommmmmcemememe=
Fommmomomme R S e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
Fommmmmmmmsmeosororrerosmemememe oo me oo Frommomoms Fommmmmmomoomoms
Fommmmmomo= B e Fommmomoe oo +
AEEE

LUFRBISN "unmanaged_example_volume'7£ ‘ontap_san'f5if:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
R S Rttt o=
et R e ittty S +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
it S et o
e o fom—— fom—— - +
| pvc-1fc999c9-ce8c-459¢c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
o fom—— fom
S it ittt Rt it ittty S et +

WNERIE LUN MREFEI5 Kubernetes T IQN HZE— IQN 89 igroup, M0 FEIFR, MSWRILTEEIR: LUN
already mapped to initiator(s) in this group. EEEZIREoIZEEUEMET LUN FEES

o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Trident>z ¥ {# FANetApp ElementiX{4F1NetApp HCIZEF A “solidfire-san’ E#1o

@ ElementRehiEFZIFEENERZ M, BR, MRERIEES, TridentzR[MEHEIR, FA—ME
B755, nEE, RE—TIE—NERTR, ARSARENS.

TR

UTTRBIFEN— element-managed FHEAE ° element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

e femem==== R

L L e i from e fr e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e e L o
frems==m=m==s e e e I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fosss=ssssssssssessososssosossssssss=ssss=s fem=m==== e e
fem=======a fememmesessss s s e sese s eessasaa s f=mm==== fememema=a +

Google Cloud Platform

TridentS2FHFERAUTARSENE: “gep-cvs Bl

ZE X HNetApp Cloud Volumes ServiceXz#59%&F N\ Google Cloud Platform, i&@id &E&FIR5!
ZE, CHRERESHEEPUTUTUEZENED: /. G, MRSHEEFE
10.0.0.1:/adroit-jolly-swift {AFRERFEN “adroit-jolly-swifto

Google Cloud Platform 7|

—a

UTRBISEAN— gcp-cvs [RIRAE “gepcvs YEppr ABEMAIREEIR “adroit-jolly-swifto
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

TridentZ#FEAUTARXENE: “azure-netapp-files’ FHlo

=S \Azure NetApp Files, ISBITSHERGIEE. SHERESHBETAFUTUEZE
() s /. flm, MREHEER 10.0.0.2: /inportvoll FREER

“importvollo

Azure NetApp Files = fjl

LU oo

UTFRBISEAN— azure-netapp-files JGIHAE "azurenetappfiles 40517 {FFIEKE
“importvollo

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%ab5le | online | true |

fomssssess s s s s o s e o s sss s osss fremememm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

Google Cloud NetApp Volumes
TridentS23HERUTAREANE: "google-cloud-netapp-volumes' El#/lo

Google Cloud NetApp VolumesiRfjl
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Ll B3

LUFRFISAN— google-cloud-netapp-volumes B E “backend-tbc-genvl  BE
“testvoleasiaeastlo

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

i L e

R e Femmm=e==== fess===s=s=sssesessososassssssssssssa=s
L e +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmemaae
fosssssmseme e e e N fressssseee e e me s oo s s s e e e
e e T

| pvc-a69cdal9-218c-4caf%9-a%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

e fommmemeae
frossssssssmes e s e fremsmem==== fressmssee e me s o s s e e
f======== fememe===s 4

LR RIS N—1 "google-cloud-netapp-volumes' X MAFRTE/E F R — XAt , AT :

tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o e e mesesese s s s s s e s o=
Fommmmmmmmemeseoeoeooo= Fommmmemom= Fommmmmmrososorrrrrrre s s e eem e
Fommmmm== o= +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmessseseses s s s s e o=
Fommmmmmmmoneooomosooms Fromoomomoms Fommmmmmmmoososmereesmemememeoememmm o
Focmmmmms Froccooomo= +

| pvc-a69cdal9-218c-4ca%9-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-¢c6295fe6d837 | online | true
|

Fommmmmmmmsmeseseseses s s s s e o=
Fommmmmmemonoososommoms Fromcomomoms Fommmmmmomossosorrenoomememenesemommm o
Fommmmmms Fosmsmsmss +
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BEXERMIRE

fEATrident, ERILUAEGIEZNEDEE B XHRMMITE ., XAIUEBERFEHKHEE
FABRETEIZ BHAY Kubernetes #R (PVC) o EIRRILIERIRRANE XRR, USIEBEE
XERMMBEXITE; ELE. SATRENEASERFEREXERER.

Fraazan

XFFEEXGRMMIRE:

1. BElE. SAMTEEEE,

2. 3+F ontap-nas-economy IXEHi2F, RE Qtree EHIRMRETE B FER,
3. 3#F ontap-san-economy IXEhFERF, RAE LUN BFFTE B FFER.

PR
1. TEEXBEEFXSONTAPEIRENIZF S
2. AIEEXWERTTERTFRNES.

A EEXEZMBXEITH

1. MNRBATFAVMEIRPEVEEZTHMSEERY, WEHEIZERERY. B, MRERNAKY, WERRRN
B EAER S,

2. 4EARHREFHNBIMERGZEN, FHEINZTER. JUEEERIRPFIERFRFRIRISE,

[RIRECETA, BERMERMIRE
BT LATEARRAA/E LR 5 E X B RE X B2 RIENR.
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HRER AT

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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UGNt

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{
"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"
by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
}
]
}
BRI
NI
"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{

.config.BackendName }}"

5l 2:
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

FELZEN/LR

1. WFESN, RELNEEEAERERANREN, FSEHnE. Fa:
{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} o

2. WFREESAN, ERTBREIRE XREFE X B8 MER.

3. Trident R FPR] I B AT S ERIZ —EEE M.

4. INRIERTEERME—IIBZI, Trident RN —LERHNFRIREIZME—MEBZ Mo

o MR NAS EF BB EEXBZFKERBT 64 MNFFF, TridentiFRRIMNANMBAERRXES, HTFR

BEHMONTAPIRENIZER, MNREZRMEIRZMIRE], NELIEIZHFRW.

EmmZTEHE NFS &
A Trident, EoIEERBRTEIFEES, HE—ITXZ M HEIGRRTEIPEZZSE,

TridentVolumeReference CR A IFEE— 1% Kubernetes 853 28] 2 @] 2 £ = ReadWriteMany
(RWX) NFS %, X Kubernetes RAEMRRAEEBU TS

* BRI HILRRZ S
s EATFFRIBE Trident NFS BIRGHIZR
* K tridentctl SEMEMIER 4 Kubernetes ThAE

LEIETR 7 B Kubernetes e RSB NFS HHE,
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________________________

TVol €—p

=
3
2

.......................

O [
H

TridentVolumeReference
primary/pvci ;
B e e s T -7 Storage " Y i e e e P - 3
Volume
RIRZ TN
RENANTEEAIEENFSEHE,

BOE RPVC LI ZIATR
B=EBER TR PVC REHERRIR,

I>

/ED

a

BFEBirmZ a6l CR AR
B RIEF B RATIENFIEE B TridentVolumeReference CR HITX R,

A
0%
3

EBEirE B =iEP 62 TridentVolumeReference
Biren & TeIMER A E fI7 TridentVolumeReference CR LA3| AR PVC,

o EBiramRATIEREIEMNE PVC
Birep B FEIMNEREERIEMNE PVC, LIERR PVC FIREERER,

FoERen & == (a1 B inen & =)

NaREEe, BaRTRAHAEFERMRBTEMEE. SEEERMNBmaRTEMEENNMENTTE. AR
@T‘%Aﬂ??xqﬂﬁﬂA?}%amo
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p

1. BB TEFFEE: SIEPVC(pvel ) EREGRATEDR, BRFSEIMEAT
F3 “shareToNamespace ;:f#,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace:

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridentflli® PV KE Gk NFS 7ZfE5,

2. *EEEEIER.

o BRI LUERE S A IRITIRK PVC £E4%

namespace?

S B HEZHINPR (namespace2) f#

iR =iE. i,

trident.netapp.io/shareToNamespace:

namespace?, namespace3, namespaceid o

@ © WRAILMERUTARHEZRIFrE R TIE o Fli,

trident.netapp.io/shareToNamespace: *

o IERILUEFHPVCLLEE “shareToNamespace FERS B LURINERR

TridentVolumeReference CR HITX PR,

3. BirmBRTEEE. EEFGRTEFRIE—MEERGET

[e}

4. B

200

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

RERBEILELH RBAC, UIRFEIRHET

BIFffE & BT & =R EE

1889 TridentVolumeReference CR, pvcl

tres B TEIFAEE . BIEPVC(pve2 ) EBIRS AT (namespace?) {#HH “shareFromPVC R LUIERE
KR PVC,



kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

(D EfPVCENRTBRNFREFRPVCENRT.

2#%
TridentiZBX “shareFromPVC £ B4 PVC LARINERE, HIGENR PV IBRASE BB ERERIMNES, %E
I"]J_ PV # ;/}_ PV ﬁﬁ«%)\l o EE’Jiﬁ’, PVC *D PV Ei*EJ—.E é;BA-Eo

BEFHZES

ERILIMERE 2N 2T RIHZNE, TridentiFZERM IR AT EPZENLINR, HERENHZZENH
fthes 2= BAIHIRIIR. HFAESIBixEmamR TEEHEMRE, TridentzMIERiZE,

fEF “tridentctl get i 75
fEF[ tridentctl SEATER, EAILUETT get IRENFENT L. BEZER, B5SHPEE. /trident-

referencef/tridentctl.htmi[ tridentct! 85 < F1 %],

Usage:
tridentctl get [option]

s

* "-h, --help: BXEMNE.
* —-parentOfSubordinate string:. FEWERHITEFESE Lo
* ——subordinateOf string. BEHEREGITEEN TR,

PR

* TridentT/APRLE BiRsF B TR EANHRES, BROZFERAXHHERNE M ARG LEBEEHEZEHIE
* BT ERBIE B ERIEPVCR X EPVCHIIA AR, “shareToNamespace % “shareFromNamespace 7+
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BT MIB% “TridentVolumeReference’ CR, EHFHIFIRIANIR, HAMIFRME PVC,
s MBETLERITIREE, TEMBFGIRE,

THREZER

ETHBEXERRTEEHNNESZER:
JhR'ER R T EZERES: EEGRTEEILE"
s MMEER"NetAppTV"
Bin g Tia)RfEE

fEMTrident, &AILAFIAR— Kubernetes S8R ARE AR T EIANINA B EIRECIE
W&o

AR M
nEEZH, ERFEERRENBETERER—XE, HEHAEBHERNFELE.

() EsszEmEEEEHUTER: ontap-sanl ontap-nas EHEIEEIZF, R RN,

RIRBTh
\ﬁ)'l/\ﬂ?%ﬂﬂ_hxﬁﬁﬁﬁéo

o BRE R PVC LITEfEE

REP R EEFIBER T AR PVC EERIRIR,

o BT EBIRamRTEHEIE CR BINR
EREIERIEFEINRTIEIMFAEE QI TridentVolumeReference CR FINR,

e FBiren & =ialP e TridentVolumeReference
Biren & IEHFRE A2 TridentVolumeReference CR LA | & PVC,

e EErSRTE P eIEEE PVC
Biren B FEIMFFEE R PVC LU RGZ T | HH PVC,

feEiRen & == (a1 B ines & =18

NEREE, BEaRTEaEETRRMRTEREE. SRHEEAM BTG RTEEENDENRE. AP
ABREEST I RAEIBIEE,.
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B
1. BB TEAEE: QIE8PVC(pvel ) ERMBATIER (namespacel " ¥F 5 BIrmE TEIEZHIN

PR (*namespace?2) {#H "cloneToNamespace ¥ fi#,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

TridentBllZ PV REGIHEES.

o BRI LIERES HIRITIRKE PVC HELZ MR EL. 5,
trident.netapp.io/cloneToNamespace:
namespace2,namespace3, namespace4 o

@ © WRAILMERUTARHEZRIFrE R TIE . Fli,

trident.netapp.io/cloneToNamespace: *

o & LIEHPVCLLE S “cloneToNamespace RS B] LURITERR

2. EHEER. MRCREECHNETARGNIFRES (RBAC), MIRFEMMGRATEMEEEERGRATIE
8132 TridentVolumeReference CR BIMPR, (namespace2 ) o

3. BiraATEFIESE: EBirmaTEPEIE—MERIFEHRZER TridentVolumeReference CR, pvcl

o

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. BirasRTEFIEE: QIEPVC(pve2 ) EBIFfHRTE)(namespace2) (M cloneFromPVC H#&E
*cloneFromSnapshot, #1 cloneFromNamespace' FBF3EERPVCHIERE,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:

storage: 100Gi

PR
* 3 F{EF ontap-nas-economy IREHIZFACER PVC, AXIFHRIETIE,

fEFASnapMirrorE %

Trident>2 FF— 1M ERE LRVRE SHEEREH LNBIME ZEBNREXR, ATERIEIELE
DASEMS. ERILIERZ A TridentiRBX R (TMR) K& =B BEXZERENX (CRD)
RHITLATHRIE:

" R (PVC) ZIERIHEER

* BREZENHEXR

* TG R

P ETORIERT (KRB BASRENEAMRY

* RIS TSR, SO B E R EN ST,

ERIRvRR R M+
FaZal, IFHERRETARREFMF:

ONTAPEEE

* * Trident *: fEFAONTAP{ENGIHAYIR Kubernetes E2E¥#1 B 4% Kubernetes 8% _F M 7F7E TridenthiZs
22.10 HEShRES,

* YFANIE: FRHIEFRIFERONTAP SnapMirrorR 4 i Rl IEAIE TR ONTAP S8 F1 HIRONTAPEEE iR
o 1585 "ONTAPHHSnapMirrorif Bl A" T B ZE B,

MONTAP 9.10.1 7148, FREIFEIIEILANetAppIF el IEX 4 (NLF) IZR MY, XE— 1A UAB A ZMIhEE
BB, JEBIFE"ONTAP One M HIFRIE" T EZER.
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@ X2 #5SnapMirrorSF 1R,

W&
* E£BEF1 SVM: ONTAPTEfEEimA B B iE S, 1585 "SEEMSVMIT S EEIR " THREZER,

(D) HEAIONTAPER IS HIX AR ERN SUM BHER—H,

* * Tridentfl SVM*: W xiE SVM el Ein&ERE EMITridentfEH.

SFFNIREHIZR

NetApp TridentSz F{ERNetApp SnapMirrorfs RFHITHEER, ZIAER U TIREHIZF ZIFRITFMHESE:
ontap-nas . NFS ontap-san . iSCS| ontap-san : FC ontap-san : NVMe/TCP (FR{EZEXKONTAPhR
7 9.15.1)

@ ASA 12 ZEARZHHER SnapMirrori#{TEE . BXASAR2 RFEER, BB THEASA 2
FHERTE"S

HEsEmEmPVC
REBXLLES R, FHEA CRD R, EEEMIEENEZEISIEEERXR,

p
1. f£F Kubernetes £8f LHITU TSR
a. FHUTHREIE—" StorageClass F1% “trident.netapp.io/replication: true SB[

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. EF%AILIZER StorageClass BlIE PVC,
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Nl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. EAAMEREERGEXALTEIRFK,

Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas

TridentFREX &I N ERE B S YT EUERFRIF (DP) RS, SAGIEZT MirrorRelationship FURSFES.

d. $XBY TridentMirrorRelationship CR LAFXEX PVC HIRIERE FRFT SVMo

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

generation: 1
spec:

state: promoted

volumeMappings:

- localPVCName: csi-nas
status:

conditions:

- state: promoted

localVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

localPVCName: csi-nas
observedGeneration: 1

2. {£%4Bh Kubernetes 8 FHITU TS IE:

a. BlJE— StorageClass, 3i&H& trident.netapp.io/replication: true &%,

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. tliZEEBrIRERIREXE CRo
Tl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
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Tridenti§ R ENXREIEZTT (LONTAPHIZRIAE) EIESnapMirrork ZH 3T EH#F#THIIRN.
c. BlE— PVC, fERSAIIER StorageClass {EN4HBITZ %S (SnapMirrorBIFF)
NGl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

Tridenti§#2Z TridentMirrorRelationship CRD, $IRZXAFEE, NEIEEXK. MNREFEFELXR,
TridentiFH{RIGETBIFIexVol volumeR B ES MirrorRelationship FE X HIZEFE SVM 328 SVM .
EEHIRE

Tridentii &< %& (TMR) @—7% CRD, ©&X PVC ZEIEHIX AN —iK, Bir TMR E5—1MRE, ZREE
FTridentfiZBRPRS 2 4. BRI TMR BEBELUTRE:

* BEI: At PVC BIREXANBNRE, XR—MHNXR.
* BT At PVC AN HAIRE, BRIEBHREXR.
© BT A PVC BEBXANBINE, HEZABATZERXAT,
c MREMBBESREEEXK, WHTFERENEINKRES, BheaBEBITENRNS.
c MREZRIARSFREILIRXRR, WEHRBRILKSEEK,
I RISMEPE IR AR Bl #H HBNPVCRYIETT
7E%5Bh Kubernetes &8 FITUATH R

* ¥ TridentMirrorRelationship B9 spec.state FEREHT A promotedo
I RIS R Rl & AAPVC

FitkEiERRS (1) HAiE, BUTIUTSBRERA5E) PVC:

p
1. 7£% Kubernetes §£8% £, B PVC BUIRER, HEFIREBOIETMN.
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2. £ Kubernetes &8¢ F, 7 Snapshotinfo CR LUFREXAZRIFL(E B
5l

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. 7E4#Bh Kubernetes 8% F, 3% TridentMirrorRelationship CR By spec.state FE&E#7 promoted, FH¥%
spec.promotedSnapshotHandle B AIRBRIRNERZ Ko

4. 7T54Bh Kubernetes ££8% I, ik TridentMirrorRelationship FIRZS (status.state FE&) BEBEIRFH.

WERBEMERGRR
EMERERRZE, EEIRBIEAHEESBII—T5.

p

1. 72348 Kubernetes ££8% I, #31R TridentMirrorRelationship LAY spec.remoteVolumeHandle FEERIEEE
#o

2. 1£%HBh Kubernetes ££8¥ F, ¥ TridentMirrorRelationship BY spec.mirror FEEE A reestablisheds
LEPIESZN
Tridentsz 333 £ EMGHBIERIT L TIRIE:

RKEPVCERIZIFAIHEEIPVC
BERREEEEEPVCENEAPVCE,

g
1. MEBEIIRGHEE) (Bi5) EE¥HMIER PersistentVolumeClaim #1 TridentMirrorRelationship CRD,

2. NE GE) &EE#hiBR TridentMirrorRelationship CRD,

3. £5E (R) £ LEAEEVMHEE (B15) PVC 8E—NRH TridentMirrorRelationship CRDo
BEGR. THREPVCHRT

PVC AILUMGREE—HFRARB A/, MRMIEEEIZFIK/), ONTAPRK B RERIER flevxols,
M PVC FiisbxE b

ERRET, B LS TUTRIEZ—!:

* MBRYEED PVC LB BXR. XWIFEFIXR,
* @&, 1& spec.state FEXEHT/I promoteds
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HpR—PVC (ZHIBHER)
Trident2EREBFEERN PVC, HEZEBFEZARRERIXR.

% TMR
MIFFIRE X Z—ME TMR 28R FIRE TMR ETrident5e i MfIbR 2 Bi3EH 0 promoted RS, INRIFEHFMIBRAY
TMR B F promoted IR7, WARFEFEGXZR, TMR EHEMIER, Trident2¥ 74t PVC 18H 3 ReadWrite,

LA BRIRES TR ONTAPH A A Y SnapMirroroiiiE. INREREBRILERTHEGXR, NWELIEFRAERG
xR, BAEREAS established HEEIIRSHIE TMR,

ONTAPTELBY, EMRGXFR

BBRXREIGEI UK ER, Ea]LUER state: promoted (% state: reestablished B FE#H* R HFEL,
BEMBIRANEMEE &K, BILUER promotedSnapshotHandle 15T B4 Y Hi &R R ZIRF T IR,

ONTAPEAR EMFEERXR

&R LAEA CRD $14T7SnapMirrorS8#7, MAFE TridentSONTAPEBEEIRIERE, BFEEUT
TridentActionMirrorUpdate BIRAGIAR

Nl

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-Db
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-b

“status.state’ i BR TridentActionMirrorUpdate CRD BIIRZS. ©RIMEVE ATh. #1790 30 KK,

fEF CSl #hth

Tridentr] AR BB LA T A NIEF B EH IS EMINNE] Kubernetes 85T = "CSI
FRIPINEE" o

R

fEF CSI $hMINRE, AILUMRIEXIEAM A BEKEEM SRR ETRFE. 0S5, cRSEHEBRIT
Kubernetes B2 IRETFXENT R, TRAIUIF—IMXKERANFARTAX, BAIUEZ MK, ATH
EESXEREPANTEAHEES, TridentfEA T CSI .

THRES%T CSIEINRENIER "It

Kubernetes 2 7 RIRASFHISHERT

* #1 "VolumeBindingMode i & /3 “Immediate Tridentf & & B EAHRINEH. EHEHSRETOIE
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PVC BF4b 2, XZ2EINIEE. VolumeBindingMode & AT RoaFIHITIRINIRIER:, HAEMNOIE
KT 15K pod HIEEEK,

* #0 “VolumeBindingMode i€ & J3 *WaitForFirstConsumer PVC B A SRR ISR, HENER

% PVC ) pod BIBREAIOIR. X%, MALIIRSRABRIEIERAEHNPITHRELR.
(D = WaitForFirstConsumer SR A REEIMFE. KATBURILTF CSI 5N NEEER.

REEMA
EEMA CSI hhEH, BFEBLUTAHH:

* IBITHHY Kubernetes EE8#"7 1509 Kubernetes k"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49z",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}

* BRI RANTEEINE, UAIIHRIMNEABEN . (topology.kubernetes.io/region
‘topology.kubernetes.io/zone) o ERZETridentZfHi, EEPHNT R L WIZEFEXLERES, U
{ETridentAE T8 ARG
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

TE A SIRRINEA SR

Trident?ZfiE[EimA] LUK T AIRIBR A XEZF ML ES. S NEHEA ST — 1 rlEAa Gt
“supportedTopologies' RN Z K FMX T FRAVIR, W FERAILLSEFiRAY StorageClasses, REER
X iE/ X P IAE RN AR AR T 2 e1ES.

UTR— 1 EHE Xl
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YAML

version: 1
storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' B FRREENEHXKIFM AP X TR, XEXIFHNOXKERT
(i)  StorageClass RATLURMMAFENTIR. 3T OAEHIBHIOKIGNGBX T ENEHE,
Trident&ERIFEIE— &,

fRATLLE X “supportedTopologies’ & MEE M2 tt, S I TRAI:
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version: 1

storageDriverName:
backendName:
managementLIF:

172.16.238.5

svm: nfs svm

username:

admin

password: password

supportedTopologies:

- topology.kubernetes

- topology.kubernetes.

topology.kubernetes.

topology.kubernetes.

storage:
- labels:

workload: production

supportedTopologies:
- topology.kubernetes.
topology.kubernetes.

- labels:

workload: dev

supportedTopologies:
- topology.kubernetes.
topology.kubernetes.

ontap—-nas

io/zone:

io/zone:

nas-backend-us-centrall

.1o0/region: us-centrall

us-centrall-a

io/region: us-centrall

us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

io/region: us-centrall

io/zone: us-centrall-b

EXMIFH, “region'fl zone IR RFMAMAV(IE, topology.kubernetes.io/region#l
“topology.kubernetes.io/zone )R TE 17 & AT LM I MER,

T] 2: EXRINSRBTFESE.

RIER ML ERPT R BYHEIMEE, AJLAIEX StorageClasses KB EHIMER.
PVC IERBYRIEXN R, LUIRMBLET = F &R AR TridentiR (HEYE,

BEERLLTRA:
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata: null

name: netapp-san-us-eastl

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

7£ IR StorageClass EXH, volumeBindingMode BN ‘WaitForFirstConsumer. {EFIILE

StorageClass &K PVC RBTE pod F#5|HEA =H1T. f, allowedTopologies et E{EFHIXIHHIE
El, X 'netapp-san-us-east1 StorageClass TE7Zfi& L83 PVC, san-backend-us-east1'fgimE X 0 PR,

TR 3. HIfEHEER PVC

Bl StorageClass HIFHMEI EFimE, IMEALIEIE PVC,

BE2HRAE spec’ LA :

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us—-eastl

fERLEROIE PVC E=E U TER:
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

AT i TridentfFE B IATRRFABES PVC &4, i5FER PVC &, 152N LU TRAI:
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Itk podSpec $&7 Kubernetes 1§ pod AERFEFUTUENT R L ‘us-east! EIZXEH, EEFEEMEFE
BT M. “us-east1-a'Z¢#E "us-eastl1-b’XiFH,

BEEUTEL:
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FiERUAEE supportedTopologies

ALUEHMENRR, FEEELITYIR:. supportedTopologies R “tridentctl backend
updateo iz ﬁgfuneééﬁﬁaﬂfjﬁgy /\Eﬁﬁa:}:éﬁ‘E,JPVCo

EHREZER
c "EERBRER
U RIEE SR
* "EMARRFEN A"

* M ERNBARE"

fEFRIR

Kubernetes $FA % (PV) NERBREUEIZENENBT B REIAER, &n] A2 FERTrident
SIBIERNIRER, SAETridentZIMIEIIRE, MIIBRREIENE, URMNRRIRE
%SAGEO

BEA

EREZ L ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy ,
solidfire-san, gcp-cvs, azure-netapp-files, # google-cloud-netapp-volumes El#lo

FraZ Bl
EFARE, EXIREINPIRBIEHIZSFBENZIFEENX (CRD), XZ Kubernetes #mfifas (540
Kubeadm. GKE. OpenShift) AYERZ,

INRIEH Kubernetes ZTThR N B ZIRIRITHI2EM CRD, BZH[EIEERERIEHIZE]

@ gg%f T GKE MEFRRIZRFERE, NAZGRIREITHE, GKE ERRERREIRIRZE]
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BIEERE

TE
1. B3 — "VolumeSnapshotClass EZE 8, BEEA......"EHREL",
° X “driver &M@ Trident CSI IREHIEFo

° deletionPolicy AILL “Delete Z{#E “Retain. ®EN "Retain BMERELUTIE R, FiEEEE L
HIEEYIRREBIISWIRE . VolumeSnapshot 3R B MIkR.

Nl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. QZMBPVCHIIRR,
Nl
° WRBIIZEIA PVC RIRER,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o WRBIAR A pvel RBREAFIKEN “pvcl-snap. VolumeSnapshot £{4F PVC, HBES5FEN
PVC #8%EB%X, VolumeSnapshotContent &R EFRIRFBRIIT R,
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

° fREJ LRSI Y “VolumeSnapshotContent 3R /7 “pvc1-snap i@id A KIKENEIRIB, X “Snapshot
Content Name tRIRIR I IRFERY VolumeSnapshotContent 3%, X 'Ready To Use iZSZRAIRIER
FFeIEHHE PVC,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi
M HREBOIEPVC

1EAI LUE “dataSource & 9 VolumeSnapshot B9 VolumeSnapshot 8l PVC “<pvc-name>"{E I $iiER
B, PVCERIETRG, ATLUSHEZRIRSE L, HEHEMPVCE—[ERA,

@ PVC (S REHERNEREIER, S5 "MiRE: TAEER/GERMTident PVC [REZOIE
PVC, "o

T REERUTAECIZE PVC: “pvcl-snap fERNEIER,

cat pvc-from-snap.yaml

220


https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SNEIRE

TridentSz$§"Kubernetes FifC & RIR 2 EREFEIEREEIE LI "VolumeSnapshotContent E TridentZ SMall 72
HXF RIS NIRE,

FaZ Hi

TridentE ERIZHFN T REHRE,
p

1. EBEIER: 8IE—1 VolumeSnapshotContent 5| FBRIHIREBIIN R, XI&BahTridentRAIIREE TER

2o

° FEEFIHIRBAIIZ IR annotations EAN “trident.netapp.io/internalSnapshotName:

<"backend-snapshot—-name">,

° 87 "~<name-of-parent-volume-in-trident>/<volume-snapshot-content-name>1£ “snapshotHandle X2

SNERIRERIZFIRHLA TridentfIME—(S 2, "ListSnapshots' #RIF,

@ iX “<volumeSnapshotContentName>'EHF CR @i &ZRHI, BT ESBRREBEZIRTE

LEg,

AN
UTFRBIEIET — VolumeSnapshotContent ' 5| FHGIHIRBAIITER snap-01,
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2.

4,

222

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

EBEMER: B2 VolumeSnapshot 3| CR "VolumeSnapshotContent B#Y, X2XHERRIRAIIES
"VolumeSnapshot E45 E AV & = ial A,

Nl

ITFRFIRET —1 VolumeSnapshot 'CRER® " import-snap $8MIE ' VolumeSnapshotContent’
T “import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

AR (EFRIE) . INSMREBRERIRIIFEIZENAR VolumeSnapshotContent " FHi&IT
‘ListSnapshots ¥, Tridentfli&Y “TridentSnapshoto

o HNERIRIRFZEFIKE VolumeSnapshotContent "2] “readyToUse AR “VolumeSnapshot ' E|
“trueo

° Trident[E]Y)3 readyToUse=trueo

EABRF: 6E— PersistentVolumeClaim BEHH "VolumeSnapshot, Hrp
spec.dataSource (Z{#& spec.dataSourceRef Z#E "VolumeSnapshot &,

Nl



TR BIeI7E—15|8 PVC B VolumeSnapshot "#8# " import-snapo

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fERREIRE SLE

FRINERT, REERZEREN, MRARERAUTARNEENGHNRAFRAM: “ontap-nas'# ‘ontap-nas-
economy B#l. B ".snapshot EiZMIRB S HIEM B Fo

ERERBIMEONTAP CLI EEIME R LalRRPIERIVKS.

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ MERERIE, HEERERKES. IBRREIA SN EHIRRMMIERREER.

MIRERHITIR UK E

Trident®| A IREBIRMHRIE. RAAFIIMEINEE TridentActionSnapshotRestore (TASR) CR., It CRE
A—IEaHIM Kubernetes 121F, ERRIERMEASFHARTF-

TridentSz 1R ER 1 Eontap san, ontap-san-economy , ontap-nas, ontap-nas-flexgroup ,
azure-netapp-files, gcp-cvs, google-cloud-netapp-volumes , #l solidfire-san’&l#lo

Faz Al
TR E4ERPVCHI ] AREIRER,

* FIAPVCREEEESE.

kubectl get pvc
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* BINERBEAEEMLE,

kubectl get vs

T
1. 813 TASR CR, ItRAIAPVCEIECR, pvel FEHEMRIB “pvcl-snapshoto

()  TASRCRMMuTF PVC A1 VS AR A ZIER,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. W CR MRERIRE, RBIMREBIRE pvclo

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

“

Trident NIRIRFRIRE EHE, &R LAIEIRIRIREIRT

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:

- apiVersion: trident.netapp.io/vl
kind:

metadata:

TridentActionSnapshotRestore

creationTimestamp: "2023-04-14T00:20:332Z"
3

trident-snap

trident

"3453847"

generation:
name :
namespace:
resourceVersion:
uid: <uid>
spec:
pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:
resourceVersion: ""

* REHIERAT, TridentAFRERIERKEEMER,

®

i TASR CR,

MR B REXIRAREY PV
PR R XEXIRIBAVRIA B, HERZAITridentE N B9 [ETEMIBRIRZS.

ERE L IRIBITHIZE
WNRER Kubernetes Z1THRAE & RERITHIZEH CRD,

1R
15N

SIE
1. BlIEEEIRE CRD,

cat snapshot-setup.sh

BERRANITIRE

* RBEEESNRA Kubernetes AP AIREREEER R TNRA BEEHN AREF iR el

TIBRE IRER LAMIBR TridentE.

SR LRI T A BB EL
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam

1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. QIEZIRERITHIRR,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WMEME, FTF deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml' 3 &

#1 “namespace AN ERIE B (8]

S
R
BRI

EREAIRIE

NetApp Tridentf2ft T gIZZ & (—HERRK) RIEINEE, ATRATFEIEFHAE (PV)H

Kubernetes EHIRER, ILEHRBRRIER—B 8 =M ZNEFIRENVEIZ,

@ VolumeGroupSnapshot ;& Kubernetes FREJ—IUNARTNEE, H API 4 FMithizBERo
VolumeGroupSnapshot FiE &1 Kubernetes k4579 1.32,

BIEELHIRER
HAMIBZ I “ontap-san ZIEENIEFUEATF iISCSI hiX, EAZIFHL @& (FCP) 5 NVMe/TCP, FF
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* BHRER Kubernetes R K8s 1.32 S E & AN,
* BERRE, XA IINHREBIEHIZZMBEEXFZRENX (CRD), XZ& Kubernetes 4gHEzs (140
: Kubeadm. GKE. OpenShift) HJEIE=,

INRIEH Kubernetes Z1ThR N ELZIMEBIRIRIZHIZEF CRD, BEIH[EIEERBEHIZE

@ YNR7E GKE MR EIZIRFSARR, NAZQERRITHIZE. GKE EARNERRREIRE
=28,

* TEIREBITHIZE YAML F1, 3&E "CSIVolumeGroupSnapshot Y& IhEEI TG B A “true”, LUIRIREBEHIRIE,
* FRIBEARBZ A, BRCEMMRENEAREE,
* IRFTE PVC/EERTERI— SVM Lk, LUEREFEEIE VolumeGroupSnapshots

p
* 7£6# VolumeGroupSnapshot Z&i, &A% VolumeGroupSnapshotClass, %58, 5SS IRE

7|<u

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

* ERMBENFEERISIBETEMBERERN PVC, SERXLEARZRNMEIIEN PVC,

U TRBIERLLTAZERIZE PVC: pvcl-group-snap  {EAEIBRIIRE
‘consistentGroupSnapshot: groupA. RIBEHE R E XTI B {E,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* B EEHEEIREIEL KRB (consistentGroupSnapshot : groupd) FEPVCHFIE,

LRGBS ARER

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:

consistentGroupSnapshot: groupA

ERARRREEHE
ERILMEREANBARRB —HI BN MREBRMEZS MIAT. BEEREARRIEN

PTRIKRE,

EAERERIMEONTAP CLI F& M E B L aIRIEFIERIVRE.

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap_ archive

() tEnmasn, NEERESHES. RREEAEHSMERMNEREREX,
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MIRERHITIRUATRRE

Trident®| B IREBIRMHIRIE. RAAFIMEINEE TridentActionSnapshotRestore (TASR) CR. It CR {E
A—IE&EISE Kubernetes 1##1F, EREFRMEFASFHARE.

BXFMER, BB "MNREBHITREETRE",

PR EL & REXLAIRERRY PV
PR B IRIRAT

* @B LURIBREE D VolumeGroupSnapshots, A EMIBR4E HHYEE A NREE,

* MRAEFASEERBHER THERZIIASE, Trident2RzEBE EERBRRE, EABTFSTRIBRIRE
7 aer 2fiiRizE.

* MRERDERRBVZET eE, AREMRZE, WEFHEEREIHITIRDRE, HAEERDTHZAIT
AEMIBRZAE,

EPE L RIBITHIZZ
WNRIER Kubernetes ZITHRAE & RRITHIZZHN CRD, ErLUIZIITARIBEE N

p
1. BIEEIRER CRD,

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io0 volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2. gIERRARITH2S
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBENE, FTH deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml &
#1 “namespace AN EERIER R == (8o

S
BRI
R
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