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Trident&O
THREE Z X T TridentFl F@{EMIROEE,

Trident®&

TridentfE A LL FimO1E Kubernetes RERH#1TIBS:

%0 B8

8443 REL@E HTTPS

8001 Prometheus 15#Rifm

8000 Trident REST fR$32%

17546 TridentsF1F# 25 pod EAMNEE/MAERN RO

@ LR IREFAUERUTHEEREE/MER TR "--probe-port 117, SHBAETIIETNRLE
BEMHIEZ B A %R,

Trident REST API

RE"tridentctl upviﬂlﬁlﬁ" X 5Trident REST API XENRERE S, IRERE,
B L EIZFE A REST s,

{aIB S5/ REST API
REST API &R F1E3E Kubernetes Z8Z A {ER TridentfEIH I —#HBIX IR R LTLE,

NTEFHNLZ LM, Trident 'REST API'7E pod Niz1TES, BERIAXPRTF localhoste BEATXf1TH, MREEIRE
Trident B9 "-address' £ H pod FLEFIRES .

£ REST API
EEEXL AP B9ARTA, BEEARES. (-d) EiR, ERZEE, BESRE"EA tridentctl EIE Trident"s

APl (O T{FRIEINT:

GET

GET <trident-address>/trident/vl1/<object-type>
FHIZE BB E MR,

GET <trident-address>/trident/vl/<object-type>/<object-name>

REGEEXN RAVIFAES.
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POST

POST <trident-address>/trident/vl1/<object-type>
BIEIEE R EBIITR,

* BIEMREE JSON FLE., BXBMURENIFMEEA, ESEH: FH tridentctl EIETrident" o
* MRNREFE, WITHESBEMATRE: BEaERRENR, MAAEEMNREREBSHEIRERK,
DELETE
DELETE <trident-address>/trident/vl/<object-type>/<object-name>

HIFREE R

(D SRR EEERBENESIGMSEFETE,; XEEXMRMfR, FZES, B8R EH
tridentctl EIE Trident"s

g mprinYil

TridentATridentymHEES IR T LN SITIRI, (&) LAE R X LR TSR B G RIERE,
HEIER

-debug
BREIRRE .

-loglevel <level>
BB HESRS (debug. info. warn. error. fatal) » BRIAETRER.

Kubernetes

-k8s_pod

fEAILLIEI S, "-k8s_api_server B Kubernetes X #F, &REILIG, TridentERBHEFITE pod B9
Kubernetes BRSS 1K P ZIEFREX R APl [RS528, RAE LU TridentfEA Pod 1E/E A T RS 1K HY Kubernetes S8+
PiEfTEY, A EABK.

-k8s_api_server <insecure-address:insecure-port>

fEF LI EY "-k8s_pod' B Kubernetes ¥, 18ERE, TridentFERREMNARLT AR OEED
Kubernetes API fR5528, X{E1S Tridentr] LAZRETE pod Z5b; BR, BINZIFS API [REZ[BMALLE
B, NTR2EE, 5B TridentE I BEFH LU TAMR pod #: "-k8s_pod' i,

Docker

-volume driver <name>

7EAfR Docker &4 AT EARIREHIZERE AR, EXIAN netappo

-driver port <port-number>
BIFEwO, AR UNIX EEET.
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-config <file>

RIS, SA S E I iR EC B X A RIER 1o

"2

-address <ip-or-host>

$E7E Trident REST ARSZ2ZMZEITAVMINE, FOARAM TN, HIEFAH ENFHTE Kubernetes pod RIETT
BY, REST ##OFEM pod IMEBEREIAIE), A "-address " REST $#[OAEH%3&ET pod IP Hikitifia],

@ Trident REST ##0O7 UAL B AV SIFFIIRMHARS T 127.0.0.1 (3FF IPv4) ] [:1] HF
IPvB) o

-port <port-number>
$57E Trident REST ARS5 88N iaPfrRVim . EAINEJY 8000,

-rest

B REST ##0, BIANE,

Kubernetes fTridentx &

& LAfER REST APIHEID RN B NZ RN RE Kubernetes #Tridenti# 1T E. BJL
PMRBEHNRRAET Kubernetes 5Trident. Trident51Zf# LKz Kubernetes 51Zfi 2 [B]EY
K%, HA—LEIRIEIT Kubernetes HITEIE, F—EXWRE I Tridenti#HITEIE,

XEEMMA Z B AAIE E(ERRY?

BT7HXENR. ENNARUKRETNARE, RERHNGEHITEEL Kubernetes AR R HAVENZ(EIE
K

1. BRelg: Per3|stentVqumeCIa|m BER—EHY PersistentVolume' B Kubernetes B4 E A/
"StorageClass' X2 EIE R Z AL E T,
2. Kubernetes StorageClass S HEZ B 2247iR A Trident , HEE &R Tridenttl A RiERIEEE HNSE,

3. TridentBE {1 B & "StorageClass' &#F18E], FFHRRTEIN Backends # *StoragePools &R LAFR 1%
fcES.

4. TridentfE CECMRIHECBZMEFHAIEM NI R . a PersistentVolume'7E Kubernetes 1, B4k
Kubernetes tNfAIEK. EHMLIES, ETridenth, BSLHEIFEREZEINXR, PersistentVolume LA
FRIFfEo

5. Kubernetes 4fF T PersistentVolumeClaim Hi#Y "PersistentVolume. B&LATFEMERIARIA
“PersistentVolumeClaim iz F A EEH I S TRER TN Lo

6. AP 83 "VolumeSnapshot FIFBIIEBIPVCEH, “VolumeSnapshotClass iX&RTrident?Z7E [al&l,

7. TridentiR3I5 PVC XBkpE, HEERBIREIERZEMNRE, ©iEEET —1 VolumeSnapshotContent 5
7~ Kubernetes S0{aiR 51 RER,

8. P A LIBIEE “PersistentVolumeClaim & "VolumeSnapshot {EA KR,
9. TridentXIRFIFFERIRER, HIITSRIBRBAERNT B, PersistentVolume M “Volumeo



NEHR—P THE Kubernetes XR, FHATBZRNEFIRUTRES: "HFFAE" Kubernetes X148
iX—F:ﬂzﬁo

Kubernetes "PersistentVolumeClaim Y&

Kubernetes PersistentVolumeClaim object & Kubernetes £8P & HEITEEIE Ko
PBRTYFOEMSEZSN, TridentiZAFRAFIEEUTERENERE, UEBSEERHRRETIRENMIAE:

MriE EIEIN SHMNIREIERE
trident.netapp.io/fileSystem XHRGR ontap-san. solidfire-san. ontap-
san-economy

trident.netapp.io/cloneFromPVC mEELE ontap-nas. ontap-san. solidfire-
san. azure-netapp-files. gcp-
cvs. ontap-san-economy

trident.netapp.io/splitOnClone splitOnClone ontap-nas, ontap-san
trident.netapp.io/protocol protocol 1E1{a]
trident.netapp.io/exportPolicy HOBER ontap-nas. ontap-nas-economy

. ontap-nas-flexgroup

trident.netapp.io/snapshotPolicy  |REBZRES ontap-nas. ontap-nas-economy
« ontap-nas-flexgroup. ontap-san

trident.netapp.io/snapshotReserve QBB ontap-nas. ontap-nas-flexgroup
. ontap-san. gcp-cvs

trident.netapp.io/snapshotDirectory [hBEEEFE ontap-nas. ontap-nas-economy
. ontap-nas-flexgroup

trident.netapp.io/unixPermissions  ynixA%fE ontap-nas. ontap-nas-economy
« ontap-nas-flexgroup

trident.netapp.io/blockSize AN solidfire-san

NRCIEZHIPVESE Delete RIBEIULERS, H pv HEKREY (BIREFM#IBR pvc BY) , TridentXRFEBIHIFR
pv MG, MRBFRRIEERK, Trident=F pv FFEREK, HEHEIRIZIRE, BIIRIERIIHFOD
MiEg pv ALk, MBNARKEMER Retain HREAME, TridentRZRE, HREE? mz:M
Kubernetes *m:jﬁuﬁ/ﬁfib, MM ARFERBRE Z TN E#HITEOTINE, lﬁ/I%', g pv A&
HrridentBREHNE. ERIZER REST API BEMIBR. (“tridentctl) o

Tridentsz 3 {# CSI FLCEIESIRR . ErlUEIZSRBHBEBELIBRRZEINER PVC, X, RLAILL
3% PV B ERNE S EIAS UREBII R B E LS Kubernetes, FAfG AT LA X LEREB B B FHHIPV, HE On-
Demand Volume Snapshots & X5 A2 S Al1To

TridentiZX 12t “cloneFromPVC ] “splitOnClone’ BT A ZAERR, BRI LUMER XL TR PVC, M
Z=(FEM CSI £,

Fgn: MRBAFELE—1RN PVC B mysql  ARPAUBIE— MR AFPVC”E "mysqglclone @R
AR, 30 trident.netapp.io/cloneFromPVC: mysqlo B 1 XHFRE, Trident=5fES mysql PVC
FNEE, MARMKABEES.
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BEERUT/LR:

* NetAppBRIN R ETNE.
* PVC REFEMNIZIFRFE— Kubernetes ss 2 ==ial, H B BEGHERMNTEHEL,

* BE%& ontap-nas M “ontap-san WM FIREHIEFEIN, RE pvc FRAREEREZEM.
‘trident.netapp.io/splitOnClone'sS ‘trident.netapp.io/cloneFromPVCo #
“trident.netapp.io/splitOnClone i & /I “true' Tridenti 2 E5XENE, MMERESHNERABRSHER
LR, BERANERKRT —LEENE, KIZE trident.netapp.io/splitOnClone EFHIGE A “false’
XEFMEI LU D EIRTE S A, ERANEEXRENREE ZEICIEAEIXR, FLERFRIELRRRES, TN
TERBERE. ERETHIEESN, IFRBEERERXN, AAMIHZERERESEERANAR,
B EMONTAPIR I F R P Z 5,

X ‘sample-input BR B & B A F Tridentdd PVC E X R, 1EERA XTridentE ERXSEHINZENTENR
BHo

Kubernetes "PersistentVolume X%

Kubernetes "PersistentVolume %W R AR —IREI{it Kubernetes B ERAMEMETIE, EMNEGRASHSERE
IR IRTE X,

@ Tridentgli& "PersistentVolume {RIEEELEMNE, BN REMEI Kubernetes 8%, BLFEE
TEEEN,

LIZBIE PVC B, $8R92ET Trident Y “StorageClass TridentfE BN NIZEREE— L, FRIZEE
—NHE PV, EECEBEEESMMENA PV B, Trident& &L TR :

* Trident= /9 Kubernetes 2£B—> PV &%, LUR—MATEEFHEIIAEZTR. TIEMMER, JMER
SEERERIR—FL R, X—RE<L AR,

* REXRNS PVC RAERMBEAN/NRAIGERE, BrRERE ENEBRRIZENADESE, BEIUATE

VAN
Ho

Kubernetes “StorageClass 3%

Kubernetes "StorageClass W& IB I ZFFEE, PersistentVolumeClaims' NIFEECE—HEM . FELXEFIT
INBERANEESS, HURESREBERNANE N ZARE .

CREEBRAFBEVUBNEBNA M EFIHRZ— B—PRTrdentEIHHR,

Kubernetes "StorageClass & B TridentfI 3} R BT R AGIX 1%



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters: <Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate

XLEBHE Trident 58089, BFEIFTridenttlfil HiZEEEE S,

EHEERSHUT:
B it AR &R
Bt R [ 1T 2R F R ER 21 BERUTE4EERD.
FiEth map[string]StringList ARETAL RimB B BTIRN
B
B In7EfiE it map[string]StringList ARETIAL [RimBIREFEBTIRN
AR
HEpr1FhE map[string]StringList RETIL [EimBREFEBTIRN
BRE
FHEE M A EL AT RERVE BT LA R IR E M Kubernetes B 1.
EFhEMAEES
XEEBSHORTE 7 MIERMWLE Trident EIRMIFMEAMRELEL EXENSE,
B Egit] MNEN eyt K H......525
R string VIMEER. JBS Pool B&LLEE IBEMFEMAEESE ontap-nas
EE EIL;\EEM 12'&, /tbl:lgzyiﬁs N Ontap'nas'
SIERERE economy. ontap
-nas-flexgroup
. ontap-san
. solidfire-san
Vel string &, BB MEIFXMECE EBENERERZE E: énB ontap
FiE ; & 288
ontap #0
solidfire-san



B St B pRA =R B...... 285
[EimEEE string ontap-nas MEBFXMHEE  IEENGH FRE B
. ontap-nas- )=y
economy. ontap
-nas-flexgroup
« ontap-san
.« solidfire-san
< gcp-cvs
« azure-netapp-
files. ontap-san-
economy
snapshots m/RE H, & EFiEtEEIR SEARENE  ontap-nas
BHE . ontap-san
. solidfire-san
< gcp-cvs
TrebE m/RE B, & FiEtiFEr CSREARMENE  ontap-nas
% . ontap-san
. solidfire-san
« gcp-cvs
mz m/RME B, & FEURINE BERRAMENE  ontap-nas
& . ontap-nas-
economy. ontap
-nas-
flexgroups. onta
p-san
IOPS B IEEE Pool REBRIETE BEMRIETX  solidfire-san
tESEEIRNAY IOPS £E10PS

;' ONTAP SelectZRAEAZHFIHL RS

AERZHIERT, FMERNEZERZMEE; f0, BRELEESSHELESHNEM. B2, Element 7
MERAEREMIR/NIRA IOPS KigE QoS {8, MAREAIBEKIE. EXMEBERT, BRIENXBTERE

TFfifit,

BAAERT, REJLAGER "attributes’ RIREMR, LURRIERSIRIRKAE

TR GRA FAEME "attributes EHEERY.

WEERE. Trident2BHeh&AWFHt

WMRERIMB S TEER attributes’ EBshIRIERFGERIMF, ERILIERE storagePools
“additionalStoragePools’ S8 A Fi#—T At F, EEEEFE—AIFERMTF.

EAILAEA storagePools BB T H—FIRHEISEMAIEES LA MES,

‘attributes . #AIIEIR

, TridentEATHUTAIRBIAHAIZZE: “attributes # “storagePools BBE S, Er] I EIhEREF—

B, WAILRRERMITES,.

&R LUER “additionalStoragePools’ kB3 BT E Trident B FECEAIME, MAE Trident iR,
“attributes’ ¥ “storagePools’ &%,

&R LAEA “excludeStoragePools’ BT imikTrident B FRIFEBENMEESHNES . FHILSHSEERFIE LA
ppil



1f storagePools ' # ‘additionalStoragePools B#, BN ZBHRXAUTER
‘<backend>:<storagePoolList>, EMFE <storagePoollist> Ei8ERIHFHEMIIES DIRYIR.
B30, —MME “additionalStoragePools BIRERICHKIE

‘ontapnas 192.168.1.100:aggrl,aggr2;solidfire 192.168.1.101:bronzeo XS RIZZ SN
EMFIRENENREIRE, EAILUER tridentctl get backend FREVG im M ELEIZ AT,

Kubernetes/E 4

XL B X Trident{EChSEC B B ENEFFE M/ Fink B AR, Hk, XEBERZRM Kubernetes FAE
XFNEH. TENTRATXGRSACIRIENE, AJRFEXHRALAER, B0 xfsprogs.

Bt it NEM R MEXIFHEZR %Uzgemetes
XHRGIE string extd. ext3. xfs REMXHFRY solidfire-san ol
el « ontap-nas
. ontap-nas-

economy. ontap
-nas-flexgroup

« ontap-san

+ ontap-san-
economy

REFET R mRE H, & BRNERE ontap-nas 1.11+
APVCR~T#s% . ontap-nas-

1 economy. ontap
-nas-flexgroup
« ontap-san
+ ontap-san-
economy. solidfi
re-san. gcp-
Cvs. azure-
netapp-files

string IR, FEHEN ERAR#TE 25 1.19-1.26
HEE SEMISIE

%
I
i
HIF
2%

© X fsType 1iZB A TFIEH SAN LUN FRERIXHRSEE, Itksh, Kubernetes iFFE T LA
TMEE: fsType EFRERPRINGRAET. AJLUBE U TAREHERER:
‘fsGroup XY ‘fsType BI&&E. 155 1#"Kubernetes: 79 Pod S{ A2 ELZ S F FX"Ex
AR B HEFRENMEDR fsGroup iBi&, Kubernetes 3G “fsGroup X i E A T 54
RNAHE:

° fsType IR EEFEIEH,
° PVCEANBRARWO,
XF NFS ZEIREhTERT, XHRLEEEN NFS SHEMN—EBD1FEE. R TERA fsGroup 17
EKMAEBEIEE— fsType ERILUGHIZGE A "nfs SEAIETE,
EBRE KRINEE XY BNELIEE,

* TridentREREFBIRMET LN REIGFHEEENX, Bl#TridentfEM. sample-
input/storage-class-*.yaml ., Mff Kubernetes ZFi&EXESSFEHEN A TridentfZF &R
gl
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Kubernetes "VolumeSnapshotClass X &

Kubernetes VolumeSnapshotClass  ¥REMTF “StorageClasses., BIIEBITFENX ZMIFMEIET, FHH
HIREB5IA, MERBSPARENIRERERIXEKER, SMEREBES—MESREEEXEL,

—* "VolumeSnapshotClass' W EIE R E X SRR, CIREIRBEEN, EXWT:

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

iX “driver' [A Kubernetes 815 K& REBRY “csi-snapclass' 2 Tridentfb 2, iX “deletionPolicy & 24 &
IREBISERITANRE, T ABYE "deletionPolicy I8 B/ "Delete’ HUMIFRIRIERT, 1ZEEEE ERERBIR UMK
BiREBHSERER. &, BHEIKEN Retain' Ek%E VolumeSnapshotContent’ H{R B IRIRER,

Kubernetes "VolumeSnapshot 3%

Kubernetes VolumeSnapshot object @BIEEMRBHVIERK, PVC KEXKAFPXNENIERK, SREBEUZEHFXTI
B PVC BIZIREBRIIER,

HIRFIBREBIERE, Tridentx BaifEEmEIEESIRE, Hi@d IEZE—IFIRFRAFIZIRE,
“VolumeSnapshotContent BfY, ERILIMIER PVC SRR, HEQIEFHAY PVC BHE XL RERELIE
Bo

VolumeSnapshot W& d AR SIRE PVC Tk BMEIR PVC bR, REBNMASEE. HREE
(D) *EmEs PVC B, TridentR¥ilt PVC MEEBIICN EAEMIERE, BRSGEELH
o UPTEXEMRBERIING, & tamBik,

Kubernetes "VolumeSnapshotContent 3%

Kubernetes “VolumeSnapshotContent iZX R F M ERLERIE R IRENAIIRIR, ERUTF PersistentVolume' %
TIPSR FEERERRE, AT PersistentVolumeClaim'# *PersistentVolume™ H 8RB, WRE......
"VolumeSnapshotContent SR 5..... RF—X—HIBEI X R "VolumeSnapshot Z RIFKBIZEIRER,

X VolumeSnapshotContent’ WRESHE—IMRREBIIFAEE, Flwm: snapshotHandle o X
“snapshotHandle' @PV& #i#1 & FREYIH4FEE S “VolumeSnapshotContent B 89,

LHIRFIRERIERES, Trident27EEmMEIRIRER, REBEIETMKE, Tridentx#HITEE.
“VolumeSnapshotContent 31R , MG IREIBREEELS Kubernetes API,

@ BEERT, (RAEEEE VolumeSnapshotContent BB, BEFISMER, tbanfrE....."S
NEIRIB T TridentZ2 9MIIEER,
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Kubernetes "VolumeGroupSnapshotClass 3%

Kubernetes VolumeGroupSnapshotClass #MAFEMTF “VolumeSnapshotClass. ENEBITFEXZMTF
B85, FWEARRBSIA, WERBSHRBHMRBERIXELLR, SPEHRBES— P EHIRBIARXEL,

— "VolumeGroupSnapshotClass W EIE 51 7E X IAGZIRIRH, ERAUTEXIZEHRKE:

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snhap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

X “driver’ [ Kubernetes 18TE 1A REHIRIBIINPR, csi-group-snap-class ZEHTridentfbIE, X
“deletionPolicy $87E X A PR IRERBY B ITHIIEIE, T ABIZ “deletionPolicy I8 E I "Delete” ZfflpRIRERRY
, BARBHRUNGFEER ENEMRBOSEMR. &, BHIEEN Retain BEkE
"VolumeGroupSnapshotContent' FH{R Z41IRIREE,

Kubernetes "VolumeGroupSnapshot &

Kubernetes "VolumeGroupSnapshot iZ3 R tIi2 Z N EMREBRNIER, G PVC KRB MNERIER—1F,
SAEMRBERFP WA PVC SR RBRIIEK,

HUREISAHRBIEKRE, Trident2BMERIHEESHNARREIZE, HiBDEIEE MR RAFZIRE,
"VolumeGroupSnapshotContent B#, &a]LUMIRER) PVC SIEIRER, FHECIEFE PVC IS XL REBRE(E
BIETR.

VolumeGroupSnapshot B4 EHIS IR PVC Ttk : BMEIR PVC #IBR, REBMASRE. il
() MEEXERENPVCH, Trdent2Hit PVC MEEETIIN EAERIRRE, EFSKEHRE
IR, HFEXBRBIRBIRE, BARELBEHIR,

Kubernetes "VolumeGroupSnapshotContent 3%
Kubernetes "VolumeGroupSnapshotContent iZ3 R FR M EECENEFRIRENIARE, ERMMUF
‘PersistentVolume' RRTEESEEE E B ECERIIRIE, ZR{IATF PersistentVolumeClaim'#] "PersistentVolume™ i £

BIREHN, WR=...... *VolumeSnapshotContent W& 5..... {RIF—X—HIBRST X &R "VolumeSnapshot iZ X &R
EREBIZEIRE,

X "VolumeGroupSnapshotContent' S R B & A FIniRIREBARIFHAESR, Fla0:
"volumeGroupSnapshotHandle' AR ZE R 4 _EFERIE S volumeSnapshotHandles,

HIRFIRERIERES, Trident2EEmEIEEHRE, SHRBOIERRKRG, Trident=#H{TERE,
"VolumeGroupSnapshotContent 31 %, MG IREIBRELS Kubernetes API,
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Kubernetes "CustomResourceDefinition 3%

Kubernetes BE X &JRZE Kubernetes APl AR S, ABIEREN, AFEMNRH#ITHHE, Kubernetes
SRR EX B BERFENRES, BB B TUTHRSRKRMXLERREN, kubectl get crds
Kubernetes K BENXZERENX (CRD) REXBMMN R THIBEFEERE THIBEFEMED, XEMELE N TridentZH
HIEEIET

Tridentfy{E A “CustomResourceDefinition' B F{RIFE TridentIt RATIRHIN R, Bl0Trident/Fif. TridentfZ i
MTridents, XEEXRATridentBIE, IEIh, CSI BIREBIEZRS|INT —LLENEHRBIIZERN CRD,

CRD 2 Kubernetes B9—f#95&, FRZEMNNRETridentBli@, 2 MEBEGIF, BERAUTAREIZGEHE
BY “tridentctl #8829 “tridentbackends 8132 CRD ¥ &1 Kubernetes 5,

X FTridenttYCRD, FEIZEFLUT/LA:

* ZETridentdy, ZEIE—4H CRD, FILUGEREMEMEAIRER —FERAXLE CRD,

* FHELUTAREF TridentBY “tridentctl uninstal {EHEd<E, Trident pod =#kxR, 1BEIEHR CRD A&
B, BB EE Trident" T RN Tridente 2 BRH ML FHIGEF AL E.

Trident “StorageClass X%

Trident3 Kubernetes SlIZEITAZAY7E(EE "StorageClass 18 E IR “csi.trident.netapp.io FTEM{ JAIHE ST, =
R RBRS Kubernetes BB FRILAZ, “StorageClass EFFfLFRAIITR,

@ M Kubernetes BY, XLEIFRETE Kubernetes BB BT E BN, “StorageClass' B/ ARE
FTridentfENECE 22 HVACE 280

FERESHEN—RIIERK, TridentZFXLEERSFNEFEETEFEHNBMEETLE; NRTE, M
MR ERREFHELNEEENERET.

SR LA REST API BIEEEMEEALE, BIFENFH#EE, B2, XTF Kubernetes ZpE, FHATHAEE M
Kubernetes SEFIBYEIFRE( ], “StorageClass #{&,

Trident/SimX &R
EimREMERHAE, TridenttH LECEL; B TridentkfIR IERERHENGR,

(D) SRETUATIRMEENAMHKLEEZ — B— R Kubemetes, "StorageClass B,
BXMANRXEHEHWESES, BSR: REER

Trident “StoragePool 3%

FEMARE T EHAIBTFRENFEME. X FONTAPME, XEWHF SVM ARE S, %t FNetApp HCI/
SolidFire, XN FEIERIEER QoS #lkk, ¥FCloud Volumes Service, XEMNN FaigtEmXiE, 81
FEHEE—ARSHEERNE, XEBMEX T EMa e EN SR RIPE.

SIBEMNRAR, FEBERENTRIGRZBMARNER,

11


../trident-managing-k8s/uninstall-trident.html
../trident-managing-k8s/uninstall-trident.html
../trident-managing-k8s/uninstall-trident.html
../trident-managing-k8s/uninstall-trident.html
../trident-managing-k8s/uninstall-trident.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html
../trident-use/backends.html

Trident "Volume 3£

ERIEEMNELRSET, SiEEmER (B30 NFS #£=) LI iSCSI #l FC LUN. 7£ Kubernetes A7, XLEH %
FRF PersistentVolumes, GIEER, BRFRTCEBEFMEEX (RESNIEBEAMUE) MK/,

* 7£ Kubernetes 1, XLEWNREZBMEEN, BAUEEXLEER, THETrident FIEEEE

o
@ * BIBRH B RECRIZR PV B, ABNAYTrident&SR_FERH 7 EEMFF KT, BRFRTrident,
Rz MR Z BRI RER,

GEEEX T BEEENAGNEM,

B4 3t ARG iR

version string RETL Trident API higZs (1)

name string AL Z0ENERIBT

FiEE string LA FCE SN EFERNFMEE

A/ string Bl BEENEHARN (LUF
TR

protocol string IS EFRIIMNEEL: X
R

REBE R string AATLL FERFFPHRZIR,
I Trident4E %

RERE string NN ontap (nas. san) #0
solidfire-*: EFENER
BFR

splitOnClone string AL ontap (nas, san) : ¥%
PEAEMER AR D EEHER

SRR ES B string AL gﬁntap-*: EEARVIRERR

RERES string AL ontap-*: AREBFZHE
Btk

H OB string RETLL ontap-nas*: EEAMNS
SR B

REBER WmR{E AL ontap-nas*: REBERZ
EEI

unixA PR string AL ontap-nas*: #J% UNIX X
R

A string RETIL solidfire-*: 3R/ XA\

XH RS string ABTLA X RGIHEE

Trident 6% internalName  BIEEN, XEERINT R, Bk, ELRMNEETSR (BRIAE) -
“trident  WEHAEEEFHREIZR) RNBERZR, MNMEINTERXNBZF <prefix>-<volume-name>o
REESMBITEITEE, BRERAATFNFR. M FONTAPGH, ERBEFRHERATIE (ALk, A
EZIFLEN <prefix> <volume-name>) o XF Element [5if, BE&K FIILBRANEF.
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el LEREEE @IS REST AP| HIZACES, B1F Kubernetes ZPEF, KTt AZ AR EEBTEN
Kubernetes BI2ACE, PersistentVolumeClaim 5%, Trident2EECEIEFEMAIELENR,

Trident “Snapshot 3%

REBESERFENEBRNEIDE, JRTEEMEHMEIRT, £ Kubernetes F1, XLEEEMNWT
"VolumeSnapshotContent #{k, S MRIRES —NEBXE, ZERREBHRENIRR,

& "Snapshot WREELUTE4:

B4 i) WAEIT iR

version et B Trident API kg7 (“1”)

name FRTE = Trident!RERIT REYZ IR

RERZ R FREH = ZE RS L Trident!REBXT
REBR

volumeName FRIEA = SR RBRIFABHRIT

volumelnternalName FRTE = FE RS _EXEXAY Trident
EXRBZT

(D) Kubemetes o, XEFQREHBIEN, BALEEXLEES, THRTrident HBBER,

% Kubernetes VolumeSnapshot "SI RIEREG, Trident WIFRIERERREFMEAL LCIBIREX
R, X ‘internalName IHREBXNREBBIHETIRENB. snapshot-"# "UID B
“VolumeSnapshot ‘IR (fflgl, snapshot-e8d8a0ca-9826-11e9-9807-525400£3£660) o
‘volumeName'# “volumelnternalName i&:3 REX X 15 &E RV IE (S ERIET,

Trident "ResourceQuota” BHY
TridentsFHF#IZ/EFE— “system-node-critical’ (£t 4k Fk——Kubernetes A &= L TR F R ——LAHH

RTridentBEBBET R X ARAENIRFFEESE, H A FTrident daemonset pod EHRIBEEISHIEEFHIE L
TR BRI TS Ho

AT EMX—B4E, TridentR T —F "ResourceQuota R Trident<FiFi# 125 L #Y“system-node-critical” {5

LMKEBRHR. TRMIEBTIFHIZEZ ], Trident2Z 3, "ResourceQuota' 35, WMNRFKEI, NN
Bo

NREEBEWNRINZRECEF IR IEFHFHITEZITS], ErLER—1 custom.yaml AL E
‘ResourceQuota {# A Helm Chart BI3 R,

LIFE—" ResourceQuota MRMAE ETridentsFIFHIZERIRH,
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apiVersion: <version>
kind: ResourceQuota
metadata:
name: trident-csi
labels:
app: node.csi.trident.netapp.io
spec:
scopeSelector:
matchExpressions:
- operator: In
scopeName: PriorityClass
values:

- system-node-critical

BXRRMONELSER, BB "Kubermnetes: ZIREEN"

7512 "ResourceQuota iR LKLY

FERDERIERT, MRZEKLMK, "ResourceQuota WREBIE, BRER HH REEHRE,
MRXFEARTT, #AFhMBR. "ResourceQuota’ BHY,

JHPR ResourceQuota

MNMREFLEBTEEIZENE, EoJLiEMTridents "ResourceQuota {FHAUTHESITR:

kubectl delete quota trident-csi -n trident

Pod Z£inE (PSS) MlZ e ETXL5E (SCC)

Kubernetes Pod &2 trE (PSS) #l Pod 2 K& (PSP) EX TR FIHES] T Pod BY
17/. OpenShift €& LXK (SCC) FBAME X T OpenShift Kubernetes Engine 45
B pod FR&l, AT LIMXFEENINAE, TridentSELREIETEAREENIR, UTE
TIFEANEAT Tridenti& BRI R

@ PSS EXf{ T Pod £ 5B& (PSP), PSP 7 Kubernetes v1.21 HE#®FA, HIEF v1.25 F5%
bR, BZEE, 151" Kubernetes: 24"

AER Kubernetes T4 F FTXHBEXFER

PR R

L7 CSI EXEHRENMM, XEKETridentTI 5 pod
HIIEITHIIN A 28, BZEE, B8R Kubemetes:
HEHER
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container t %UH. T ‘containerd,
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‘spc_t'i3, XIPREZAT SELinux. Ak, Trident
A0 “seLinuxOptions™ EI A28+,

XA IALL root AR B17151T. AFRINAE 2R

root AP B 111517,
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Ro MRREXMIFRN, BUEBBTENFEREN privileged BEEL. NRZXHF, REHMR

ZETrident,

Pod Z£ k& (PSP)

FE
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allowedCSIDrivers

allowedCapabilities
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Trident~ERMNEX CSI IGBYE,
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FE

allowedFlexVolumes

allowedHostPaths

allowedProcMountTypes

allowedUnsafeSysctls

defaultAddCapabilities

defaultAllowPrivilegeEscal
ation

forbiddenSysctls
fsGroup

hostIPC

hostNetwork

hostPID

hostPorts

privileged

readOnlyRootFilesystem

requiredDropCapabilities

runAsGroup
runAsUser
runtimeClass

selLinux

supplementalGroups

volumes
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ProcMountTypeso

Trident AR EEBFE M AL LIE1E

sysctlso

XA 2B TR/ AINEAIThEE,
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FRAb R,
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