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=1 Trident Protect

EIETrident Protect A5 R)IE &

Trident Protect £/ Kubernetes WEF A BHIAA)ITH] (RBAC) HE, FIANBRT,
Trident Protect et — P RAG A TRINREXEIFIARS K, WIRENERIBERZ
BRPSISENTEEXR, NalLiEATrident Protect B9 RBAC THAESR E XA HITHIX 5 TR
e R = |BYIAIRL,

SEHEERBAAENRINZRNIFIANPR, trident-protect #8 & =iE], FH BRI LUARIFRE Hithdn & =8y
R, BN RMNAREFRIAR, BRECETIMIGRTE, HRFRNNBIZFFNEX LR =6

o

EER, FNBERT, FEAFPESEEIBNAEFHIEEELTEIFEK (CR), trident-protect anR =B, &R
BERENARFGITETRERNAEFMIEEE CR (RESLBMEESHXENNAEFER G A TEFEIE
N REFE#IEERE CR) o

NEEERARRIARIABRNM Trident Protect BEXBIFRM R, HAEIE:

* AppVault: FEFMEREIERIE
@ * AutoSupportBundle: YEiEir. BEMEMERAITrident ProtectiiE
* AutoSupportBundleSchedule: BIEHEUE T

REXLREEAETAGNIARIES] (RBAC) XA REViA R REITEEEREEN.

BEXETARBHIARES] (RBAC) (AEEMN ZREMGATEINILRNESZEER, BESRH...... "Kubernetes
RBAC X",

BXRSKPIER, 1H5H "Kubernetes AR MK 301"

T BIEARFRIILIRAE

N, —MEREEHEER. —HIEAPN—ATEHAR. SHEERETMRUTES, LRI
15, HpTRAMTEHAREREhRDELESBnATEINER.

TR IEaRTEUEEEMMENER
e A= BRI LULIRMZAE LD BRIR, HEFIEHEIERT DAL XEHE R,

p
1. A TRAE— R =(E:

kubectl create ns engineering-ns

2. A EHASIRGR =
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kubectl create ns marketing-ns

TR 2: QIBMBIARSSIKE, UESES TR ERPNEREITRE

TeIRMS N R T EEEE — M EOARSIKE , BENZASTIREFAASIR—MIRSK,, UESRSERN
Bl — B TEAA Z 8% DAY PR.

p
1. R TIZE IR — ARSI

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. A EEEEIBR— RS KA

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

TR 3. ARG KF QIZ—NER
ARtk A 2R T XARSIKAHITE M, MREEMEE, A LURARERHEREE,

p
1. A IERRSIKF 2 — 1 E1A:

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. NEHRSKF IR EA:



apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

$1% 4. 63 RoleBinding X%, ¥ ClusterRole X R45E 2N S MNHHIARS MK

L ¥ Trident Protect BY = 8IE— N ERIABY ClusterRole 3%, &0] LUEI I A RoleBinding &I 1t
ClusterRole 48 ZIARS MK o

p
1. BEFACHED TIERSK,

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. BEHABHTEIEHRSK,:



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

S5 MR
M RZ S EHo

p
1. WBIATRRAF A LAR) TEHRR:

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. WINTEAR AL R M EHERIR:

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

SR 6: T3 AppVault JTREYIARIAR
BRITEMNRBEFHIEERTS, EHEELFERTZ AP AppVault W RBIER.

p

1. QIEEHI A AppVault FIZZEFLEEHE YAML X4, LIRS EP X AppVault B9iFRITER. 140, LT CR #EF
P 3} AppVault BYIA 18] R eng-user:



apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

2. QIEHNAMAE CR, REMEEREBR TR TEPFERRIILER, Flan:



apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:
- get

3. QIBHNAABYHE CR, BIURHEZIAF eng-user, I30:

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. BEIAMURES Ef.

a. 2K EMBEHRRTEL AppVault HRIES:

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

BNIZEB RN TABRYESL



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. Mt AP B S A LEREME IIRE B UHIREY AppVault E8.:

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

BNIZEBEIE M TRASRYESL |

yes

ﬁ:l:

%5 AppVault I REYF P RZBEAE R FIZANAY AppVault ISTRIFITR AIEF IR EIRZIE, HERRIZAEBIH
[ ECRYEn & SRR Z SNV FRIR, S0E eI M A AU R

B TridentRiFE R

& AT LUfEA kube-state-metrics. Prometheus # Alertmanager FFR T B 41% Trident
Protect fRIFHIZIRRVRERIR)

kube-state-metrics fRS3 M Kubernetes API @B{E £ Riigtr. EE STrident Protect &5, rILIEREXIFIR
q:l /}?Jk?ﬁmﬁﬁﬁfm [[s5Ye}

Prometheus E— 1T EE, ©ELUIEI kube-state-metrics £EHIEEE, HISHEMAXFXENRN S TFiE
iy-E’JTZE'\o kube-state-metrics #1 Prometheus HERM T —HM 7%, L& LUGEIEE A Trident Protect EIEHY
Iﬁ%&@%’ﬂ*”'{klu\o

Alertmanager @ —1ARSS, ERILIEU Prometheus FTRAAENER, FEE(RBIEEEENBIRIE.

XESRAASHNEENESNXNESE; EFEREBCSHIMREHTEENX BFERUTEAX
A LR BN B (AR5 BAA 37 4% -

@ * "kube-state-metrics 314"
* BT OREHTOE"
* "Alertmanager 14"

B RERIETH

E7ETrident Protect Fie R RIEE, BEELREMNAIE kube-state-metrics. Promethus # Alertmanager.
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%% kube-state-metrics
AT LUERS Helm &3t kube-state-metricso

5
1. 510 kube-state-metrics Helm chart, 5140:

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update

2. ¥ Prometheus ServiceMonitor CRD [ A EI &8 :

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus-operator-

crd/monitoring.coreos.com servicemonitors.yaml

3. 4 Helm chart 81— ECEXXH (140, metrics-config.yaml ) o WAILURIERBMIERENX TR
BIECE



metrics-config.yaml. kube-state-metrics Helm chart it &

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

4. @I EFZE Helm chart SRL3E kube-state-metrics. f7l40:



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

5. BB LI T IRBABCE kube-state-metrics, L&Y Trident Protect (FABBE N ZBEHIEFR: "kube-state-
metrics BRENX R BEXHE" o

Z%E Prometheus

A IR L FiRBAREE Prometheus: "& % KEHTSCRY" o

L4 Alertmanager

&R LUZER L R BB %% Alertmanager: "Alertmanager 34" o

TR 2: EEEmETRUMNRTE
RERLETAR, BERECIIUERNRTE,

1. ¥ kube-state-metrics 5 Prometheus 5. 4R%E Prometheus & X (prometheus.yaml) FAI0
kube-state-metrics fRZBEE. Bu0:

prometheus.yaml: kube-state-metrics fR535 Prometheus BI5ERK

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. BicE Prometheus R EIREEHEE| Alertmanager. 4R Prometheus BLE X (prometheus.yaml) FHARM
ATERS

10
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prometheus.yaml: [ Alertmanager &XiXZ#R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

ZR

Prometheus ILTERT LM kube-state-metrics U SR, FRILAA Alertmanager KX EiR, IEER LA E ML
MR ZIRUNEIRNZZEEIHE,

TR 3: EETRNERBT
REFTANEIERE, TEEREPLLUNERMELR, URSRMZLZIIHE,

iR EHRK

UTFRAEXT —PREER, HEMEEXAFRNRTIREN N, ZERBHME. Eror 55 eE
KESE, ERILAEEXIRGIILEZNIFERE, HEL YAML R HBRESEENHEH, prometheus.yaml’
FCE X 1!

rules.yaml: EX&EHKKHE Prometheus Eif

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: 5s
labels:
severity: critical
annotations:
summary: "Backup failed"

description: "A backup has failed."

ACE Alertmanager LU EIRZXEI HMRE

&o] LARCE Alertmanager, FEBHAZEEIEHMEE, HIUNEFhBE. PagerDuty. Microsoft Teams X Efth
BHARSS, REEEREXHPIEEMENNECERIR], alertmanager.yaml X,

IR RBIECE Alertmanager @ Slack S8 & 1@, BiREEAVIFE B E NI, B TE: api_url
ZERE S EIRIE R EAR Slack webhook URL :

11
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alertmanager.yaml: [ Slack & %X ZR
data:

alertmanager.yaml: |
global:

resolve timeout:

5m
route:

receiver: 'slack-notifications'
receivers:

- name:

'slack-notifications'
slack configs:

- api url: '<your-slack-webhook-url>'
channel:

'#failed-backups—-channel'
send resolved: false

4 ¥ Trident Protect 156
Trident Protect F =12 R AE
EE%E%DEFHEF? AE.

5 EL S X NetApp2 i1 E ARVE SRV R, BEEXRE
ERAIHRIMERS. WRE
AR (CR) X IR #58 L1ZEINetApp3H5ifhim (NSS)o

CEERZEEK, NALUERBENX



£/ CR 8IEFE
B
1. QIEBEENZKR (CR) XHHEEMZ RN (¥, trident-protect-support-bundle.yaml

o

2. RELTREM:

° metadata.name: (#18) ltEHEXFIFNEIR; BEAEHNIMREEE— M E—BEBEREXHET.

° spec.triggerType: (Required) HE ZIFE R I BV EMIEBIZIT IR, TTRIFVEEEERETE
HADFER 12 =, AJEEE:

* Bitkl
* Fof
° spec.uploadEnabled: (F]i%) ITHIE M IFEEEE NG H FERINetApp it =, MRFKIEE
, MEKIAA false, AJEE(E:
= true

* false (BAIAE)

° spec.dataWindowStart: (F]i%) RFC 3339 SN HEIF R B, BEEXFEPESNEESONF
YRR EHHBFNAYE), WNRKIETE, NMBKINA 24 B, EREALUEENBESEER 7 X

YAML 751

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. I EE 522 5 “trident-protect-support-bundle.yaml & X 4REEHG, WA CR:

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

5/ CLI B FFE

T

1. SIESFE, BiESHHNEBRACHERMNERE, X trigger—type‘)ﬂiﬂﬂgﬂﬁ’.ﬁﬁﬂﬂﬁu%ﬁ%m
HRILHERECIER 8], HERLE "Manual (& “Scheduledo. FRIANEZERE Manualo

f5lan:

13



tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type> -n trident-protect

MRS e
ERE—RERHOE, RLURHERSEFISHRRIIABR,

p
1. %1% “status.generationState 23X “Completed RZS. ERILUERL TS MSITERHE

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. BZIFERRIEHNAM RS, MESEHEYAutoSupportEHIREXE Hldh <

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

2| "kubectl cp” NAILHFIREX SR L HIZITE,, RENFSHEBERNEEENSE R,

H R Trident{FiF

&I LU Trident Protect AR EIRFhRAS, UEZFHINEES B E iR,

M 24.10 hRAFLRRES, ARHAEEITRIRBRAIGERAN, LHEFAZMBEILEREIZRR, LTiL2
FritEER I RIEE, MREARIEPIRIBRY, EAJUFEIE—THRER, URRE
@ BN FRAE R R EIRIF,

FEREBERNSRE, ERUEARMBERFIEREY, HEALEEFRBAEN. B2, X&
SEEARHREEI E R RIRR,

EFLLTrident Protect, iEHITUTEE,

s
1. E#Trident Helm € FE:

helm repo update

2. #4ETrident Protect CRD:

14



CD WNREZEM 25.06 ZEIRARAEFALR, MFEEHRITILZE, FH CRD MEEEEETrident
Protect Helm E&H,

a. 17U LU CRD FEENM trident-protect-crds &l “trident-protect:

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}'
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":
{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}'

b. iZ1TIb#R < LAMIBR Helm Z5%R “trident-protect-crds Bl Z&K

@ ;Fgﬁﬂﬁ “trident-protect-crds’# 8 Helm 19 2ERATESMIFRIEH CRD FMEIHEXER
Eo

kubectl delete secret -n trident-protect -1 name=trident-protect-

crds, owner=helm

3. FHKTrident{RiF:

helm upgrade trident-protect netapp-trident-protect/trident-protect

—--version 100.2506.0 --namespace trident-protect

15
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