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BIRENX T Trident5SEZERAZENRX R, ©EiFTridenttlfI S5iZFERGERE, MU
K TridentiZiZz80E MHEEE &

Trident= BRI S FEREXBERNGEREFEL. THRNAREFERSNER.

* "BgE Azure NetApp Files/gim"

* "B & Google Cloud NetApp Volumes/gis"

* "9 Google Cloud Platform [FixEZE Cloud Volumes Service"

* "BEENetApp HCIZ SolidFire/g "

* "EFHONTAPECloud Volumes ONTAP NAS IXchiZFEC & i ifm"
* “FFAONTAPE;Cloud Volumes ONTAP SAN IXEhiZFEC & i ifn"
* " Trident5Amazon FSx for NetApp ONTAP"

Azure NetApp Files

FcEAzure NetApp Files/5if

f&a] LU Azure NetApp FilesEE & A TridentdVfgim. &R] LUERAzure NetApp Filesfgimby
A0 NFS #1 SMB %, Tridenti® ZHHERITERIRAT Azure Kubernetes ARSS (AKS) SRE+i##
TEIEEE,

Azure NetApp FilesIREHiZFi¥AE 2

Tridentig2ftLL FAzure NetApp FilesTZfiEIRohizT, LUESEEHES, IFHIARERE: ReadWriteOnce
(RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

IXehiERr e FEER  ZERIHER SENXGRR

azure-netapp-files NFSSMB  Filesystem RWO. ROX. RWX. RW nfs, smb
OoP

ARE

* Azure NetApp FilesfREARZH/\F 50 GiB V%, WRIFEKRELR/), Trident=BnhtIE 50GiB BI%,
* Trident{¥ 2 #F £ F3E171E Windows T 52 R pod B SMB %,
7 AKS B S )

Trident3<#5"TE 5 171" &M TF Azure Kubernetes BRS55&EE . EFAITE S MIRMNEHZTILEIEIEE, B
BEUTHMA:
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* {#F AKS ZBZER Kubernetes 5&f
* 7£ AKS Kubernetes &8 FEIEHFEE B )

* BLEMTrident®3E cloudProvider ‘318 "Azure"o

Tridenti2ER

EEATridenti@{ER %L 3L Trident , 184W4E tridentorchestrator cr.yaml €&
‘cloudProvider ®| “"aAzure", I%0:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

fE

LU RHZETridentEE cloudProvider ERNIETEHFIER] Azure “S$CP

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

LU REIZETridentH#HTTIEE cloudProvider "Fri2 “Azure:

tridentctl install --cloud-provider="Azure" -n trident

AKS N=513

=B 131 Kubernetes pod BEME@EII1EN TIERME S 11T E M IIERIAIN Azure BIR, MAFIREEILH
Azure E1E,

B1E Azure PR EHTHEE, BOMABZUTHRMA:

* £/ AKS ZBER Kubernetes 58
* 7£ AKS Kubernetes &£8% F2E T Ef1 #5195 #0 oidc-issuer
* BREMTridentf23% “cloudProvider 157 “"Azure™ ] "cloudldentity & T{Efa HiARiR



TridentiZ{FR
EFATridentiRER R &K Trident , 154R4E tridentorchestrator cr.yaml &E

‘cloudProvider &) “"Azure" HI&E “cloudIdentity F|
‘azure.workload.identity/client-1d: XXXXXXXX—XXXX—XXXKX—XXKXX=XXXKXXXKXKXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

fE
ERUTIFETEISE cloud-provider (CP) 1 cloud-identity (Cl) #7&HIME :
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

LR RG22 ETridentH#H{TIZE cloudProvider ERAMIBTEFET Azure “scp FIgE
‘cloudIdentity ERAMIETE “scI:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>
BERAUTHETEIRE =gl l =87 nSHE:
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XXXXXXXXXXK"

T RBZETridentFH#1TI&E cloud-provider "#7i2 “$CP, # cloud-identity & “$cI:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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#EEC B Azure NetApp Files/Si 271, BEBEHEUTER,

NFS #1 SMB &R RZ 4

WRIERBFE—REFAzure NetApp FilesSTEFIIMIEER, NFEEHIT—LHIRALERIZE Azure NetAppX
HFHEIEE NFS &, &% "Azure: & EAzure NetApp FilesFH Bl NFS &'

BOBFEA "Azure NetApp Files"[REE AT A M :

* subscriptionID, tenantID, clientID, location , # 'clientSecret'7E AKS &

@ B LEATES N, XEEEN,
* tenantID, clientID, #l clientSecret' 7 AKS £&f FHFRATE /DY, XLEZ A%,

s AEM, BE"HER: FAzure NetApp FilesBl 2R E"
* Z&ik#AAzure NetApp Files B9FM, & "Microsoft: 1§ FMZ k4 Azure NetApp Files"s
* “subscriptionID 3k B B /= FAzure NetApp FilesIIEERT Azure 1T,

* tenantID, clientID, # 'clientSecret'>kE"L FA*EF E"TE Azure Active Directory FRi%E XfAzure
NetApp FilesARSSHYE BAXR. N AARER EMMNER U TE—A:

° FREESTTE AR Azure FiE X",

—MNMEEXTEEAE TR (assignableScopes) BIFRIXIEF TridentFrEAINIR, CIEBE
X%@F “fEF Azure JP D ECAE" o
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* B “location @EED—N "EHEF MW", EiETrident 22.01hRZs, ‘location' B2 RIREE X HTNEN—
MAEFER, EIHPIEENMEEISE R,

* M Ccloud Identity f8& “client ID M— "HF DT ESD "HIBEIZ 1D
‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXX o
/N BRI INE K
Z6lE SMB &, B MEEUTFRHE:

* Active Directory BEZE FHi%1%EIAzure NetApp Files, &%&"Microsoft: BIEFIEIEAzure NetApp FilesEIE
2389 Active Directory iEE",

* —/™ Kubernetes £28%, ®&— Linux 1TH28 T 2 E/D—N51T Windows Server 2022 B Windows T
ET s TridentNSZ#FHEH FIE1TE Windows T 52 LAY pod BY SMB %

* EOFE—EE Active Directory EIEHTridentZ A, LAEAzure NetApp FilesAJ LA[A Active Directory i#
1TEHIIIE, EMME smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEE /9 Windows BRZEHY CSI IE, ERLE csi-proxy, BSA"GitHub: CSHTIE"ZE"GitHub: EHTF
Windows B CSI X2 EHF7E Windows _EizfTHI Kubernetes T4,

Azure NetApp Files/5imHD & iEINFI R
T fi#Azure NetApp Filesfd NFS #1 SMB [GiRECEIEIN, HEFEERG.
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TridentEAEGIHRECE (FM. EIMME. RSEFIFMUE) , EIEKNUERTRANA S EEIiEAzure
NetApp Files®, H51FRBIARSSKSF1FMIMETED,

(D * MNetapp Trident 25.06 KiZFF#, T QoS BEMIENERTAIREEILH, *

Azure NetApp Files/gimtg LA FECE IR,

S iR E/NIN
version RLEH 1
storageDriverName FER IR I Z FR "azure-netapp-files"
backendNarme B X B R SIS +* " + BN
subscriptionID Azure ITIFIBYITIR) ID (1F AKS Bi&

L EBEEMRREAEIE) o
tenantID T AKS &8 LFREESHNES

7B, NAERFMPIFEF ID 2

A]3%&[Y,
clientID T AKS &8 LEREESHNES

e, MNAEREMPREF L ID

b=1Bvi7: 8
clientSecret EAKS &£ LEFERRESHH =S

e, NAEREMPHNEF RS

tAE &R,
serviceLevel Z— Standard, Premium, 3¢ ““ (FENLEY)

& Ultra
location BTE Azure FEIEFTBRIMIERT

(£ AKS B¥& F B BEIEERIRR A

aik) .
resourceGroups BFmEEAMABRNRRATIR  (TIER)
netappAccounts BFimiEe &I ZRIINetAppik ~ (TIEER)

IS
capacityPools BAFmiekIFENREMIIR  (TIIS, FEl)
virtualNetwork BB ERF MY EIM ML HY 2 R "
subnet TG FMZ R

Microsoft.Netapp/volumes
networkFeatures HH VNet IhaEEE, mIEER Basic® ™

##F Standard. MILRINAEFHIE
EFREMXER I, ATEEEEA
ITIRAZ BB . BE
‘networkFeatures’ K /2 FAIZINEES
SRERERK,



nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

supportedTopologies

gosType

maxThroughput

D% AAIA

Xt NFS HEHETUHITIRATHl, 3¢ "nfsvers=3"
F SMB %, IIRBERHKBEE, BfE

FA NFS hiR#s 4.1 E3#H%E, BEREU

THRA ‘nfsvers=4 ZLUES D FREHY
HENEDYIRPIEE NFS va. 1, 17

EREX PIRERNEHRNSEE
[EinECE iR B RV HIRT,

MRERNERNATIE, WEE — EUABR TAEHINIT)

BRK,
WPEHERIN EE AN S. 6 TR
F, \{"api": false,

"method": true,
"discovery": true} o, FRIEE
FE#ITHERRHFE R IFANA
TEENE, SNIE7NEALEIhEE,

FCE NFS 3% SMB £HIEIE, &I nfs
ﬁ nfs, Smb _Y, {Eo llgjj nu”
TERIABER NFS %o

Tt i S R XA X335
K, BZEE, BBR"ER CSI R
s

FR QoS & BmpmF o, * Bzf
Trident 25.06 AR S hik*
KEATFNRATRSE, $£UN

MiB/Fb, Nz FFoh QoS BRE
o * Trident 25.06 F AT Y AR

4 MiB/sec

@ BXMEINENEZEE, 1B5518" IAzure NetApp Files&HD B MLSIIEE",

FREA R ZER

INRTELIR PVC BB RILBIBREM IR, NAIRERENNARERFEMSE XENBENRINZER (FM.

RIS, BEM) o WREBAAIRTIE, TridentFiZREEIEFIRETLIMB Azure TR, TBEHRIAZE

BENAE.

BfERT

{E resourceGroups, netappAccounts , capacityPools, virtualNetwork , # subnet BJLAfE
RAENHZLRERTRIET. AEZHRERTENERAZTLRERZRT, ANERMO LS MEEER.

X resourceGroups, netappAccounts , #l capacityPools {EEidIE2s, BFEERMAE
fEEImE AER, HETUMER

£y
EAVEE:|
NetApplik F
et

HGIEE. TRRERHERUTEIN:

B

<K RE>

<& R4H>/<NetApp >
<HBLH>/<NetApp K >/<REth>

RIREIREIAZTF
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ES]
AN
F

EhcE

=50
<HKIRLH>/<EBIANLE>
<FBELH>/<EHINNE>/<F />

TR OB R EX R E R 2 FIEE U T ETRIZRIRINERE. % [RIERE] 75,

28

=

exportRule

snapshotDir
size

unixPermissions

THECE

iR RN
FERH ORI, “0.0.0.0/0”

“exportRule’ % A1E LHE 5 53 FRRY
IPv4 H#h3itsg IPv4 FRIERE ST
&, XHF CIDR ®RRiE. *F SMB
5, BRI,

=%l .snapshot B RAIR] L% NFSv4 J“true”, NFSv3 J“false’s
MEHEIAKN 100G

FER Unix IR (4 i1/ \#FIEF  (FiskThee, FIHEHMABRE
) o }F SMB &, WIZERFHZ )

[e}

UTFRARTTEREE, EPASHSHEFRERINE XBEX Gh&ERNTT .
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XEREANGIHIE, BIIEE, Trident2XIMECE N EFFIEZEIRZAzure NetApp FilesTz(i#
HINetApplk . BEMMFR, FHEHERBNBMEBEESR—MNEMFN L, ERN nasType & T "nfs' Bk
INEEER, FiRiEN NFS &#H1TEE,

NRIENFF451EAAzure NetApp FilesH#1TRIR, WWECEZIRHAERE, BEKEF, BRENTNENE
REERIMNISEE.

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus



71 AKS EE S

WEIREEEEIE Y subscriptionID, tenantID, clientID, #0 clientSecret 7ZEFRIEE &8

) XEERANER,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools:

- ultra-pool
resourceGroups:

- aks-ami-eastus-rg
netappAccounts:

— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

11



AKS =515

WEIHFBEEER T tenantID, clientID, # ‘clientSecret 7EFERA=E A, XEEZTHEMN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BEREBTIRRINERSAIEE

SR B ER BT Azure 1 "eastus iIE "Ultra  BREM, Tridenta B &I B PERLAAzure
NetApp FilesBFREFM, HBENEEP—NFHERE— NS,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

12



BEF5) QoS BEMBFIHRHG

EIRECE S EMETE Azure R “eastus’ BB F 5 QoS REMBIAIE. * NetApp Trident 25.06 HHAJ AR

FsE*o

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3



SRECE

14

e E#H—T 4T ERECEEI RN FM, FEEENRT —EESEERINE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"



REPVHECE

HEIHREEER M XAPENT S EFEL, SEEZSINREMNFHFRENRSES, HEBEE
Kubernetes FREIEZARXLELAITFIELN, XKIFEER. EIUTEATREUTERE D BT

performance o

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



XFRINCE

TridentAI {REXIHM AT AX AN T iR, X “supportedTopologies' thfEiHEC B FRIRATFIRHE N

IR I BIRTIR, IEAMEERIKIFMEIRES NS E T Kubernetes 5281 m_E AR PRI XIS

EEMLEL, XEXEHM D KAREFELEF I LURHBNATHERTIR. X TFE&RHERHIKEMNATAKX
FENFEE, TridentZEFMAKEMAIBAXFEIES, BELZER, BSH"EA CSIHAFHS

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

TFHEERTE X

%I “StorageClass’ _EIRTE XI5R 2 F0E o

FEATHIE X "parameter.selector 17t

fEF “parameter.selector {RAI LN E N RIEE, "StorageClass' BFIEEEMEMM, ZEFEGFE
EX BT Ho

16
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMBERIRAIE X

f#F nasType, node-stage-secret-name , # node-stage-secret-namespace
HFRZERY Active Directory £1E,

MR

ANY

BILUERE SMB B

17



AiLep R =iE ERE SR E

=

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

AN

Np & E AR EREH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

@ ‘nasType: smb ffi%ksz1F SMB HMTEE, “nasType: nfs 8 “nasType: null' NFSiZE28,



ellfEeI =iy
IR EREEX GG, BITUTHS:

tridentctl create backend -f <backend-file>

yﬂ%)ﬁﬁﬁ”ﬁ@”@%)ﬂ&, mu%ﬁﬁ@ﬂﬁﬁ&l‘ﬂﬁo {’RE_“—/( J\E_ ?LX-FI:' EEEIQ\L/{E%/E}?.:

tridentctl logs

BRI ERE G PNAEE, EAUBRETURRS,
Google Cloud NetApp Volumes

AcEGoogle Cloud NetApp Volumes/5ii

WMEE R LU Google Cloud NetApp VolumesEZ & A TridentdfGim. & 7] LUER Google
Cloud NetApp Volumes/gi3HiiN NFS 1 SMB %,

Google Cloud NetApp VolumesIRahigFi¥iE

Tridenti2#t "google-cloud-netapp-volumes' IRchiZF SEEHBS. ZIFHNIARIEINE: ReadWriteOnce
(RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

Kohiz= g0 BEERN  ZEFIREER SR H RS
google-cloud- NFS SMB  Filesystem RwWO. ROX. RWX. RW nfs, smb
netapp-volumes OP

GKE =&

=5 7# Kubernetes pod BEEBEE EAN TIERH B 5 EH1TH B IIERAR] Google Cloud FiR, MIAHRIRER
A Google Cloud &1k,

Z1£ Google Cloud FHRIBRHMNINEE, EHMAELATHRMA:

* £/ GKE ZBE M Kubernetes &&%,
* 7 GKE &8 FEETEREMTIR, HET St EACE GKE iiEiRS 28,
* BB Google Cloud NetApp VolumesEIEF (roles/netapp.admin) A ETE X BB GCP RS,

* TridentB &%, HAEHE cloudProvider (J§7E“GCP”) #1 cloudldentity (3EEHHI GCP IRSMKF) - TmE
e —MAF

19
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Tridenti21ER

EFATridentiRER R &K Trident , 154R4E tridentorchestrator cr.yaml &E
‘cloudProvider B “"ccp" HIKE “cloudIdentity E “iam.gke.io/gcp-service-
account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.come

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

fE
ERUTIFETEISE cloud-provider (CP) 1 cloud-identity (Cl) #7&HIME :
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LU RHIZETridentH#HTIEE cloudProvider ERMMETEFIER ccp “scp HIgE
‘cloudIdentity fEAFIETE SANNOTATION:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>

BEAUTHREEIRE ~iRftE M =5H HEHE:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

U T REZETridentFH#H1TI&RE cloud-provider tRi2 “$CP, # cloud-identity  Zl

" SANNOTATION:

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident



HEBLEGoogle Cloud NetApp Volumes/5if
7EEZ & Google Cloud NetApp VolumesfGimZ B, EEEBMHFRFHEUTEX,

NFS BRI RFMF

WNRIEEE—REAGoogle Cloud NetApp VolumesZHEFBPIEER, MEEHITLEVBEEFRIKEGoogle
Cloud NetApp VolumesH &I NFS &, &F"FI6 780"

B & Google Cloud NetApp Volumes/GimZ g, BHREERAEZUTRME:

* BACEGoogle Cloud NetApp VolumesfR52HY Google Cloud M, &% "Google Cloud NetApp Volumes"s
* f&/Y Google Cloud tKkFINBE %S . S&F"HEDR"

* #BENetApp Volumes EIEFEFRRY Google Cloud RSB M (roles/netapp.admin) M, & "S5
HinEEABNIR",

* GCNVIKFPRIAPIZSAX o 1BEH"CIZ AR S ik~ 2 A"
* fifkitl, BEFELEIR"

B X INAIZE *Google Cloud NetApp Volumes FYIFRITNEMNEZERE, 18 "&E X Google Cloud
NetApp Volumes FIi5RIFFR" o

Google Cloud NetApp Volumes/SimHc & iEIAN R
T f#Google Cloud NetApp VolumesH/giRE B ixMH EE B E R,

[E U EC B T

B RIREERT Google Cloud KIHECES, BREHEMXECIES, ErILIENXE MG,

S iR RN
version RER )T 1
storageDriverName ZEIREHIZEFE B TR 118 “storageDriverName®

WIFETE 9“google-cloud-
netapp-volumes”s

backendName (AJik) TFHEEIREEXBR IRENFEFEZFR + " " + AP
EHN—ED

storagePools BTFiEEELIBEME AN IES

projectNumber Google Cloud tkFINBE %S, %{ERTE Google Cloud
TP RIEE D13% Eo

location Trident83# GCNV % Google Cloud I &, tIEE

X1z Kubernetes S£850Y, ELATECIENS:
“location’ A F#E % Google Cloud XIgH T 5 i
ENIERH, BXIREhs=Emirem.
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apiKey HTF Google Cloud fRZ Mk B9 API Z$A
netapp.admin B, EE& Google Cloud AR
SIKPAAXHER gson BRARE (RHAohtES
FEHEEENHR) o X apikKey WABELUTE
FEX: “type, project id,
client email , client id, auth uri,
token uri, auth provider x509 cert url
, M client x509 cert urle

nfsMountOptions it NFS 1ZEHHEDUATTREAIT S "nfsvers=3"
limitVolumeSize MRIBRNEXNATFUIE, WEEKK, )(?Jﬁi}\‘rﬁ?ﬂ—pf:?i%umﬁ
serviceLevel FEMNRS R RERE, XEER flex,

standard , premium, FHE extremes
labels ENVATFENER JSON BRTEE "
network Google Cloud WMZ&HF GCNV %,
debugTraceFlags HEHIRE B EARIAIRAR S, BIF, TRIHY

{"api":false, "method":true} . PRIEEIETE
FITHEHRH EEFMA A TEME, SNIE7ERBILE
IhEEo

nasType ACE NFS 3¢ SMB HRIEIE, EWAE nfs, smb'3 nfs
TMH, IKEN null MERIAEE NFS %,

supportedTopologies RNIERIFHHIKFMXEIIR, ELER, BS
" CSI b, fildn:
supportedTopologies:
- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone: asia-eastl-
a

EHLE %
B UIEHIZNASELE defaults’ BB XS5

o5 &R LN
exportRule MENHOMN, BaeLhEs4s “0.0.0.0/0

PREY IPv4 #ifiEFIZR, #lERTUER

HE
snapshotDir 1517l “.snapshot R NFSv4 A“true”, NFSv3 J“false’s
snapshotReserve REBTMBHEBT DL (EF=ZEINME 0)
unixPermissions FER Unix 1R (4 i) \#EHIEF ™

o}
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THERE
UTTRBIRTRTEREE, HPASHUSHEHERERINE. XREX GH&EENTE.
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XEREANGIHEE, BEXMECE, TridentzZMEEBEIRLEE (I EFGoogle Cloud NetApp
VolumesMIFRETEEM, HEEVBEHMEREETEP—FEM L. ER nasType BT nfs' BMAIREE
M, EEIE R NFS Hi#1TEE,

WRIERNFaERGoogle Cloud NetApp VolumesH#1TE1H, XMECERIERN, BELEF, ERA
BEEENACE N EIREEIMNIEE,
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



REPVHECE

LEREEEERENERENT ZNEME, EBPUHEUTUEENX: “storage #573. HEFZMLEFAR
FEIARSZRANEMEM, HEBERE Kubernetes FEIRARXLEEFMHERFINEZMESEET, SNIFEEER. B
WIFERTFX O RERGMF, Fla0, 7 TEBFIFH performance 15554 “serviceLevel B B FX 53 &
A,

AP LU B — LS A TR EICHIEIAE, HESS T EIERNAINME, T FTERFIFH,
“snapshotReserve #l “exportRule {EIFF B I ERIAE.

BEER, BSREENH

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
XsYgoegyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE =51

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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TridentAI {REXIHM AT AX AN T iR, X “supportedTopologies' thfEiHEC B FRIRATFIRHE N
BIRMIKIEAMX IR, HAEEMNXIEMXIGESNSED Kubernetes & T 52 EAIFRE A XA X
IREARTE, XLEXIFM D XAREFERF A LURHNATFENTIR, M TFESEIRRHNXKIEMABX

%%E@ﬁﬁ%;‘gs Trident= T_FFI' $Ei_2$ﬂ_fﬁﬁ|:q3ﬁUL%O Eﬁ’ﬂ:ln_.\: 1ﬁ

version: 1

storageDriverName: google-cloud-netapp-volumes

29 EA CSI #HFhs

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

T—HRHA
REREREXMHE, ETUTHS:

kubectl create -f <backend-file>

ERIERBEEORAL, BHETUTHS:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1ff9-b234-

Bound Success

WMNRG ﬁ'JLSEJdZ, IREC B FER, Erl MER T AR GiE:
<backend-name>'1 ﬁL,{'Fﬁ%/v\’én‘EEluuﬁﬁEE Al

tridentctl logs

477e-88£d-713913294£65

“kubectl get tridentbackendconfig
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—_—

FEEEMALMNEREXXHFNREE, Sl URREHRAFBRETEIES S,
EEREN
UTE2—1MEZARZ “StorageClass' HiRFiHFFFEHIE Xo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

EARALLTRAIEX "parameter.selector 17 :

£ “parameter.selector fRE] AN E N KRIEE. “StorageClass X"Eit"BFEESL. Z&HEEGMmE T
EXHF5 .
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

BXREEENEZFAER, BSHCIEFEE"

SMBERITRAIE X

{#H nasType, node- stage secret-name , # ‘node-stage-secret-namespace &R LIIETE SMB &1
T,\Fﬁa%EI’J Active Directory 1. 1E{A] Active Directory FAFP/Z25, TiCBBEEAINRIGEENIR, & LIRE
T RMEEEA.
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AiLep R =iE ERE SR E

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

@ ‘nasType: smb ffi%ksz1F SMB HMTEE, “nasType: nfs 8 “nasType: null' NFSiZE28,

34



PVCJE Xl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

BIE PVC BREHE, BEBITUT®<:!

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb7%9a213 100Gi

RWX gcnv-nfs-sc  1m

79 Google Cloud /Fimfic &ZCloud Volumes Service

T RUNEE AR MR RGIECE , ¥ NetApp Cloud Volumes Service for Google Cloud B2 &
A TridentZEM fTiRH.
Google Cloud IXohiEF1¥1E

Tridentfeftt "gep-cvs Wiz SEREIBE. ZIHMIHRIEE: ReadWriteOnce (RWO). ReadOnlyMany
(ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

KEhiER Y BEER S EHIERIER, SENXERS
gcp-cvs NFS Filesystem RWO. ROX. RWX. RWOP nfs

T f#Trident?f Google Cloud Cloud Volumes Service B35
Trident®] LATE LA FFFi& =0 2 —H El#ECloud Volumes Service®: "IREZZEE" .
* CVS-Performance: Trident IEFAIAARS KR, XM MEREMMERSEEZEEEMNENES~ TIERAE,

CVS-Performance fRSZEE Z—FEEHIED, L1FH/N 100 GiB K/)\WE, ErRILUERHEAPZ—"=1AESS
LRl
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° standard
° premium

° extreme

* CVS: CVS IRSZFABREHIEHIXIEAIAME, Btk FAERINFEF, CVS IRSXBEEZ—MIRFET, ©
ERFELRZINE 1 GiB V5, FEUEZAIESE 50 1M, FIEEHZHMNETEMMEEE, ErILIERER
Hep 2z —"miRSRa!"

° standardsw

° zoneredundantstandardsw

REEA

BLEAMER "EFH T Google Cloud FJCloud Volumes Service"[Gim BB L T4AA:

* BA2ENetApp Cloud Volumes ServicelJ Google Cloud

* &89 Google Cloud kPRI B RS

* #858 Google Cloud BRS31HKF “netappcloudvolumes.admin' f &
* #&HCloud Volumes Serviceltk 89 AP Z £33 {4

[EimEC BT

B EmEBEE T Google Cloud KIFFEEE, BEEHMKELIRES, TR LUENXEMEH.

W
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version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion
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software i cvs PREFEB, BN, Trident
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B (“hardware) o

%FECVSHE%%@EO RATFiEEEtEZF#H N ES
ZXo

Google Cloud tKkFPFITBE %S . %{ERI7E Google Cloud
1P WL E Tk R,

NREAHE VPC LS, MATIAITLEIRE, X
BRT, “projectNumber X2—NRSBME, MEA
‘hostProjectNumber' 2B £ H.
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proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

BRI

R ZRIA
FF Google Cloud AR B89 API 248
‘netappcloudvolumes.admin' A, EE& Google

Cloud ARS3HK P FATAHHY JSON AR (REHF
sht EHIE EREEEXHF) o

NRFERIERS A BEEREE CVS tKF, FRMEA
B URL, HIEARSSZZFTLUBHTTPARIE, WaAld
EBHTTPSHIE, XF HTTPS I8, KBKIIEHIIE
» UAFERERSBHPERABEERIED. FHEA
SHIIERRIEARSS 250

Xt NFS HEHETUHI T4 Ho
MRBROERNATUE, WEEKK.

"nfsvers=3"

) (BUABR T ARREIIT

CVS-Performance 3% CVS BRZ &5 (EAFHE) o CVS-Performance FAIAE
CVS-Performance {E standard, premium, 3 R4NEs CVS FIAE
# extreme, CVS {ERE standardsw T{& H“standardsw’
“zoneredundantstandardswe

Google Cloud M%&FFCloud Volumes Service®, “BRIN

HIEHPRI B2 AR S, F1F, TR
\{"api":false, "method":true} ., PRIEMIETE
HITHIEHBRH FE IR AR B TEME, SNIE/7IERALE

Ihie.

ERABXIIAR, &89 StorageClass EX T :
allowedTopologies WMBEMERK, Fl0:

‘- key: topology.kubernetes.io/region

values:

- us-eastl

- europe-westl

1R LU HIZFAIASECE "defaults’ BOE X HERS7 -

exportRule

snapshotDir
snapshotReserve

size

iR RN
MENEOMN, HIELLESS  0.0.0.0/0”
FRRY IPv4 #ittsl IPv4 FRIBYFIZR

, XF CIDR &%

i5iA) *.snapshot B "false"
REBFNERRER DL (#Z%= CVS HIAE 0)

HERME, CVS-Performance & CVS-Performance ARS3ZEEVERIA
{KERKN 100 GiB, CVS &/\B= HN“100GiB’s CVS IRZBLEIRNLE
1 GiBo FINE, BEXRZELD1GiB,
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CVS-Performance fRZEEIR G
LU TFREHIRET CVS-Performance IRZ X BB RAIECE,

w1 =B

X2(FEAZIA CVS-Performance RS R B M BINITE RS RA R/ NS IREEE,

version: 1

storageDriverName: gcp-cvs

projectNumber: "012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-

sa%40my-gcp-project.iam.gserviceaccount.com
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Tl 2 BRSEFECE

LTRBIRT T RIRECE R, BIERSRINMERINE.

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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T 3 EINCHECE

It RBIER “storage ERE FEAHA] “StorageClasses I6HIRM], BBRH[FELETE N EEEMEENENX
7o

XEABEEMAMSE TIHENEIAE, XEBRIAMBERE T snapshotReserve 5%#l exportRule®
ZF 0.0.0.0/00 EBHUHEUTAUEBEENX: storage 253, ENENHEENX T BSHIFN,
‘serviceLevel HEABLEMEEBEIIAME, EBINMIRERTFRIBEUTREEX2MF: “performance’
M “protectione

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my—-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

TFHIEERTE X

LUF StorageClass & MXERFEIMMELE RS, 8 parameters.selector #0] LA iE1 StorageClass 15 A
FHRESHNEMM. ZERABmMENTE XA H.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard

allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection

provisioner: csi.trident.netapp.io

parameters:
selector: protection=extra

allowVolumeExpansion: true

* F—EER(cvs-extreme-extra-protection) BETEIE—PEIM, XEW——MEEKEIEER

IREBAEE T 10% 77,

i

BN, FImRA R REEEENR,

CVS ARZHEERA
BUTREUEMET CVS FREXBIRAIERE.

MFfEE (cvs-extra-protection) JABEARME 10% REBEBHEFMEM. Trident REZEFEH
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w1 KB

X2 FERAREGIRECE storageClass 87 CVS AREZ LB FNERIAE “standardsw ARSE KT,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw
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Tl 2 FiEHECE

IR EimAC B E A “storagePools BR & 77 iE o

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

T—HR2H4?
IRRIRECEX MG, TITUTH<:

tridentctl create backend -f <backend-file>

NREHSIERY, NWEREEFEDH, EaliBdETUTHh<TEERTURERA:



tridentctl logs
FELRIMHAEEEXGPNREG, SR UEXETEEHRL,

AdENetApp HCIZXSolidFire/gim
T RRUEI{E TridentZZE 61 ZEFER Element G,

TTRENIEFIFE

Tridentigft “solidfire-san’ B F SR BENEMEIRIER. ZFRNIHIIRIE: ReadWriteOnce (RWO)
« ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

X “solidfire-san 7ZHEIREHIZ L1 X 1 k. HEX, *F Filesystem volumeMode, TridentpllE—1%
HEBE— I XH RS, XHFRFAFKEEH StorageClass FE57E.

IXohizF i ZERN ZFRIARIRT SN H RS
solidfire-san  iSCSI m RWO. ROX. RWX ®EXHZES. RiA
. RWOP I
solidfire-san iISCSI Filesystem RWO, RWOP xfs, ext3,
ext4
FriaZ i

8l7E Element BiHZ A, BEELLTHS,

* —PHHEHE(T Element BEMTEER S,

* #5 NetApp HCI/ SolidFireSEEB¥ B2 AP AP IR, ATLUEIRS,

* FiB Kubernetes T{ET S &N IZLEMENAY iSCSI T, &' TIETRESEEE
5 im D & 17510
B2 TR T REIRECE E

S 3N 2RIN
version BRI 1
storageDriverName FHEIRCHAZRFRY BT YALL Z “solidfire-san”
backendName BEX &S FiEEiH "solidfire " + 7Zfi& (iSCSI) IP ik
Endpoint £t XISolidFireS B8y MVIP, B1&7H

EiE
SVIP 7Z6& (iSCSI) IP HiatF1iHO
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labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

D%

ENATENER JSON RBIARE

o

EEANEARM (GIREAZN
ellfed)

¥ iSCsI AEMRBIZMNFE EAEO

£ CHAP 3t iSCSI #7515
JE, Tridentff£F CHAP,

EFERA/IGIRLA ID 5k
QoSHISE

RBRBERNESLLE, WE
BRI

BEEHRI EEANIEIHATS. B

i, {"api":false, "method":true}

EININ

1:%ﬁi*y!

true

TR Z A “trident’ B35 18)4BH9 1D

(BB FASRHIHIT)

TR

(D) /R debugTraceFlags MG EAE#THIEHIH B BB 4N B 51562,

= 1: BiRECE “solidfire-san' BB =S =X ARV IKHES

KRBIERTR T —MER CHAP INENEmRX M, HWN=MHEEHE QoS RIENEXREHTTTER, REFEN
B2, BREXFHEERERENPHNE—. IOPS ZHEEXS,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

T 2: EiEFAITEERECE solidfire-san™# B IR SHIEF
WREIERTEE T EIERNERE X XEF NG| XL B TFES,

TridentfE EC ERPEFAE P ERTE EHZIFIREZME LUN. AT HERL, FHEEESAUAS M EINE
XIRE, HERENEHITIH,

T FAFRRIRAEREX X GH, FMEFENEIRE THENRIAME, XERIMERET . ‘type' iR, Rl
MEUTUIEEX: “storage’&fsd. AXMIFH, —LEEFEBIRETBCHRE, M—EFEbIEST £
EIZBRFINME.

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

LUF StorageClass X5 EiREINHIER, #F parameters.selector FE&H, &1 StorageClass 15 E M
LEIMHETTATRES. BRABMEEIMEAREXHNENHHE.

FE—MFEE(solidfire-gold-four FIREEIE—PEM, XM —FIRMHESRIEREATKM,

49



‘Volume Type QoS #E®, Ea—NEMEE ("solidfire-silver) IEHEMRHIER4ERNTZEE,
Tridenti§ ATEHEEMERGE, HPEHEEHER,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
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name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4d

EHEZER

I

ONTAP SAN IXGhiEFE

ONTAP SAN IRZhFERE LR
T f2AN{a{ER ONTAPAICloud Volumes ONTAP SAN IXGhiEFFECE ONTAP/E I,

ONTAP SAN JXaptizFi¥15

Tridentig AT SAN FEIREIFEF, AT S5ONTAPSELHE(S, ZIFMIAIRIERE: ReadWriteOnce (RWO)
« ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

IREhIEF Y FERN ZENEEER TGRS
ontap-san iSCSI @ R RWO. ROX. RWX. RW ITXHZRZ; [FIARISEE
HATEIER OoP
& SCSI iR
£}
ontap-san iSCSI & Filesystem RwO, RWOP xfs, ext3, ext4
FEEIER
# SCSI iR ROX 1 RWX 7EX (&%
% BER TR,
ontap-san NVMe/TCP i RWO. ROX. RWX. RW ITXHZRZ; [RIARIEHE
OoP
&
ZNVMe/TC
P B9E3F
BEI,
ontap-san NVMe/TCP Filesystem RWO, RWOP xfs, ext3, ext4d
= ROX #1 RWX 1EXX {4+ 2%
ZNVMe/TC HERATAA B,
P HE 5T

EETL
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REhiZRF X FERIN  FmERN SFERIX RS

ontap-san-economy iSCSI R RWO. ROX. RWX. RW EXHZRL; FRIARIEE
OoP
ontap-san—-economy iSCSI Filesystem RwWO, RWOP xfs, ext3, ext4d

ROX 1 RWX IEX R Z:
EEXA TR A,

* {£F ‘ontap-san-economy X HFitHHEEEREST. ... "2 FHHONTAPE Z[EF]"

* f£/ "ontap-nas-economy X HilitHREFEREST...... "X FHHIONTAPB £ RHI" UK
@ “ontap-san-economy JXShiEFE To A fE A

* {E701EH “ontap-nas-economy MR EFNIHEBELIERIP. KEME BN,

* NetApp A EEINFEFFEONTAPIKEIFZF H{ER Flexvol BafiE, ontap-san fR9b. {El—Fh
TiBHE, TridentZRMERRBMES, HMERNMIAZ Flexvol BE.

PR

TridentFHALLONTAPE;, SVM BB R &7iz1T, BEEAUTAX: "admin' BB 5 "'vsadmin'SVM BB,
HEEEHEEAREZIARNAF, 3 FAmazon FSx for NetApp ONTAPERE, TridentFEELIONTAPEL
SVM EERBMETT, FHEREE, fsxadmin' AP vsadmin'SVM B, & EEBHERAGEZITAEN
BF. X fsxadmin' AR 2EEEERRAFPNERERR.

WMNRIRER limitAggregateUsage EES MM EHEIEANIR, ZfEAAmazon FSx for NetApp
@ ONTAPHITridentBY, limitAggregateUsage S¥ETES "vsadmin'#l “fsxadmin' BFR A, 40
RIETE LS, BEREFERK,

BIARILAIFEONTAPH G — M Tridentdk api2 7 Bl AEFARRIRGIME BRI AT, BRI FARIXIF M. Tridentdy
RZ A ERZ A RERIMNG API, XEE API BIUINIAE (&, XEFAREREERSZ HHE,

NVMe/TCP B EMt/FEEMm
Tridents>z 3 ERIEZ kMt 1FERs = iFIEO (NVMe) 1Y “ontap-san IRGHFEFF B1FE:

* |IPv6

* NVMeHBRREBFN T /E

* JAEE NVMe HHIA/)\

* SAETrident/MBEIER NVMe %, LUETridente] UBIERH £ AR,
* NVMe[REZHZ

* K8sT MMM XIF KRR A (24.06)

Trident A 245

* NVMe [R4EZ#H) DH-HMAC-CHAP
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IR FEIRGTES (DM) ZER1F
* LUKS &

@ NVMe {X3255ONTAP REST API, 4% ONTAPI (ZAPI).

EZBLEGIHONTAP SAN IXEHIZF
THRFEEONTAP/GIHEFIONTAP SAN IREHFERE B E K B {9185,

R

W FFRBONTAP/GH, TridentEXRZE/G—NEBEHEILA SVM,

"ASA 2 "5 HMONTAPRSE (ASA. AFFHIFAS) 1EfZfEERISKIL EBFIARRE. 7EASA 2
(D mgeh, EREHTARTTRES, BSR S HIREXE, NMANAEASA2 REPEES
5B SVM.

BiLE, BRAIUEITENRMER, HelZIEERER— IS — M REFNFEL. Fl, SaIUERE—
“san-dev R “ontap-san B4/ “san-default £ 2 “ontap-san-economy —,

FfE Kubernetes TETI S &M MEEEAANA iISCSI THE, & "E&TIETS" THRIFE,

XONTAP/SURHITE HINIE
TridentiREFEFHONTAP [ & 1A 3IE 5 o

s BT EIE: EEFENENONTAPHFPHAR ZMNEE, BiIVERTEXNEZELERAE®, HlM: admin’
2% ‘vsadmin MRS ONTAPIR AR AZEFHES.

* BEFEF: Trident®A] IER L EEFIRAIER SONTAPERES, 1A, FiREXVHNEEEF nik
. BIAMZEE CAIEE (WIRER, BER) B Base64 Fi3{H,

TR UEHRNAE R, UWEETRIENAZNETIEBNAEAZE# TR, B2, —RREXFH—MEHREIE
k. BIREINENEMIIES %, ©AMEHRECEFRFFIET %o

@ NREZ AR REFTENLES, WEReIEFAW, FHIRER, RAEEXHFFREHETZD
SRS %o

BERETEENSMHINIE

TridentHZE SVM SEE/EEHSCEEE AN EIEZ SES5ONTAPEHmEG., BIEAINERN. FEXNAE, Fiu
. admin BEF vsadmin. XMFALURSRFKONTAPIRAMAIFRS, XERAAGEES AT —LEINEE AP,
HARRB TridenthR A fER. RAFUSIEZBEXREERABHRHESTrident—LER, BREBXFFL,

[EUmE X0 TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

FAR, BREXEW—UAXAFXEZEERIMA, EiRtIETRE, BFR/Z%EER Base6s #HiT4H
13, HEFER Kubernetes i, RAECIENFHEHRNAEET EEE, BEit, XB—TXREERNITAVZ
€, B Kubernetes/fZiEEIERHIT.

BRETIEBHNSHRIIE
RGN EHE AU ERIE B SONTAPEHER. FHREXFE=1SH,

* clientCertificate: & ifIFHAY Base64 RS {HE,
* clientPrivateKey: XExfA$AHY Base64 4mi3{E,

* trustedCACertificate: {51E CA iEFHI Base64 miZE, WMRFEAZEERN CA, MAMIRHILSE, 10
REBEFEAZEEIERMANE, Nel 2RI E,

HANTIERIZEEUTI R,
p
1. EMEFIHREBHER. £, FBARM (CN) REANEHITEHIRIENONTAPAF

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. [AONTAPEEEFRINREER CAIEH, XFAIREELMFHEERMET, NRLIHEERAREENIEBMAN

1, NZBSIERF

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. TEONTAPE R L REZFIHIEBNER CRESE1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HHINONTAPLZ 2B RA BT cert BHIIER %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. EAS R ERITEMIIE, B8 < ONTAPEIE LIF> 1 <vserver Z#f> B IR LIF IP #itFl SVM

#1Ro

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. {3 Base64 IHIEH. ZIAMZIEER CA IEHHITIRID,

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key baset64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ER E—PRBHELIERR,
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

B S MRS AR TR

TR UEHRNA R, UERRENSNIIERANRREERE, XMGEENEAN: ERAF&/ZENER

RILUEMTAERIES; ERIEBERAIUERANETRAFRZENGER. A,

(/= N\
2y

AR IR BY B 0 JIE

FEFHRNNFBEMINIESE. ARERESFIFESHRIVER/GH backend.json XHFHRMIT tridentetl

backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RN, FHRERRNAEAENONTAP LAFIEE, FTFREHTERER. WD
O B, STUNBRENS NES, AREREHABBIED, 2 BHAONTAPRE HISEE

BiERAIPXNEIRENIAR, BASHMZERLNEEER. FinEHMMRIITRATidentA] LIS ONTAP
[EimiE (S H IR KAV EIR(Fo

ATridenttlZEEEXONTAPHE

oI L BIE— 1 EERESRAIONTAPEE AR, XFEMANERAONTAPER R ABETridentPHITIZ(E,
ETrident/GifEC BT ESHAFAEK, TridentiEEREAIZMONTAPER A BRMITIZME

BB TridentH E X A BEMRZE"BXEIETridentBEX ABHNES(ER.
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{EFAONTAP CLI
1. FERUTHSEIENAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERRAEESS
EONTAPAAEESPHITUTTE:

1. SIREEX AR
a. BEEHICIBEEXAR, BEFEE > 18RE
(%) B SVM RQEZBEX AR, BEF EE > FEEM > required svM> RE >
RRMfAe
b. EF AP MARZANEKEN () .
C. FEABEE R,
d EXAEHN, AERERE
2. BAEMINE TridentF: + EAFPMAE TTE LITUTSE:
a. £ AP R AEE RITERT +o
b. EEFFENARE, ARE AE THREPEZEAR,
C. BERE

FEZERBESALUTRE:
* "HFEEONTAPHBEEX AR 'HE"EXBEXHE"
 "S5/AEMARhE"
{ERX A CHAP WiFiEE
TridentA] LUEA A CHAP XF iSCSI 1178 9381E, “ontap-san'#l “ontap-san-economy @#l. XEERF

FB "useCHAP E/GIHE X PHIDEI, 188 true Tridentid SVM BN L EEIZEF R L E AN A CHAP, H
MEHRXEFISERAPZMZH, NetAppBINEAXE CHAP MY ERE#HITE R, ES WU TRAIEE
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ X "useCHAP iZEH 2 — M RTIET, JEEECE—R, FRIAENR false. —BIFHIEE R true,
M EBBHEHIGE N false,

b9 useCHAP=true, X chapInitiatorSecret, chapTargetInitiatorSecret ,

chapTargetUsername , # chapUsername FEMMBEERIKEXH, SIBERE, ATLUEIETUT
MORENRFEE: tridentctl updateo

TIRRIE
BT E useCHAP RIS E N true, NEFEEERISRTridentiEFiESIRECE CHAP, HREELTASA:!

* Z£SVM_LEIZECHAP:

° Y1 SVM BBABEIBRREXENT GUARE) *HE*EPRFEEM[TASFER LUN, Trident=
RRIAR2LBIRENT ., CHAP ARHLECE CHAP RiEEREFM BITHF & RER,

° 9N SVM BE LUN, TridentiiA&7E SVM LIERA CHAP, XAFRJ AR SVM EEFTERY LUN RY
AR RS

* BCE CHAP RERRFMBEIFAFARMER; XERMGNERIREETEE (WLEFAR -

BimtlETE, Trident2BIE—PMHENAIES], tridentbackend CRD Fi% CHAP ZHiAM AR R1FEN
Kubernetes Z$H, TridentfEIlb/SimEIERFTE PV #i§@:d CHAP #1TREMER,

RREIEH BN

SR LUEIS BT CHAP SEEEH CHAP £38, “backend.json X, XIFEEEH CHAP ZAFHEA
“tridentctl update' fn % [ BRUXLEEE 24,

@ FHGIE CHAP Z3A8Y, A{ER tridentct BH/GIR. 1E71EAONTAP CLI S{ONTAPR S E
IR FHFMEER LEE, EATidentE T A NRIXLE TR,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T

e —— e — e e ettt
t——— R +

MEEERAZEM; WRTridentf SVM EEHEHE, NXLEEEBHRSRINENRS. MEEERERER
TR, MAERBRSRIENRS. MAHEMEZIBNPVIEElEREREHER.

ONTAP SAN B & EINFI =5

T BRAAITE TridentR QI FEAONTAP SAN IRohiEF, ATHRMEIHREREREIUKL
5 /5IRMEYE] StorageClasses FIIFAAIE R,

"ASA 2 24" 5HMONTAPER S (ASA. AFFFIFAS) EEFMEEMNSI EBEFRAARE, XLET SR MmEL
R, IARPR, "THREZXTFASAR RAESHMONTAPRZAZ BIHIX 3",

W

7
(D) 25 ontap-san'ASA 2 RESSIRETER (5% ISCSI Fl NVMe/TCP 1hisl)

HETridentFIHALET, THIEELENRARASA 2, HIEIEF ontap-san {E “storageDriverName Tridenta]
BEhMASA r2 SERIONTAPR S, SITRFTR, FERKERESHTERTASAR R4,
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CHAP BirkiCEZEH, MNREHNIEIN
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NP &, IMNREMIEIN useCHAP=true
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28 TP BRIA

limitAggrega WRFEAFRBILESLL, MEEXK. NREFEAN  EOAER TAREFIRIT)
teUsage ZAmazon FSx for NetApp ONTAP/S %, &7IIERE

limitAggregateUsageo fefHBY fsxadmin #l
‘vsadmin' A E AR LCSFERBERMFERTridentPRE]
ERRINIR. BE7IEERTASAr2 24,

limitVolumes INRBFERVERNAFUIE, WEEXRK. FNREIE EOABRTREGIT)
ize BIERY LUN BRIRAK/.

lunsPerFlexv &1 Flexvol BYER A LUN #EM 7T [50, 200] SEEIN 100
ol

debugTraceFl HEHIRIIEERREAIRTS, B0, {"api"false, null
ags "method":true} FRIFIEIEEHITHEHIFH B FEEIFA
BEERME, SNEZERILETS .

useREST {EFFAONTAP REST API B9%fR/REEK, true IEHATFONTAP 9.15.1 TXE
ShR4ds, BN falseo

"useREST I&EN “true Trident
fEFHONTAP REST API

5RimaBE, HigEN

‘false Tridentf#f ONTAPI (ZAPI)
BRSEmEE. thEEEEoNTAP 9.11.1
NEEMRA, LI, FrfERNONTAPERAR
AR IR R.

‘ontapi M. FIENXIUHE T X—Ro
‘vsadmin M “cluster-admin’

faft, MTrident 24.06 hRZASFIONTAP
9.15.1 HESREFSE,

‘useREST IZBN “true BAiA; BX
‘useREST %] “false {fF ONTAPI
(zaPI) AR,

‘useREST T2 & NVMe/TCP #rt,

@ NVMe {XZ1HFONTAP REST API, 7%
# ONTAPI (ZAPI)o

MNRIEE, MIBKIGE N true iEHATASAr2 &4:,

sanType BFi%E#E Ciscsi #F iSCSI, ‘nvme iEZAF ‘iscsi MR AT
NVMe/TCP ¢ “fcp” A FE4Fi@i& (FC) LAY SCSl,
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28 TP BRIA

formatOption fEF formatOptions’ A FIBERIEEHRSITEE
s ‘mkfs Zir S EB RIS ILERN N A, 1X$¥u5‘t_]l«,{
BIEECHEFRAHUEZE, BRHFEIEES mkis 5%
PEIIZE{MARY formatOptions, {BABIERIZEFKZ. B0
“-E nodiscard”

% #¥ “ontap-san’#ll “ontap-san-economy’ Xz 3
iISCSI hiXRIIKENFZERF. Lb5h, TEfEF iSCSI Al
NVMe/TCP ¥, ASAr2 24th=32HE,
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oolSize KFlexVolk/)\,

denyNewVolum PRl “ontap-san-economy [GimBIiEHHIFlexVol&ERE

ePools ZE(T LUN, REFSLEEN Flexvol 74 8B FEE
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£ formatOptions AYZEIY
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* RE, FEFEHIT mkfs IE2AEFE (RVVEFRMNBEDKENERAGEREFHEEER) . XBRATE
FREN-K", HEERTFREXHRS (xfs. ext3 Fl extd) .

f5F Active Directory EiEM /Gl SVM J4iETrident B9 5 {7

&R ABEE TridentLAfSE A Active Directory (AD) EiEX [im SVM #1TH D 3IE, 7£ AD #F R LUiKiR] SVM 2
g, EHMECE AD IFITHIZs IR s SVM BViARINR. I FER AD kP #HTEMEIR, EmelEisix
B, 8% "EFONTAPHEZE Active Directory 11z HI28iH10)" T ##¥1H.

pZ
1. Al SVM ECE & R4 (DNS) 1RE:

vserver services dns create -vserver <svm name> -dns-servers
<dns_server ipl>,<dns_server ip2>

2. IB{TLL 84 1E Active Directory 19 SVM SR E MK :

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. ALtk < I AD AP AR EIRE RS SVM
security login create -vserver <svm name> -user-or-group-name

<ad user or group> -application <application> -authentication-method domain
-role vsadmin

4. TETridentFIRECEXHH, €& username M password B 557 AD FAF S4AH B FRFZEH,
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

FFEARAUTARRIEMNFRE % ontap-san IKEhFEF TridentIFlexVoliEIN T 10% HEINEE,
@ IS4 LUN JT#dE. LUN S#REBRFE PVC HiEREMIIA)#ITERE, TridentEFlexVolig

0 10% (FEONTAPHERARIEARSY) . BRIERRESMIIFRIENTESE, INEXE

BJLARALE LUN ErBTERTE2MAZA T ARE, XARERTF ontap-san-economy,

X FRE X Gl “snapshotReserve Tridentit B AFI A/ 750 -

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 ETrident R4 LUN FTEEMENINAINEIFlexVol B910%. AT snapshotReserve 5%, PVC 1a:R 5
GiB, BE{&FAA/\N 5.79 GiB, BJHKA/A 5.5 GiB, X ‘volume show' iZ5 SN B RS RGIZE{INBYLE

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB 5.80GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.508GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Bal, FEXNEFITES ANBTIE R —
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&/ NEEE R
UTTRBIRTRTEREE, HPASHUSHEHERERINE. XREX GH&EENTE.

@ MR EENetApp ONTAP_LfEEFAmazon FSx#Trident, NetAppZRil{&H LIF ¥§E DNS Z#Rm
A2 1P #hiik,

ONTAP SAN {7l

XEERAUTHENEARRE:. ontap-san’@Hl.

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster;= |

ERILEERR, MEBRETHRMIROEREFHENEHREX. "SVMERFTE" .

N T RIMTEEIRF)IRE], EFEE SVM "managementLIF H&BE "svm S5, #Ii0:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SAN &5

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

E TR E D IIIERA
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EXNEAEERFIF clientCertificate, clientPrivateKey ,

A trustedCACertificate

(WNRFERZEER CA, NIATE) “backend.json D FIENEFIHIEF. FAAFMZE(E CAIERH

base64 ‘mi3{E,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX

trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



XA CHAP =15l

XEERAIBE T — NS, useCHAP BN trueo
ONTAP SAN CHAP =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN %255 CHAP =17l

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP =5l

EHIONTAP/GIRAMECE B ER NVMe B9 SVM, X2 NVMe/TCP MEZAGIRECE

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) =3l

WHYONTAPRIRAAECER FC BY SVM, XZ FC MEAFIRECE,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true

70



£/ nameTemplate K /G iREZE I

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ontap-san-economy IX&NFEFH) formatOptions 75l

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

BAEIEREmRRG

EXERAIEHEXXHF, FMEEENENILE TIFENIRIAE, fli: “spaceReserve &8,
*spaceAllocation AR, FH B “encryption' IR, FEINHIEFMESEDPE N,

TridentfE ‘& FEEHPIGBEEITS, 1EFlexVol volume LI &R, Trident TEEZE R TridentfEB i\t _E Z7ER9FR
B EFEEFEES. ATHEEN, EHREERTUANAESNEINEEXIFE, HIRFSE#ITIE,

EXLERGIR, —EEFEBSIREB KNS, spaceReserve , spaceAllocation , # encryption’®
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LEIBSMIME, AELIBESEMIME
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ONTAP SAN Rl
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN &5

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP =5l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

R SRR BITFiESE

LI StorageClass EXIEHE[EE It EiRT A, A parameters.selector FE&H, F
StorageClass #=ig L BRI B FIEES. EEEEMEENEPTEXHNEN A H,

* X “protection-gold”StorageClass R EIE— M EIM, “ontap-san’[Gik. XEM—IRMUEEREIFEVK
o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* X “protection-not-gold*StorageClass RPN EZME=EIM, “ontap-san’'fFifm. FRT EELFIZ
oh, REXLEEMRHEMEIINERF,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* X “app-mysqldb’StorageClass #BRETEISE = bt “ontap-san-economy’ fif. XEHE——1
7amysqldb3E B A2 iR (7 it D B R 77 il

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* X “protection-silver-creditpoints-20k’ StorageClass 1§ BRET E 5 — N Bt “ontap-san’ f5ifk. XEM—igfit
SRZRARIPFN 20000 FAD IR,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* X “creditpoints-5k’ StorageClass #FBRETEIZE =Nt “ontap-san’ 5w 58 0N EE 1A “ontap-san-

economy’ g, XEM—ZH 5000 FR2BIF MM

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* X my-test-app-sc StorageClass FMEIE] “testarp EIUHM “ontap-san BWl “sanType:

nvme, XEM——SIZHXMEI AT testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Tridenti REEB RN, FHBRBTEEBR.

ONTAP NAS IXoHiE=

ONTAP NAS IRopfEFH#EiA
T FRYUNMEIEEFA ONTAPHICloud Volumes ONTAP NAS IRX5h#2 /% Bt & ONTAP /S o
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ONTAP NAS IXchiEFIF1E

Tridentf2 LA T NAS ZEREIERF, AT SONTAPEEHRES. ZIFMIAIEENE: ReadWriteOnce (RWO)
« ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP),

IXchiZF Y BEERX  ZEHIEEER SR HRSR
ontap-nas NFS SMB Filesystem RWO. ROX. RWX. RW ", nfs, smb
OP

ontap-nas-economy NFS SMB  Filesystem RWO. ROX. RWX. RW ", nfs, smb
OP

ontap-nas-flexgroup NFS SMB Filesystem RwWO. ROX. RWX. RW ", nfs, smb
OoP

* f£/ “ontap-san-economy X HFNitHHHEEFEREST..... W ZHHONTAPAEZREH",

* £ “ontap-nas-economy X St FEEFERES T ... B STIHFHONTAPE £ R H" LK
@ “ontap-san-economy IXSHFE R T AE .

* #E/0fE “ontap-nas-economy WIRETIH FEBLIBRIP. REMERBEN A,

* NetApp A IBINFEFFEONTAPIKENFEE H{EH Flexvol BofiE, ontap-san fR9b. 1ER—Fh
TidF%, TridentSZiFEAREBMES, HAERMIAZE Flexvol BE.

PR

TridentfIHALAONTAPEY, SVM BIER 55517, BEFERAUTAN: admin’ £EBHEF I "'vsadmin'SVM R,
HEEEHEREABEZIARRNARF,

3FFAmazon FSx for NetApp ONTAPEBE, TridentFEELIONTAPT SVM B R BE1T, HERAEE
‘fsxadmin' FHF 8§ “vsadmin’'SVM IR, EEGHERABERZRMARNAR. X fsxadmin' AR 2&EEER
BFRHERE R,

WRIRER “limitAggregateUsage FES MM ERHEIERNPR, HEHAAmazon FSx for NetApp

@ ONTAP#ITridentBY, ‘limitAggregateUsage ST ES "vsadmin'# “fsxadmin' BRI, 40
RIEE WS, BEREREKK.

BIARILIFEONTAPH G — M Tridentdk shi2Fr p] LAEFRRRIRGIME BRI AT, BRIIFAZIXIF S, Tridentdy
REHHTRAEZFREIMN API, XL AP BANNAE RS, XESALTERBERR S HE,

EEALEHEONTAP NAS XM Eim
TR EH B ONTAP NAS IXGIFIZFEHONTAPF M ER. F{HIEEINIS B 50,

X

* XWFFRBEONTAPGIE, TridentERZE/DE—NEREHDHELE SVM,
s A LUBTTE N REIIET, FHelEiERER— R B — M RIEFHEESE, Fla0, EaTUERE—MERL
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T73EY Gold 2§ “ontap-nas' B3¢ RAIEA T ALK ZBH L ontap-nas-economy’—o
* Fi8 Kubernetes TYETI RERMMELLIENEN AT NFS TR, B8R ILLA " EZIFEEBER T
* Trident{X 2 FHEHFIIEITHE Windows T LY pod B SMB %, £% E£&EIESVBE T ¥R,

JTONTAP/Sim#H 1T & {956 IE
TridentiZ2 2 FEFHONTAPG I S I8 F A o

s EFEIE: MERXFTEXONTAPEIHAE EBHNIR, BINERASTEXNZE2ERAEXBHKS, Fi0
: “admin’Z¢#& “vsadmin IR SONTAPIR AR ATZE RS,

* BT MEABERGEHEEHIET, Trident7 BESONTAPEERERS, A, FRENXMIAEEEFIHIE
. BIPMZEE CAIER (GIREER, BIER) B Base64 b3 {H,

TR UEHRNE R, UWEETFRENAEZNETIEBNGEZE# TR, B2, —RRAEXF—MHEHRIE
Fik. BYMREIRERNZMINIES A, BAMEREEFRERNE %,

@ NREZ AR R EFTELES, WEHSIEFEAW, FHMER, BRAEEXHFFREETZT
BRI %o

BRETERENSHIIE

TridentEE SVM SCE/ER TR EEAMNEIEA BE5ONTAPGIRES, BIVERREN. MEXWAR, Fi
: admin B{F vsadmine XHEAILIMRSARFKONTAPHRAMBIFED, XIMRATTESAF—LEINEE API,
AR Tridenthiid<FEH. RAFUEIEZBEEXZEERACHEBEESTrident—i2EA, BREBIGXEM.

[EimE MR TR
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worker-node-prep.html
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"credentials": {

"name": "secret-backend-creds"

FAR, BREXEW—UAXAFEEERIMA, EiReIETRE, BFR/Z%ER Base6s #HiT4H
13, HEFEER Kubernetes i, FiRtIE/EHEH —EETHRETIENSE, Alt, XR—ITXREERHITH
121E, H Kubernetes/{ZiEEIERHIT,

BREFIERNSHIIE
WA SR UERIE B SONTAPEmEE. FiREXFTE=TSH,

* clientCertificate: &R UHIEHH Base64 4Ri5{HE,
* clientPrivateKey: XExfA$AHY Baseb4 4mb3{E,

* trustedCACertificate: {51E CA iEFHI Base64 miZE, MRFEAZEERN CA, MAMIRHILSE, W0
REBFEAZEEIERMANME, Nel 2RI E,

HANTIERIZEEUTI R,

p
1 EREFPRERNER. £, FEREM (CN) REANEHITEHIIEFIONTAPAF,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. [AONTAPEEEFRINRIEER CAIEH, XFAIREELMFHEERLMET, NRLIHEERAREEIEBMEN
1, BRI,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. TEONTAPSE B L REXFIHIEPNER CRESE1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. #INONTAPR 2B RAB X "cert’ BHIIE .

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-—-name>

5. EAEMMIEBHITEMIIE, 55 < ONTAPEIE LIF> A <vserver > Bt N EIE LIF IP #ihtF] SVM
B AR LIF BUARSZB:REEEIRE N default-data-management,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F Base64 XIEH. BAMZIEERN CA EHHITHID.

base64 -w 0 k8senv.pem >> cert baset64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4
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7. R E—PRFHEIERR,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— et et it
- F—— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o - Rt et bt
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et bt et P
- e +

BB HEIES AR
EEUEHIEER, LEARRNS NS AR SR, SR ARMAN: (RS 5/EB0ER
AINEHAERIES; ERIERNERTNBAET AR S/ERNER. Sk, CARRRIENSHRIE

FAFRINFNBRINIES %, ARERAEESMRESHIERGR backend.json XHFRMIT tridentctl
update backendo

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

RIEIE, SRR AR A EHONTAP LA WS, TR TEREH, BINES
O 5, SIUIRRRINS MR, REHEHARRES, 2 FHE A ONTAPSEH B HiE

EMREASTEHNEIEZENINN, BASEMZERUNEER. FinEMHMRIRATident ] LIS ONTAP
[EimiE(EH A IER KA EIRFo

ATridentBZZBE X ONTAPAE

TR UEE— T BEERMRNONTAPERE AR, XEFEMALERONTAPEE R A& TridentPHITIRME,
ETrident/RiRECEFEERAFP R, TridentRiERERIZAIONTAPEE A B RANITIRIE,

BESH TridentBE X AEEMZE"EXEIBTridentBEX ABHNESER.
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{EFAONTAP CLI
1. FERUTHSEIENAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERRAEESS
EONTAPAAEESPHITUTTE:

1. SIREEX AR
a. BEEERLICIRAEEXN AR, HEEEH > RE

(%) B SVM RQEZBEX AR, BEF EE > FEEM > required svM> RE >
RRMfAe
b. EF AP MARZANEKEN () .
C. FEABEE R,
d EXAEHN, AERERE
2. BAEMINE TridentF: + EAFPMAE TTE LITUTSE:
a. £ AP R AEE RITERT +o
b. EREFFMNAFRR, ARE ARG THXREDEEAE,
C. BERE

ELERIESAUTRE:
* "HTEEONTAPHEEX AB'HE " EXHEXAR"
s "S5HeMAFE
EIE NFS SR
TridentfiEF8 NFS S SRB& Kz 3 EFrEC &SRR,
TridentfE 20 IR H O SRR AR (LR |
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* TridentA] UGHSBEESHEREAS ; EXMRERERT, EEEERIEE— CIDR }RFIFK, XLt CIDR
RRAFSZHW IP ik, TridentSELFBIN EIEE FXLESCERERT A IP ANEISHEREH, &,
MREEIETE CIDR, N AGEMNT A EREINFAELETENEE IP FNESH SR,

* EREEERTTUCIESHREHFARIMMN, BREIEFERERIEE 7 ARNSHERERZTR, S Tridentig
BELAS H R,

A EIEH %R

Tridentig T EhAEIEONTAP/SIn S HERERBITNAE, X, FHEEERMAILUEELETN R IP A= E]
, MAEZBFEEXRBHBMN. EAKELT FHRBEE,; WIRHRBEHNEIFBEENFHEEEETALT
o Itb5h, XBEBTR/MNEFEERENNFRGENATFESEE P MIEEECERNT R E, M4
EMBmEE,

@ EADSSHERE, B7ERMEILEEI (NAT) o £/ NAT B, F#EEHISRERRERR
NAT st fAESEFRRY IP EANMAE, EitbS7ESHAN PR LEHET, HRNEHRIES,

Nl

HIERRMECEED. UTR— 1 aimEXRf):

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autokExportPolicy: true

FERILIIRERT, IR SVM FREVIRIESE S B ATOIR SRR, ZRISNS I A
()  HACDR (FENBGASHIER) . BAUENAPPHEIVRESRE, NTridentEF—1
SVM,

TEUERREAEG, BRI TIFRE:

* autoExportPolicy BN “true., XZEMATridentz AFERILEHREEENENELIE— ) FHEE,
‘svm1 EA SVM RIEF N 897 I0FIMIBR “autoexportCIDRs #IliE R, EHEEFZEITRZA, ZEFERTH
SHERE, KEEAFNRE LI ZENRERINBIAR,. HELBITRI, Trident=t|E— S HEE
, LRSS EEIETE CIDR IRAT A IP KR gtree B FFHEE, XLE IP #ili- R 7RINE L FlexVol
volumefE AR T H HRBEH,

° f5gn:
* f5im UUID 403b5326-8482-40db-96d0-d83fb3f4daec

* autoExportPolicy I&EAMN “true
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* IFEBI4R trident
= PVVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159¢c1¢c

* 24 trident_pvc_a79bcf5f 7b6d_4a40 9876 _e2551f159¢1c BY gtree 974 JIFlexVol#y FlexVol 8132
T—1MSHHEM, trident-403b5326-8482-40db96d0-d83fb3f4daec , &M gtree FEH
HRRE
‘trident_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1c’ LIR— N N “EH S H R HY
‘trident_empty 7EZ3FEEN L.  FlexVolRH HREERIFINIIE 2 gtree TH RSP EEFVERIFLNAY
B, FRRMMINNEEEERT S MR,

* "autoExportCIDRs' & &t iRT|&R, IFERATEFE, BAIAEN ['0.0.0.0/0", ":/0", WMRKEX,
Trident= ANELET R LI EIBIFRE AE R HHIE R ERERI R L,

EXMIFHR, "192.168.0.0/24 Bttt =ral, XEHKE, (UTFIttiIEERNEE%% Kubernetes T IP
BT 2RI E TridentB 2R SRR, HTridentIMEBITAEN T R, ESHRRZTIRAY IP ithit,
FHRESRMHAMUBRIHITIEXY, "autoExportCIDRs & AT, Trident?ExdiE IP HiltfE, SANEBAHEIR
T RAE iR IP 6 S HERBEAIN,

&R LAE# "autoExportPolicy' #1 "autoExportCIDRs It 2 G, BTEHITUTRME. EaIUANEMEEN
[EimARINEAY CIDR, SEMIFRILER CIDR, MR CIDR BEZIMING, HBEFMEEELRSIF, EHaLiE
EZF "autoExportPolicy' X Ffaim, SNRHIMEE, WELRREIFHEIZNSH KR, XEFEHITIRE
“exportPolicy’ f5imAL & VS 2K,

TridentB| B EFGHE, EUERAUTHSKERIR: tridentctl SiAERNAY “tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

H— P TUREBEERE, Trident2EPIESHRE, UBKRSZTRARAARMN, BIMRERIRSHER
BREPFSERLLTI = IP, Tridente] LABSLEEE R, FRIFEEF PRI REREAL 1P,



WFErEENGR, ERAUTARNEHGR: tridentctl update backend R Trident B ch E B H O 5REL,
XHE, HEEN, MILNEFHLUSIE UUID f gtree BB SHERE. BREFEENEEMHEHERIES
&, RBERMEIENSHERE,

@ MErEE B ERESHERRNERFEMRESEIBISHERR, NRERKERCIE, RN
N—TIHBER, HRESEEIBE— TR,

NRIZTHHT R IP #uLER, NHMERIZT R EMTrident pod,  TridenthE /5 EHH EEMN FIHAYSH
HRBE, LURBRL IP &

HBIESMBE
HIEAES, EMUERLTANEE SMB % "ontap-nas’ B#l.

1ETTE SVM EFEIREZE NFS #1 SMB/CIFS i 7 #E£I# “ontap-nas-economy i&F
O TONTAPASSEE) SV . MIRAMEESE RO, HRTH SMB Bliesk
o

@ “autoExportPolicy’ A2 #F SMB %,
FaZ Hi
FECE SMB B2, B MEEU TR,

— Kubernetes &£8%, 85— Linux I£H128 T = F1ZE/L—1ME1T Windows Server 2022 B Windows T
ERH R TridentXZFEHEEITIE Windows T LB pod Y SMB %,

EDE—1EEEH Active Directory EiEIITridentZ A, EMME smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
* BEE 9 Windows BRZEHY CSI I8, ERCE csi-proxy, BB "GitHub: CSHUIE"'SHE"GitHub: EHF
Windows BJ CSI fXI2"iEAF7E Windows _EiZ1THY Kubernetes T 52,

$HIE
1. JWFAHEFEAONTAP, EAILUEIRAIE SMB =, & Tridentr] LA AERIFE—

_._

@ Amazon FSx for ONTAPEZE SMB &%,

TR LUBE AR A N2 — 82 SMB BIEH = "Microsoft EIRIZH| 8" HEX MR ER BT E
FAONTAP CLl, fEFHONTAP CLI &l& SMB ,\;'

a. NBAXE, FEIBHZNE RSN,

iX “vserver cifs share create Zm S HEELIERLZRY -path EIMAPIEENKRIR. MNRIEENREREFE
, MELHITEK,

b. A 5EFE SVM XEXHY SMB H=:
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vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. WINHZEELIR:

vserver cifs share show -share-name share name

() s#sieiE svs £ TREAER.

2. S| EmE, HRECEULTRBUIERE SMB &, BXFE FSx for ONTAP/GIRECEIEI, i5ZI%"FSx for
ONTAPEZ & EIFR "

S T30 Al
smbShare BRI LIETE LLTF—I0: {8 Microsoft EIEiz4I& smb-share

Z{ONTAP CLI 8l SMB £EMZR; 2

P TridentllE SMB XZ=MZFR; SHELERTLUESE
BB LIE B AFEIEZRE, WFaAithEE
FIONTAP, ItBEEA%EM, Jtt%é:ﬂzmAmazon FSx
for ONTAP/SImRFRA B, FBENT,

nasType AR BN smb MNRAT, MEIANT, nfso  smb
securityStyle MENZeEFE, DINKE RN ntfs’HE "‘mixed & ntfs'HE "mixed EHTF
AT SMB & SMB &
unixPermissions HEER., W SMB &, ILhIUNKIEZ, "
BRAZ£1 SMB

M 25.06 hRAsFF88, NetApp Tridentiﬁﬁﬁﬁ UTAHRLZLEECERN SMB %: “ontap-nas'# ‘ontap-nas-
economy' [Gif. BEAZXE SMB &, Er]LUERARITEHIFIZFR (ACL) /3 Active Directory (AD) P M R 412
3+ SMB £ZMZITIHIE,

EERENER
* 5\ “ontap-nas-economy R #FE.
* (X 3FRIE7EE ontap-nas-economy’ &,
* MRBATERE SMB, TridentE RS FimiR A SMB £=,
* BT PVC AfR. R IEMNEIRTEASEMH SMB H= ACL,
* 5efg PVC AR ER SMB H= ACL F5 TR PVC FBY ACL,
* BAR4% SMB B, ERRIEMEERN AD BF. BERAFPBASERMENARIERZIZR (ACL) H,

* NRAEFH. FERM PVC FAR— AD BFRIRERERNR, NARLSLLN: PVC. FiEE, AR
EEiHo

* ¥ & %E SMB ‘ontap-nas' (NEATHEESRN, FEATIHEEES N
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g
1. 7£ TridentBackendConfig F$5%E adAdminUser, 30 FFIFfR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

2. ETFRESE IR RR,

70 trident.netapp.io/smbShareAdUser  MTFEERHFITIE, UESHELEEN svB &EiE, AP
JERFIEERME trident.netapp.io/smbShareAdUser WiZ5IEEMNAFAMEE smbcreds #

o TRILIMUTEIHEE—D " smbShareAdUserPermission: full control, change, 3§
& reado BAIAMYPRZE full controle

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. & PVC,

U TFRBIgIEPVC:
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NAS Bg & iEInFmn5)

S AMAITE Trident R S RFIERONTAP NAS IRTHIEF . ATIRMHEIHAD &R FIUR
15 5 imARET R StorageClasses HIFAA(E B

B BB I
BEETRT RERIEET:

S B 2RIN
version YRR 1
storageDrive {FEIRCIFIZRFEVRAFR ontap-nas, ontap-nas-
rName economy , HE ontap-nas-—
flexgroup

backendName BENX BN FMEEIH IXEHIZF 2 FR + "_" + dataLIF
managementLI £EE¥5f SVM BIE LIF #9 IP st el LIEE T2 fREE  "10.0.0.1", "[2001:1234:abcd::fefe]"
F % (FQDN), WRTridentLZZEBMERT IPv6 frs, M

BJLUSEAFER IPv6 Hitlk, IPve MLbAAAIES

EX, Fyn:

[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
1 o AT EMMetroCluster ITCLETNHE, B
i MetroClusters~ il
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datalLlIF

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X
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iR

LIFtYA9IPHEYE, NetAppiEil3ERE datalIF. SNR
KIRMH, Tridenti§ M SVM FXEY datalIF, ERILUIEE
— P 5E2fREHRZ (FQDN) BT NFS #£HIR(E, MM
B8 DNS LITEZ ) datalIF Z[al# 1T HHit9%,
MIRIKERETUEN. &%, MNRTridentLIEIT{ER
T IPv6 triE, MITETLUSEAER IPv6 ilik, IPv6 i
WA AIESENX, fln:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
1 o *Metrocluster Bgr7b, *&EFHMetroCluster~iilo

B(FAMTZEEIN *Metrocluster BRIk, *&
EMetroClusterfilo

BREMS L EECIEMERN (/RE]. FH
“autoExportPolicy #1 “autoExportCIDRs RIEINAEEIE
. Tridente] A BohEEH %R,

FAF333E Kubernetes T4 IP B9 CIDR %%
“autoExportPolicy' E/8A. f#H "autoExportPolicy I
“autoExportCIDRs AIELNEEEIE: TridentA] LABTHE
I O 5RRE,

ENATENER JSON BnEE

EININ

EEMHEIM SVM Ik, WNRKIE
E (RHEP)

SNSRI SVM NIHES MR
‘managementLIF B1E5E

false

['0.0.0.0/0", "::/0"T

B IIES Basess HiGfH, AFEFEBHSHE ™

IE

EFimTAIARY Base64 idE. ATETIEBHNEMHE

iE

R{EE CAEHH Base64 fwiS{E, mlik. AFETFIE

FHSPIIE

BT EZDER/SVM AR Z. BTFEFERNGH
I83IE, B3> Active Directory BHI0IE, 15S% "FH
Active Directory EiEMAGiR SVM FiFTrident BV S 15

o

EERIER/SVM WERS, BTETERENS M.
B X Active Directory S{232IE, 1S " Active
Directory i ME/5i% SVM 8iETrident B9S2,

£ SVM FECEMEN AN, RERTEEN

L {#F ontap-nas-economy # 24 Ngj
EZFRTH storagePrefix B, gtree ¥
FEBMNFEIR, RECIEEES
B,

®

=



aggregate

limitAggrega
teUsage

flexgroupAggreg
ateList

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

iR
RFEREENRE (FIE; NRIGE, Wb ics
SVM) o XtF ‘ontap-nas-flexgroup IRGhA2R, Ithik

WU 288, SNRK7ES, WA LUEREA I BIER
BB EFlexGroup#.

4 SVM R EEHIEEMES, Trident
S B SVM #1TER, MEEE
BTridentiTHl28. HIEETridenth i E
BHEREURESEN, NMRZEBEWE

() &t SVM, NiEkH SVM B4
BY, TridentP BRI T HEBRS.
BB REER N SVM L1EERER
&, WEBHET2MR, ArEFERIHR
S

MRFEAREBIILE DL, NEEEXK, FEA
FAmazon FSx for ONTAP,

BTFRENREYIR (AhE; MRIEE, WKmsic
¢4 SVM) . ficth SVM IR ER&# A TS
&EFlexGroupt, ¥ ontap-nas-flexgroup 7Zf&IKzEH
52

H SVM R EHIREFHES, Trident
SE L SVM BahEHIZYIR, ™
TEEMB N TridentiTHlZg, HE
ETridentPECE T 1 EMER S 5IRFKE
@ EEN, NMRREVIREEMZHZH
SVM, M7Eii8 SVM BEEF, Trident
Y EIRIEHNE KRS, EAEER
BYIRERN SVM EIFEMIR, 5
ﬁll%ﬁi\%%ﬂﬂw%, T REfE G S Bk

MRIFRPERNAFIE, WEEXK, L, EF
FREIT qtree BEIEMENRAKN, KUK
“gtreesPerFlexvol LI 78 1F B & X & FlexVol
volumelIER K gtree ¥ &,

HWPEHERIN EFEAIARINS. fli0, {"api"false,
"method":true} iE701# A "debugTraceFlags FRIFELE
ERITHEHPRH B S E ¥ A H S,

B2E NFS 3¢ SMB EH8JE, EINAE nfs, 'smb'
TMH, IREN null MERIAER NFS %,

LUE S 3 fRRY NFS EEIEITIR, Kubernetes A

SHEFETUBEEFEETIEE, BNREFMELFTR
BisEEHED, Tridenti§ELREIGEAFEEIRICE

XHHPIEERERIET, NREFMERNEE X PR
IEEAEHED, TridentBFRSEXRBKNFAL L

REERHERHED,

EININ

(BRIAER FARoRHIHIT)

(BRIAER T ARo2HIHIT)

TR

nfs
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28

=

gtreesPerfFle
xvol

smbShare

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

adAdminUser

D%

S FlexVol B95&K Qtree $ENFE [50, 300] SBER

BRI LFEELLT—IN: {EHH Microsoft BIRIZHI&
aONTAP CLI ¢I7EAY SMB HXEMZFR; 2FTrident
832 SMB HEMRZR;, REEATLUESHES UL
WENALHEZHE, WFARMIBENONTAP, S
HEER, LEEHEAmazon FSx for ONTAP/SikFR

HER, FHERNZ,
EFIONTAP REST APl B9%R/RE#K,

‘useREST & &

7 “true Trident{EBFONTAP REST AP| 5/5ig&E(E;
LYIEE N false TridentfF ONTAPI (ZAPI) AR SE

imiEfE. thIhReHR

EONTAP 9.11.1 EShRA, Itb5h

, FRfERBIONTAPE R A BNINERIHIRINIR.
“ontapi' N, FIENXITUHE 7 X—Ro vsadmin
‘cluster-admin a8, MTrident 24.06 xZSFIONTAP

9.15.1 ESREFA,

‘useREST I BN “true ZRIA

{8; B 'useREST % ‘false i/ ONTAPI (ZAPI) i

Fo

7f ontap-nas-economy [5imfEMA Qtrees BY AR &R

AFlexVol X/,

PR “ontap-nas-economy [GimBIEFHTHIFlexVolERE

SE(TW Qtree. RFETNFIFTER Flexvol A BEFFEC

BEHHY PVo

BBEX SMB £Z5¢

258X PRAY Active Directory &

ERAAEAPSE, F£RLSHAN SMB HERHE

EHAR, HEFHTEERNR,

I E N fFinED & LW

R LAE R A MUz H BIA R E

28

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

94

1D

QiR = [E] 53 EL

TEFERN; T () HKRE (1)

BfEARYIRIRRER

EININ
“200”

smb-share

true EATFONTAP 9.15.1 HE
ShRAs, BN Cfalseo

(BRIAER FAo2HIHIT)

‘defaults ECE#B7. Bla0, HS N TEMEERG,

BIA
uE EI\JU

B
R

EHAIRNENTN QoS KM, SIEMI/ERE "
# qosPolicy 3 adaptiveQosPolicy Z—

EHOIEMNEDEEIEN QoS HI&H, S Mt ™
[E#%3% qosPolicy 5% adaptiveQosPolicy Z—o

ontap-nas-economy Rz FFILINEE,
REBFEBNER DL

AR A“0”, “snapshotPolicy 7T
, B



S iR ZRIA
splitOnClone GIERREREAMESEPDELER “false”
encryption E#1E _ LB FANetAppEIIE (NVE);, BRINREN “false”
falseo EFERILLIRIN, WIMIEEEE LIRS NVE 7]
HEA NVE, MIRGEiREAT NAE, M7ETrident?AS
BEAEEIEEA NAE, 258, BSH
: "Trident?1fAl5 NVE #1 NAE thET1E" o
tieringPolic PEHREERT
y
unixPermissi ¥EED NFS EMIKOS 777", SMB &
ons NiwAES = (FER) -
snapshotDir  1FHIX AT A EAVIAER " .snapshot BR NFSv4 J9“true”, NFSv3 J“false’s
exportPolicy HOKEKRHEER “BRIN
securitystyl HENZEHER. NFS HiF mixed #l unix £ NFS BIAEHN unixoe SMB ERIAE
e Mo AR "mixed 1 “ntfs' 2181, A ntfso
nameTemplate FAFEIEBENXEBRTHIER,
% QoS HERA S5 TridenttE S EAEEONTAP 9.8 HES AN, EMNZERIEHZR QoS HIRA
©) | SFRRERARRATS VR, 36 0oS HBMBMNETAATIFHUNEFILE £
EheERG

UTR—IEX T AIMERIRA:
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

7T ontap-nas #M ‘ontap-nas-flexgroups TridentIMEFEBEMBITESZE, UHRFlexvol RS
5 snapshotReserve B pvc IEMILEL, HAFIEXR pvc B, Trident=ERAMBITESESIE
BEEZTENRIRFlexvol o IITEAENBEAFLTE pvc FIREHIBEKRNAIETE, MARLDTFHIER
H=iE, £ v21.07 ZHi, HAFIBER pve (g0 5 ciB) BY, MRMREIMEEDEER 50, MIAEERKE

2.5 GiB HAIETE, XERNAFIEKRKNEENE, snapshotReserve fHPFMWEDL. ETrident
21.07 B, BRIARBNEAETIE, MTridentE®X TIZZTiE, snapshotReserve FHEXRTIANLEME
MBS, XFRERATF ontap-nas-economy. BSRLTRE T EETERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

FHFIREBFNEE = 50% B PVC iEXK = 5 GiB WIER, S&HA/NA 5/.5=10 GiB, sIAA/INA 5GiB, XIEERAF
7E PVC B3R ABIEREIA /X “volume show Zi SN B SIS NBIE R |
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Aggregate tat ype 5ize Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74

online AW 18GB
pvc_eB8372153_9ad9_474a_951a_@8ael5Selcdba

online RW 1GB

Vserver Voelume

2 entries were displayed.

FekTridentty, TRIRENIERFER ERAFREES. M THERFCIENS, EROZBEER/NAEENRE
BX, 53, —1 2 GiB BJ PVC “snapshotReserve=50"Z BIRIERZ— MR 1 GiB AJEZja|iy&. i, &
EX/NAE R 3 GiB, E7E 6 GiB W& L ANEREFIRM 3 GiB eI 5 =8,

&=/ NECE TR
UTTREIRTRTEAREE, HPASHSHEHRERINE. XBENX GihHERTTE.

(D WRETENetApp ONTAP_LfEFAmazon FSxATrident, X7 LIF 18 DNS &A= IP #
ko

ONTAP NAS &% {5l

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS Flexgroup 5!

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

97



MetroCluster; 3|

ERILEERR, MEBREVHRMYIROEREFHEFNEREX. "SVMERFRE" .

NT LM TEETIRFIRE, EFEE SVM "managementLIF FH&BE “datalLIF #] "svm &3k, fl40:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB &R

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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E TR SIS

X— 1M /NEHEEERAl, clientCertificate, clientPrivateKey , 0
trustedCACertificate (WIRFERAZEEN CA, WAAE) “backend.json 73 5ENE FimiE$. FAfH

MZ(S1E CAIEBEY base64 FRET(ES

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

B Ehth O BERR G

AR fBlEE RN R TridentfE RIS S H R K B i SIRMEES H R,

‘ontap-nas-economy’# “ontap-nas-flexgroup’ &l#lo

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4

X¥FUATERBER:
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IPv6 =15l

XMGlF3RBE "'managementLIF /A IPv6 ik,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

{EF SMB % AJAmazon FSx for ONTAP/R 5!

X “smbShare £/ SMB & FSx for ONTAPEZE Lt &4,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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£/ nameTemplate K /G iREZE I

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

BAEIERERRG

ETAFRRIRGIEREXXHR, FIEEEDEIRE TIFEMEIANE, 5I%0: "spaceReserve /&4H,
“spaceAllocation’ 1R, 3B “encryption iR, FEINHIEFMEIEDPE o

TridentE ‘& FERPIKERETE. FlexVol LBI&EIFIL ontap-nas & FlexGroup 'ontap-nas-
flexgroup . TridentfEECENSEEMNN EMFEIREEFEEHES. N T HERL, FHEEEZTUATST
EINHEXITE, HIEREXEH#HITHH,

EXLERfF, —LEEBIKEB NS, spaceReserve , spaceAllocation, # encryption'd
LEIBENINME, BEOIBEERIME
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ONTAP NAS Rl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

102



app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS &5

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

R IEimBR e BITFESE

LR StorageClass EXIEHR[E A it Einn 0. #H parameters.selector FE&H, &1
StorageClass S EMLEEINET B TFIEES. ERABMARPTEXHNE N HHE.

* X “protection-gold’ StorageClass 1GMEIZIE— M HEZ M EMM. ontap-nas-flexgroup [, RBEXLE
TR E SRR,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* iX “protection-not-gold’ StorageClass &M ET 2|5 = MIE MM EIR, ontap-nas-flexgroup [Fif. FRT
BRI, REXESMRHEMERIIBIRF,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* X “app-mysqldb’StorageClass R EIE MM, “ontap-nas' [Fif. XEM——ImysqldbIEEILY
REFRHFENEEENEZE T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* iZ “protection-silver-creditpoints-20k’ StorageClass 1FBRETEISE = M E A, ontap-nas-flexgroup’ [Gif.
X MR HERERRIPA 20000 TR BIFZ A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* X “creditpoints-5k’ StorageClass ¥R EIZE =P EMM. “ontap-nas [GimHIE =M EINM "ontap-nas-
economy'fgif., XEM—1ZH 5000 FR2BIF M~ mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenti RELESRI M EM, FHIBRBREEBER,

B3 “dataLIF #JAECE G

R ETRG, ErILUBEEITIA TS REN datallF, MMAFBEIR JSON XHREEH G
dataLlF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D gN3R PVC EZE— MR, NBIUEPIEHRENIRRERT, AERBRENENAE, UE

#7189 dataLIF &3

L2 NRIlRA

£/ ontap-nas IRGHIEFHITEIRALE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£/ ontap-nas-economy RHNIEFHITEIRECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

[EIRECE R hEt
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

{8 ontap-nas IRENFEFRITEELRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

(D EHLRIAIN "annotations’ KM L £HISMB, INRKHERE, TiLFWEL PVC FIRE T AEE
» &2 SMB #IELF.

£/ ontap-nas-economy JXEHiZFHITEESER G
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

BEEN AD R B PVC {7l

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

BE%1 AD BF R PVC Rfjl
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSx for NetApp ONTAP

¥ Trident’5Amazon FSx for NetApp ONTAP

"Amazon FSx for NetApp ONTAP"@—INE£EER AWS RS, R FZohFET
FINetApp ONTAPTFEIRERAZIFNX RS, FSx for ONTAPEZRRENSFI R IEZTE
BINetAppIhgE. MREFMEIRRES], FNERTE AWS LEEHIENER M. 8uEE. &2
MR B, FSx for ONTAPSZIFONTAPX R A THEEFEIE AP,

f&AT LA Amazon FSx for NetApp ONTAPX R4 5 TridentfERY, LAAFRTE Amazon Elastic Kubernetes
Service (EKS) Hiz1THY Kubernetes ££8% 0] LABD & HONTAPSZ RV IRFI X 5 A B

X RAGEAMazon FSxPMEERIR, FINFTAMAIONTAPERE, 81 SYVM H, EAIBIE— M HZ1E
, XEERRATEEXHRFERIXEI R HERER. Amazon FSx for NetApp ONTAPR{EA RIRITE
XHRGR M, WX RGEENRT * NetApp ONTAP*,

BT R Trident5Amazon FSx for NetApp ONTAPZE &M, &R LIA{RTE Amazon Elastic Kubernetes Service
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(EKS) FiE1TH Kubernetes S8 7] LARC & FHONTAPZ VRIS 4T A B

&R
eI TridentFI E SR "EIE FSx for ONTAPS Trident&Ery, (BEE:

* LB/ Amazon EKS &£ E¥5{ B &I Kubernetes ££28% "kubectl B&%,

s BT ET SulA R A Amazon FSx for NetApp ONTAPX 4 R TZAEREIAA (SVM)o
* BESRTFIIIETS"NFS 5 iSCSI'

@ 155 3% P8 Amazon Linux 1 Ubuntu FREEM T s E S BIHITIRME, "D 28 EE"
(AMI) BURFZHY EKS AMI 258,

AREM
* SMB %
* AT AREZIF SMB % “ontap-nas {XPEE .
° Trident EKS i AZ#F SMB %
° Trident{¥ Sz #FE & 2)iE1T1E Windows T EMY pod B9 SMB #&, &% "HEEEESMBE" T RIFE.

* TETrident 24.02 Z &, T£Amazon FSxXHRA%K LEIEN. BE T Boi&HHNET AW Tridentfflbr. F9BALE
7ETrident 24.02 HESRAFP LIV, BI8E fsxFilesystemID, AWS apiRegion , AWS
“apikey L& AWS “secretKey 7E AWS FSx for ONTAPHY G i EC B S,

WMREENTridentdEE IAM A, NATLUERIEEUTAZR: apiRegion, apiKey, #
@ ‘secretKey B FER{ZiEL5 Trident » BEZER, 1EZIR"FSx for ONTAPHEL E LI
",

[FRt{EE Trident SAN/iISCSI #1 EBS-CSI IRGHZE

IR ontap-san IREHFEF (flE0iSCSI) 5 AWS (EKS. ROSA. EC2 SfEfAEMtIFI) —iCEm,
N 5 EFREMNZIRZELE I iES 5 Amazon Elastic Block Store (EBS) CSI IXEHTEFHR, N T HRZERZIN
HERSTHE—T S LM EBS i, ERBAESKFIZEPHIR EBS, XMIFERT multipath.conf &1&FR
ETridenti B EHEBR EBS MR TSR BN :

defaults {

find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"
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BRI
Tridentie i FH S5 I0IE 5o

s BFEIE (%) . BEIIZRSMIFMETE AWS Secrets Manager ., &R LAEH “fsxadmin X4 R SR
F X "vsadmin' BF EECEFEH SVM,

TridentFIHIELL...... IFEHIBE vsadmin'SVM BBF, SEFEAEEHERAREZINAREN
@ FF. Amazon FSx for NetApp ONTAPAH ‘fsxadmin'iZF P EONTAPHERE &
‘admin' £E AR, BEI15aZIZIER vsadmin' A Tridento

s BEFEH: TridentEERAZREE SVM EMIEHS FSx RS LR SVM #HITEE,
BXBRBMIIEMFAEER, FERENRNERLRENSNDIIEIRAAE:

* "ONTAP NAS iAJE"

* "ONTAP SAN S {5I&iE"
BN B9IE S 23 BRER (AMI)

EKS 8L IFRIMRERSE, B AWS $HXE 28 EKS 1L T L Amazon Machine Image (AMI)s LR AMI
B fEANetApp Trident 25.02 #1713z,

S COHEE NAS NASZ5F iISCSI iSCSIZZFHE!
AL2023 x86 64 ST 2 2 2 =
ANDARD

AL2 x86_64 2 2 =28 =R
BOTTLEROCKET x £ 2 RiEA REHR
86_64

AL2023 ARM 64 S £ e = =
TANDARD

AL2_ARM_64 2 2 ZHY* =H*
BOTTLEROCKET A £ 2 RiEA RiEH
RM_64

*CMRAERTR, WEZEMER PV
* * FER T TridenthiRs 25.02 B9 NFSv3,

@ INRIEFAFRET AMI RTELLRTIL, HAABREEARZF; XVNERECHKREINiH, 1t
KAIER AMI ERIRT B R 4BER.

FERUTIE#HTEE:
* EKShirZs: 1.32

s RIEFE: Helm 25.06 #1 AWS KihnB4 25.06
* 3FF NAS, NFSv3 #1 NFSv4.1 #5177 M3t
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* SAN IR T iSCSI, FMidt NVMe-oF,
25T
Bl EFfEX. PVC. Pod
* MiF&: pod. pvc (E#. qgtree/lun — £Z5FH, #H AWS Z{HH NAS)
ERELER
* "Amazon FSx for NetApp ONTAPZ#4"

* "XFAmazon FSx for NetApp ONTAPRIIER X E"

tliZ IAM & ] AWS Secret

@Al LIECE Kubernetes pod LUEE AWS IAM B &#1THHIIERIAR AWS FiR, A
SIRMHERA AWS Fil,

() =68 AWS AV BEHTSHE, EURRBE— MR EKS BB Kubernetes 2,

£l AWS Secrets Manager Z4H
BT Tridenti§[@ FSx EEIMARSS 2 A H API KNG EIREFME, AU ERTEEEA EITIHRE, FEXEFIN

LE 7 ERIBE AWS Secrets Manager 20, Elt, WMREEEHE AWS Secrets Manager 50, MFERE
—MNEE vsadmin 1K EIEAIZRER,

It RAFIBIZE— AWS Secrets Manager ZZ$A¥7Z i Trident CSI Z3iF:
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials™"\

-—-secret-string
"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

B 1AM FEBE
Tridentth FEE AWS WRA BEIE Eia1T, B, EEEQIE—EKREE, IHFTridentFRBHINIR,

LU RBIER AWS CLI Bl 1AM 5ERBR

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

5B% JSON Rl
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

232 Pod B{9TE IAM BELUIKELIRS K, (IRSA)

&A] UBCE Kubernetes BRSZMIKF, {EEEIE AWS Identity and Access Management (IAM) A (/8 EKS
Pod Identity 2% IAM B &#HITARS MK KEX) (IRSA). ERIECENERIZARSWFEY Pod ERRILASIEIZAEHE
BERRIBIIESR AWS BRSS.
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Pod 514

Amazon EKS Pod B XBXAFEREEN BIEFEIE, £IAF Amazon EC2 S2fIfRE X4 A Amazon
EC2 iR EEIERI A o

7f EKS £58% LR Pod Identity:

&R LLBE AWS 155 & 832 Pod triR, WEJLUERLIT AWS CLI 7%
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

BEZERIFSH"IEE Amazon EKS Pod S92,

8l# trust-relationship.json X4 :

B& trust-relationship.json X4, f£ EKS ARSS EKEENEHEIE Pod SNt AE. AEERUTEERE
[EFE =R

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json XX f¥:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
b
"Action": [

"sts:AssumeRole",
"sts:TagSession"

RAaRERHINE 1AM At
R E—TIZN A aRRMINEIE6IEN IAM B
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aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

Bl Pod 517 XE£:
7 1AM BB TridentAR 3~ (trident-controller) Z (B8 Pod 519 XxE%

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

BRSSP X B% (IRSA) BY IAM & &
{&F3 AWS CLI:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

trust-relationship.json X5 :

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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EHLUTE trust-relationship.json’ X4 :

* <account_id> - & AWS K ID
* <oidc_provider> - {&fY EKS £E£fY OIDC, &I LUET 1T Fen< X Boidc_provider:

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

B IAM &5 1AM SR KEL .
ABLIETmE, FRUTHSFRE (EL—THEIZRE) MMEizAae:

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

151%5% OICD fRIEHE S B XEX:

1ﬁﬁ%1*l$ﬁfj OIDC ;E{#*Erat_’lu\mﬁﬁééﬂ*o lu\__I-L/(ﬁFEL/{—Fn ﬁ?igﬁ-ﬁE:

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

NRBHANE, BERU TR IAM OIDC KEXEIEAYEES

eksctl utils associate-iam-oidc-provider --cluster Scluster name
-—approve

NRIEERABIZ eksctl, BERLUTRAITE EKS ARSI CIE IAM B

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

L3 Trident

Tridentf&84t T Kubernetes F9Amazon FSx for NetApp ONTAPTZEEIR, FEENHALAR
MEBREB T T TNAEFIE,

SR LUMERLU T A ZE2Z—%R & Trident :
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* fiE

* EKS M4 e

YNREEARIRINGE, BRE CSI RIBITHEE T BBH NCSIEERRBINE" TRESER.

Bid Helm ZZTrident,
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Pod 519
1. FMNTrident Helm B JE:

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BFRBLUTRAIREETrident :

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

TR LAGER “helm list EEREFAE RS, FIMIRZM. ssR=iE. BR. RS, NAREFIRZAH
BiI S,

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

REWFh= (IRSA)
1. FM0Trident Helm B E:

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BB SREE M S0 E:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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ERILUER "helm list BEEREFME SRS, FINBHR. R=E. BR. RS, NMNARFRE
MEIT S,

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2506.0 25.06.0

WNREITRIER iSCSI, BHREFEENEFIRITEN _ EERBHE iSCSI, tﬂ%uﬁﬁaﬂﬁm A|_20231
ERSRIERS, ALUBETE Helm REDRINT RESSEKEIRE iISCSI BF in

(:) helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

iBid EKS 1%L Trident

Trident EKS &S RMNLZ 24T HEIREE, HED AWS I, A5 Amazon EKS E2&fEA. EKS ff
H{EESREISIF AR IER Amazon EKS EB L 2RE, HE/TE. IEMNERGEHFIENIES,

£79 AWS EKS ECE Tridenti&it 2 /i, EHEAREEREUATHRMA:

* HEWIMITIFM Amazon EKS S KA
* AWS X AWS Marketplace FIRR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 2£8Y: Amazon Linux 2 (AL2_x86_64) 8% Amazon Linux 2 Arm (AL2_ARM_64)
* TRIER: AMD ZARM
* A HIAmazon FSx for NetApp ONTAPX {424t

BREERTF AWS M Tridentif

122



BiETHIe
1. TH Amazon EKS 1Z#l& https://console.aws.amazon.com/eks/home#/clusterso
2. TEMSMERD, EEEE
3. EERENEHEIENetApp Trident CSI $HFRIERER TR,
4. FFMINAMG", AEEEREESHMAH
S. BRBUT S BIkZEE M
a. | TREENAWS Marketplace MiNAH EE 5, SARTEIEREDIEAN Trident’s
b. 3%Eh“Trident by NetApp iEA L A EEIE,
C. EET—F
6. T EEFMARH IEENE L, WITUTRE:

() SR Pod Identity 35, BT XS,

a. ISR EE R hRA",
b. INRICEERIRSAR I, FHRIKENAREIREPRIENACEE:
BEFEEERER RE

* RERMTINAMECE 5 R HEITIRME, HIFECE(E B8R0 H RV configurationValues* ZEIg BN IE
FLE—OIEMNAE ARN (BREAUTHER) :

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
NREF BEENHPRERRTGZE, WRERRAN—IEZMREAEZHK Amazon EKS ?EE#W%E
mHo MREFBRLIAT, 37 ESTMAENREFENR, MWERIFRHAK, ErILUERAERIEIZER
KHEARPE, EEFIETNZA], BHR Amazon EKS BT EREFEBTEENRE,

LB = S S
8. FEERZMIANI A L, IR

mtRRTmE, BRFERERENES.

AWS CLI
1.8# "add-on.json {4 :

T Pod #RiR, EEALUTEI:
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https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

FHFIRSAIAIE, BHFEALUTHEI:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

() K <role ARN>'fEF8_E—2 BIREIR i ARN,

2. %% Trident EKS #fH
aws eks create-addon --cli-input-json file://add-on.]json

eksctl
T Rflan<SRETrident EKS &5 :

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

F#Trident EKS 1
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EEEHS

1. TH Amazon EKS 1Z#l& https://console.aws.amazon.com/eks/home#/clusterso

2. TEMSMERTR, TEEE
3. ERE R EHFTHNetApp Trident CSI iHHERIEBEZ T,
4. FEFRHTINLA ML X,
5. 3%%“ NetApp Trident ”, SAEEIR4RiE",
6. 7L ENetApp Trident "BIE £, HITUUTIRME:
a. HREFEEEAN RE
b. BAFIAREIRE", HIRBESZEHITEN.
C. EEFREFEN
AWS CLI
T RBISEHT EKS $&EF:
aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctl

* BIREERY FSN Trident CSI #fFRIHATARAS. R "my-cluster EAERIEEE 2,

eksctl get addon --name netapp trident-operator --cluster my-cluster
Tl
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

s BiEEEHE L —F 4 “UPDATE AVAILABLE  FiR [EIBIRRZS,

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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WNR(REBE *—-force ANRIEINFN (L Amazon EKS IEHIRES B BRNIZE R, NEFH Amazon EKS
IR, ERBKEI—%EIREE, UREBER TSR, EEEHEM 2 A1, 15H#1R Amazon EKS &4
FEEBEEEEEMNLE, AAENSBEXEIRE, BXIIRENEMATNNEZEE, BESA"E
#"s BX Amazon EKS Kubernetes FEREIBMNE ZE R, 15" Kubernetes FEEEIE",

ENEFE PR Trident EKS 1&t
&A1 LB S %Rk Amazon EKS {5 :

© (REAEEE FRIMIINERM — tEiIEIFZ PR Amazon EKS WFTEIRENEIE. ©EEUE T Amazon EKS @& E
UM B ohEH G BohEH Amazon EKS fiF8IINEE. B2, ERAILUREER ERMIINERE, IhED
EHEGRANBEIERE, MAE Amazon EKS i, EFRILER, {EERSHIENTE, RE -
preserve fn L HHNEIA TR B iE M

* MEBPTLBBRMIINEE — NetAppERiN, REEHPEEEMEFRKIT Amazon EKS MIINAHLRY, 7
MEBERIEERZMINNEA S, #BB% --preserve IEIN “delete FEIRIGEHIITH S,

() MBEERET 1AM P, WRSBRE 1AM 5P

BETHIe
1. TFF Amazon EKS 1Z#l& https://console.aws.amazon.com/eks/home#/clusterso
TEEMSMERD, TR EE
ERE MFFEFRNetApp Trident CSI {EHFRIEEEE R,
MDA EI =, AEIEE NetApp Trident "o
T HIER
7E“T8PFR netapp_trident-operator HIA"FHEER, HITULTIRE:

a. MNREFHE Amazon EKS FILEIRGEMFENRE, HER EEE LRE . IREHREEEELERE
PEonERfE, LMEERUBITEEMINARGFEIRE, BHITIHERME

b. %8\ netapp_trident-operator,
C. I IBR*S

o o A W N

AWS CLI
K& ‘my-cluster INEBRTR, AREBITUTHS,

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve
eksctl

LU e S EIE Trident EKS {4 :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

126


https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

e EFhEfRin

ONTAP SAN #1 NAS IRGHITZFER
BB EMEER, BEEIE JSON 5 YAML RAMEEXH. ZXHEEIEEEEENEMEEE (NAS I

SAN) . XHRZ. BEMPIRITFIER SVM DUIRINENE#ITE G IIE, UTREIRT T IOREXETF NAS
BITFfE, LARINEIER AWS Secret SRIFHEZE(EAR SVM BYEIIE:
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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BT T a2 LIS Trident/FiRECE (TBC):

* M yaml XHEIEE Trident [FIRECE (TBC), HiEfTUATH<:

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* IGIF Trident [RIRECE (TBC) 2&E EMINEIE:

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx i&FFONTAPIRHFEFFHUIF4E 2
1B LUER L FIREHFER 5 Trident 5 Amazon FSx for NetApp ONTAPER :

* “ontap-san' 8N BEER PV #E2H BH B Amazon FSx for NetApp ONTAPEFH— LUN, HEFERFIRGE
fifo

* ‘ontap-nas' & EEEM PV #2— 1 2EAAmazon FSx for NetApp ONTAP#, #ERTNFSFISMB,

* “ontap-san-economy & 1MNEEER PV #iE@—1 LUN, & Amazon FSx for NetApp ONTAPERIECE LUN
B E,

* “ontap-nas-economy S MNEEER PV #2—1 qtree, & {~Amazon FSx for NetApp ONTAP& B] LU EC &
gtree BY¥E,

* “ontap-nas-flexgroup & N EEER PV #E— 1T HAmazon FSx for NetApp ONTAP FlexGroup#.
BXBNIEE, BESE"NASIKENIZE "F"SANIKEIFZE",

FEEXFEIETRE, BT T HEIRE EKS !

kubectl create -f configuration file

BIIERES, HIETUTGR<:
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kubectl get tbc -n trident

NAME BACKEND NAME
PHASE STATUS
backend-fsx-ontap-nas backend-fsx-ontap-nas
f2f4c87fa629 Bound Success
RimmkE & RG]
BEERETNRT e imAC BRI
S BN
version
storageDriverName ZEIRTHIZEF A B FR
backendName BE X B MHFEEIR
managementLIF E8o SVM EIE LIF BY IP H#atr]

LIeETEREE R (FQDN),
RTridentLEBHMER T IPV6 175,
ey LUK EAER IPv6 ik, 1Pv6
ALK AIES ENX,
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555], WIRIERMH
‘fsxFilesystemID £ “aws' FE&H,
BT M "managementLIF A
ATridentA] LA Z SVM
‘managementLIF 38 AWS B3
o Ak, iRt SVM THFP
BUERE (B140: vsadmin) , FHHEZ
AR ZIHARE TR “vsadmin®
At
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BACKEND UUID

7a551921-997c-4c37-aldl-

BNl
YL 1

ontap—-nas, ontap-nas-

economy , ontap-nas-
flexgroup , ontap-san,

ontap-san-economy

IXCHIERFRBFR +"_" + dataLIF
"10.0.0.1", "[2001:1234:abcd::fefe]"



datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

iR

LIFEMYBYIPH3E, * ONTAP NAS
IXEHFERFE*: NetAppZEiIIEE
datalLIF, 3NRKIEMH, TridentEM
SVM FXEY datalLIF, &aJLUEE—
MNEePfREHR (FQDN) AF NFS
THIRE, MMEIEI18 DNS LUE
% dataLIF Zal#iT i EISE.
PERIKERTUER. &, *
ONTAP SAN IRoHiEF*: AEhH
iISCSI 8%, TridentfEFONTAP;%
M LUN BRETSR A MBI ZBRIES
JEFFER ISCILIF, WMRERXEXT
dataLIF, M=EMES, W
RTridentZZEBIFER T IPV6 17E,
MBTLLEE AER IPve itk 1Pv6
UL AIESENX, a0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555],

B BnhS LRSI ZMEH [F7/R
{&], fEF "autoExportPolicy #l
“autoExportCIDRs AJ e B35
TridentA] LA B shE IR H O %KER.

BF33E Kubernetes T IP B89
CIDR %3 “autoExportPolicy' B/
Fo {ER “autoExportPolicy 1
‘autoExportCIDRs BRI EINAEE4E
Tridentr] LA B Eh &R H AR,

gﬁ‘iﬁﬁﬂz%ﬂ’ﬂﬁ%‘\ JSON IR

EFimiE PR Base64 fRi{E, F
FEF BB K0T

E P infAARY Baseb4 4mid{E, A
FEF BB KNI

Z{=1E CAIEHH Baseb4 {REIE,
%, ATFETFIEBNEHIIE,

RS SVM AR &, AT
ETRIENSMHINIE FIi

, vsadmin,

EEEREEFESVMBIERS, BTET
TR BRI,

fE AR AERE AL
£ SVM HRECEHT BRI ERRIRIZ.

IR A B, EEMILS,
BEELR— B ER.

Nl

false

"["0.0.0.0/0",

":/0""

NRIEE T SVM B LIF, NIKE

Hi% LIF,

trident
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28 TP Nl

limitAggregateUsage *1B/N#87E B FAmazon FSx for BMER,
NetApp ONTAP, *12{t#Y
‘fsxadmin'# “vsadmin' FE W E
CEERIERAMEATridentPREIE
Fhree B9 PR.

limitVolumeSize MEERWERNATFUE, WEE  EHABER T RESIHNT)
BRW. Ittsh, EXRREHTHEIE
89 gtree # LUN ERIRAKR), L
%% *qtreesPerFlexvol %I 58 1F B
TE X & MFlexVol volumeMI Rk
gtree =,

lunsPerFlexvol S Flexvol ERIERA LUN #uiim “100”
£ [50, 200] SEEIHN. 1XFESAN,
debugTraceFlags HIEHPRN EE AT S. 5 TR

a0, {"api":false, "method":true} i&
N1 "debugTraceFlags BRIEIEE
EHTHRIERRRH B EEIFHARA

T,
nfsMountOptions LUES 92 BRAY NFS HEEHIZINSIR,

Kubernetes A EHEE LR F
EEERPISE, BNREFFEF
REREESHIEN, TridentiF[ELE
HEREERRICEXHTIEEDN
EHIED, MREFEEREENX
HHRRIEEEMIERIEW, Trident
BASEXRBHFAL LIGE R

BRI,
nasType BCE NFS 3¢ SMB BRIBIE. & nfs

B nfs, ‘smbHTE, *UAIGE
9 smbiERF SMB &, 18BN
null MZRIAER NFS %,

gtreesPerFlexvol &1 FlexVol volumeBJE& K Qtree £t "200"
S 7 [50, 300] SEEIR
smbShare B LIIBE UL TR Zz—: EH smb-share

Microsoft BIE{FH| & ONTAP CLI
BIER SMB £EEHRZIR, HER

P TridenttlE SMB =R FFR, Lt
S22 Amazon FSx for ONTAP/T i

FRAERY,
USeREST {EFHONTAP REST API f§#p/R& false

o 18BN “true Trident)F{E
FEONTAP REST API 5gim#{Ti®
=. LEIHREEZEONTAP 9.11.1 KB
ShRA, ItbIh, FRfEFBIONTAPE
RABKINERILRNE, ontap’
NMA. FENXIUHE T X—Ho
‘vsadmin'#1 “cluster-admin’ 8,
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credentials

B &R fEIRED BRI
R LAE R AT H B AR &

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

D%

el LLTE AWS FSx for ONTAPRYED

BEXHPHEEUTHAS: -
fsxFilesystemID . 8 AWS

FSx XHAZM ID, - apiRegion

AWS API XIH&ZFR, - apikey
AWS APl Z%H, - secretKey
AWS %A,

IEEETFETE AWS Secrets
Manager 189 FSx SVM &iif, -
name . B1& SVM ZIFHIZ AR

Amazon FIREER (ARN), - type®

BN awsarn. JEZH"0IE

AWS Secrets Manager Z2$8" T 58

ZER.

R
LUN BY==[a] 3 Bc

TERFERN; T () HARE
()

BEARYIRIR SRR
ENEEEDEHT QoS HRKA,

FNMEENEEIRERE qosPolicy 5

adaptiveQosPolicy Z—, ¥ QoS
FIRASTridentESEAE
ZONTAP 9.8 EEMRA. &M%
fEAIFHEEZM QoS FRA, HIHR
ZEREARMNY AT MR, H
=/ QoS HRE&LHEFIMEFTE LIF
nHENEEHE R,

Nl

mwn
mn

‘defaults BECE 257, a0, BEEN TEEE R

E/NIN
true

none

none

TH RIS S TMENEL QoS 5

B&4H, S MEFMENEEmIERE
qosPolicy 3 adaptiveQosPolicy Z
—, ontap-nas-economy A3z#5itt
IhEe.

HRB 0 FNERIEE DL

BIZFPE R IEME AR D BT

Ky

R snapshotPolicy & “none

s elSe @

false
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28 D% BRIA

encryption E#E LB BNetAppBINZE (NVE) false
5 RINEEN false, BfERAILIE
I, HIMTEERE EFR1E NVE e+
BRI NVE, WREwmERAT NAE,
MFETridentPELENEAEE KB
B NAE, BEZEE, BB
: "Tridentd1fAl5 NVE #1 NAE /@]

TE" .
luksEncryption BRLUKSINZE, &F"#H Linux "
SK—RIAGE (LUKS)". YR
SAN,
tieringPolicy DEREEHEA none
unixPermissions HEER. SMBEIEET, "
securityStyle MmENT2¥ . NFS X NFS ERIAEN unixoe SMB ERIAE

‘mixed #l “unix L8, F/NE  H ntfso
W5 “mixed # “ntfs’ Z 2 F& o

HRILESMBE

S ER LT A RECE SMB %: “ontap-nas’ Bl#le ERFERMZHIONTAP SAN #l NAS IRchizEF SR IETEM
UTHE,
Feaz i
EFEAUTARESE SMB #22481: ‘ontap-nas B R, EHMEEIUTEME,
* —/™ Kubernetes &£28%, ®&— Linux T2 T 2 FfE/D—N51T Windows Server 2019 Y Windows T
ETi o TridentXZHHEHEIETTE Windows T2 EAY pod B9 SMB %,
* ELE—NMEEEB Active Directory EIEITrident®$H, £ MZ smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—from-literal password='password'
* BEE 9 Windows BRZEHY CSI I8, EELE csi-proxy, BSH"GitHub: CSHUIE"'ZHE"GitHub: EHF
Windows 9 CSI f{I2" 1 ERF7E Windows _EiE1TH Kubernetes ¥ 5o

p

1. QIESMBHZE, EAILUES U THfAR Z—0IE SMB BIEHZ: "Microsoft BIEITH| 8" HEX L EIE
E5EfEFAONTAP CLI, fEFAONTAP CLI gl SMB #%:

a. AEKE, FEIRAZHNBERBRIEM,

X ‘vserver cifs share create Z s T EERIEZHZET -path IEMHIEEN R, NRIEENREREFE
> MESHITRML,

b. I S5IEE SVM XELRY SMB H=:

134


../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]

[other attributes] [-comment text]
. WARZELIE:
vserver cifs share show -share-name share name

()  wsEelE sV £ TREEEE,

2. S| EmE, HRECEULTRBUIERE SMB &, BXFE FSx for ONTAP/GIRECEIEI, i5ZI%"FSx for
ONTAPEZ & EIFR "

S iR Gl
smbShare B LIIBE UL TR Zz—: EH smb-share

Microsoft EI21ZFH| S THONTAP
CLI BIZ2H) SMB HE=MRZR, =
E AT Tridenttl 2 SMB HEMZ
o LtkBEZEAmazon FSx for
ONTAP/SimFr A FEH,
nasType *IIUZE N smb IR AT, MER smb
ikﬂg';:Eo nfso
securityStyle MENTZEEFER. HIKEN ‘ntfs"5KE “mixed :ZHF SMB &
‘ntfs =& "mixed & F SMB
Ho

unixPermissions HEERR, WF SMB &, eI ™

il
TME=,

FCEFESFRANPVC

ACE Kubernetes StorageClass SR HBIZEFESE, LUSTRTridenttlfElfiiES. GIE—
EFRBEECER Kubernetes StorageClass B PersistentVolumeClaim (PVC) Ki& KA1
PV, AREELIRAARAHRERZE L,

BIERTFEE

ficE Kubernetes StorageClass 3%

X "Kubernetes StorageClass AR "ZMRE TridenttniR X EANECESS, FHisRTridenttNAIELES. £
LR BI9(ER NFS fU%IR E Storageclass (B XEMHITESIR, BESR TEMNTridentEEEES) -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fERA LR A ER iISCSI B9%IZE Storageclass:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

E1E AWS Bottlerocket EAZE NFSv3 &, IEAMIFTEERY "mountOptions’ ElI7Ef&E

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

EZ " Kubernetes F Tridentd R "B X ZERNAS...... T HHAPFMEE PersistentVolumeClaim™ LU K35
HTridentdl{AI D ECARZHIS L,
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ellfeEar 2

g
1. XZE—1 Kubernetes &, FrLAIEEA kubect £ Kubernetes FEIEE,

kubectl create -f storage-class-ontapnas.yaml

2. %F'J:E&”‘(Eiﬁ?f Kubernetes #Trident#8E E| basic-csi X, HEBTridentiiZBLE A 7 fRim ERITERE

Mo

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
HIEPVCE

— "PersistentVolumeClaim" (PVC) X &R LIFASBHIHIEIERK.,

PVC m] BB HiERFMEIFER T SIA0ER. FHAXEL StorageClass, E£EEIER 0] LUTHIFIA NS

PersistentVolume BYA/NMIARIRET, & AT LRSI EESARS K Fo
HESF PVC 5, AL BRRLERIMAR,

Has e
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PersistentVolumeClaim #7558

XLEERBIRETR T PVCHEAREL &AL,

HRWXECORPVC
RBIEBRT —1MEB RWX iFRNRIEZ PVC, ©5—1% 7 StorageClass HY StorageClass 8%

H%o basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

M isCSI =gy PVC
IERBIBRT — 1587 StorageClass BIFERXELRY. BB RWO i5a)fPRRY iSCSI &7 PVC,

protection-goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

Bl PVC

P$IE
1. BI& PVC,

kubectl create -f pvc.yaml
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2. ZLPVCIRES.

kubectl get pvc

NAME STATUS VOLUME

pvc-storage Bound pv-name 2Gi RWO

IHFEF]"Kubernetes fTrident3 R "B X EFEENMA5S. ... b
H TridenttNEI P EEBENS .

TridentE 1%

XLEESHORTE 7 R EFAMLE Trident BEMNFEMREELSL EXENS,

= it NEN et 3K
R string NEER. JBS Pool BIELLRE BENFMAKLR
R, ESER K REER
EERERE,
HR R string N, BB MZFRXMEE EENRERZE
P
[EimEE string ontap-nas MEFXMEE  IEENEH
. ontap-nas- )=
economy. ontap
-nas-flexgroup
« ontap-san
. solidfire-san
« gcp-cvs
« azure-netapp-
files. ontap-san-
economy
snapshots m/RME H, & FEUZRFEIR ERARENSE
BHE
Nrebg m/RE B, & F‘(‘ FiENZFER EBERARENS

CAPACITY ACCESS MODES STORAGECLASS AGE
5m

* B H91FEA(= B PersistentVolumeClaim® LA K235

ontap-nas

« ontap-nas-
economy. ontap
-nas-flexgroup

« ontap-san

.« solidfire-san

E: énB ontap
; D 2E
ontap #
solidfire-san

FRE B

ontap-nas

+ ontap-san
. solidfire-san
« gcp-cvs

ontap-nas

+ ontap-san
. solidfire-san
« gcp-cvs
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B el HHEM
e #/RME =,
I0PS B Nz

;' ONTAP SelectRZEAZIFI RS

HEROINAER

refit 2K

gﬁ%ﬂﬂfﬁ%bﬂ&j EBRNENE

Pool BEISRIETE BRERIL 17X
HSEEIRA IOPS ££10PS

ontap-nas

« ontap-nas-
economy. ontap
-nas-
flexgroups. onta
p-san

solidfire-san

BIREMESFRM PVC 5, BIRPRCAAHRERIRRE L. ATHIE T PV E#E pod

Ryl L MECE,

1. FEEREREE— SRR

kubectl create -f pv-pod.yaml

UTRAIETR T HPVCEZEIRANESEKE: EARE:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"

volumeMounts:

- mountPath: "/my/mount/path"

name: pv-storage

@ BRI LIER U T AR SIEHE kubectl get pod --watcho
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2. ¥NEBEHE /my/mount /paths

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on

192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

MIEER LARIFRIZ Pod 7o Pod NARKAEREE, BERERE.

kubectl delete pod pv-pod

1F EKS £ LAt ETrident EKS &4

NetApp Tridentf&ift T Kubernetes 9 Amazon FSx for NetApp ONTAPTZEEIE, FEEH

HAEAARMEEREBE T TNAERIE, NetApp Trident EKS B S RIANZT 24

T%ﬂ%’éi%ﬁﬁ, F2i$ AWS 85, A5 Amazon EKS Bo&f#EH. EKS EEEZRERS
SHAfRIGHY Amazon EKS 8L 2iaE, HRDRE. ILENMEMEHFAENIES.

It e
7£79 AWS EKS BeETridentififF 281, 1BHREFREEESZUTRE:

* BBEEREMHNPRAY Amazon EKS &&#IKF. &% "Amazon EKS [fiIIAMH",

* AWS X AWS Marketplace BIFPR:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 2£8Y: Amazon Linux 2 (AL2_x86_64) & Amazon Linux 2 Arm (AL2_ARM_64)
* TEZEE: AMD 5{ARM
* B Amazon FSx for NetApp ONTAPX &%t

R

1. 5SS HEIE IAM B AWS 58, LUE EKS pod REFSIAIE] AWS KR, BXE, BHSR"0IE IAM Af
#1 AWS Secret",

2. 1f EKS Kubernetes &8 t, SHRE“MINA L EE,
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3.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now J

[ information, see the pricing page [7.

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period Provider
@ Standard support until July 28, 2025 EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

( view detaits ) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches L |

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

gi1E AWS Marketplace &, FAEi%ERF storage £,

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

d storage workflows. Product details [?

Supported versions Pricing starting at
1.31, 1.30, 1.29, 1.28, View pricing details ]
1.27,1.26, 1.25, 1.24,

1.23

4. $%F * NetApp Trident*, & Tridenti&FIEIEIE, AFEE T—F,
O. WEHRFRFERIEMhRAS.
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

(D You're subscribed to this software X ‘

You ean view the terms and pricing details for this product or choose another offer if one is available.

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. ELEPTRAMMALGIRE,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name & Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)

1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

7. NRIEFERANZE IRSA (BRSBIKFHY IAM E) , BESREMEESE, "L,
8. W BIR",
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9. Eﬁl**a—ﬂq:'ik/u\jj_ACtive_o

Add-ons (1) nfo View details Edit Remove Get more add-on 3

| Q. netapp X \| \ Any categ... ¥ } | Any status ¥ ] 1 match 1

nNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. BT U THS UM TridentEE B IEf 71T &2 |

kubectl get pods -n trident

N #EHTIRBEHEEFRER. AXER, BEHTLEFHEER

fEF CLI ZZ/HE Trident EKS &4

£/ CLI Z%ENetApp Trident EKS $fif4:
LU FRAlen$ & Trident EKS &4 :

eksctl create addon --cluster clusterName --name netapp trident-operator

--version v25.6.0-eksbuild.1l (BEEAEIRZ)

£/ CLI #1&iNetApp Trident EKS #fif4:
LU TFes < EIE Trident EKS #&4:

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{58 kubectl SIS

RIRENX T Trident5EZEER K ZEINX R, E©EIFTridentilfil 5ZEFERFERE, LU
KeTridentR iZANAIMHECE S, Trident& i E‘EEJZE, T—FReIERIR, X
‘TridentBackendConfig' HE X ZHRE X (CRD) E&EI21E:E Kubernetes R EIE1Z IR
EIETrident/Glm. EBJLAER "kubectl 3 E & A F &Y Kubernetes &1ThREVZFERL CLI T
B,

TridentBackendConfig
TridentBackendConfig (tbc, tbconfig, tbackendconfig)@— 1 Eilk. @& =8 CRD, fﬁ,@ﬁgfﬂ?

£ ;EAEETrIdenU:Jﬁﬁ kubectlo IRFE, Kubernetes fITZEEIER A] LU EHIEZIET Kubernetes CLI BIiEFIE
G, MEBEREIINGSITERAIEF. (tridentctl) o
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832 |5 “TridentBackendConfig' X F %R, 2XkEUTER:

* Trident2RIBEEIRHVEE Bt fGEiR. XTERZRTN TridentBackend (tbe, tridentbackend
) CR,

* X ‘TridentBackendConfig'5...... B &MIFAEL R "TridentBackend X2 Trident4E =AY,

1 "TridentBackendConfig'5..... fREF—3—MEIX R "TridentBackend' Fi& @ie 48 F P KT E S imAY
AE; BERTridentR REPRGFHATRIIF o

@ “TridentBackend CR HTridentBah8)E, R* ANIZMERE ], MRER FimHITER, BE
BRI RIZIL: “TridentBackendConfig' B B,

UTFRFIBRTHIN: TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

R UEFRLTRAI: "trident-installer B &R FET S/RSNRFIEENE R.

X ‘spec ER AR ENEESH, EXTHIFH, FiEAT ontap-san' fFEIXEER, FHEMLLLREH
FILRECES . BXAEEFEEDEFNEEENTIR, BER"FHEEDEFHNERTEEER

X “spec' &TIEEIE “credentials # “deletionPolicy IXLEFELE #r5| NBY “TridentBackendConfig'CR:

* “credentials It B AMEFER, 8B TREERA/RSHITEHIIENER, XIRENAFSIEN
Kubernetes Secret, EIREAFAEEUBAX R EE, TNIEIHEIR.

* “deletionPolicy ttFERENX T H..... . BRZ & EBIIER “TridentBackendConfig # Bk, & rILABRLA T
BHz—:

° delete XRSEFHEBMIFR. "TridentBackendConfig CREEMEXGIH, XEMIAE,

° retain' ¥ "TridentBackendConfig CR WG, BIREXMAEE, HETLUEBIUTAR
HITEIE: “tridentctl . BMEREREIZE RN retain’ RIFFRFBEAEI 28 (21.04 Z25HI) , F
REBECIENGm. ZFERIER UEZEEH TridentBackendConfig' B 813,
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backends.html
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

TERELR

B ffEEd A TANIREN: spec.backendName o WMRKIETE, NEHITZEN......
BIZFR TridentBackendConfig &R (metadata.name) ,» BNFEREXHFIRERIHRA

#o spec.backendName o

BUTAXEIENGIR tridentctl B XKEEH "TridentBackendConfig BB, &AL
ERFERAUTAHAREEIEFR kubectl BIEIE— ‘TridentBackendConfig CRo
WILIEIEE T ERNEESH (Flm: spec.backendName , spec.storagePrefix
, spec.storageDriverName , H%) o Tridenti§Bh4BERMEIER
‘TridentBackendConfig #| BB I B M f5 .

ERUTAREEMNGN "kubect! {REIZX M :

1. BEE— "Kubernetes Secret"iZZ B & Trident5 fF & &2/ RS BSFI B EIE,
2. gEE— "TridentBackendConfig' BfY, XBEEXEFMHER/ARSHWAKER, H3IBL—THheIENE

Ho

tliEEIRE, ErUERUTARMBREIRZ kubectl get tbe <tbc-name> -n <trident-namespace> HUEE %

ATERo

1% 1: 6132 Kubernetes Secret
tIE— 1 EEEIHARERNZEH. XEENEERS/FEHEN, UT2— M+

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl

kind:

Secret

metadata:

name:

type:

backend-tbc-ontap-san-secret

Opaque

stringData:

username: cluster—-admin

password: password

TREET BT EFRTEBATLINEENFE:

FEFARATRER = FERER
Azure NetApp Files EFIEID A EMARE P ID
Cloud Volumes Service for GCP FAEH 1D FIAMID, BEE CVS EEGAEN
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https://kubernetes.io/docs/concepts/configuration/secret/

FEF e B AF R

Cloud Volumes Service for GCP

7t%& (NetApp HCI/ SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

NG

RYTN]
Ui

BAR#&

password

& FiRThLH

chapfF &

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

FEGHR
5, BB CVS EIERAEN
GCP BRSSP BIER 5> API %558

F3FSolidFireZ£85H9 MVIP, E257
PEIE

AT EERER/SVM AR S, A
FETFRIENSHIIE

R RY/SVM WEE, BTET
ANE:NE= gy Byl

& P infAARY Baseb4 4mid{E, A
FEFIEBNEHIIE

NP &, W3R useCHAP=true
, WAHEI, 77T ontap-san’

M “ontap-san-economy

CHAP RiLEZH. R
useCHAP=true, NIItLIT 4B,
AT ontap-san # ‘ontap-
san-economny

BirEFP &, N2 useCHAP=true
, MR AHAIER, AT ontap-

san'# ‘ontap-san-economy

CHAP BIffRiEEEZH. R
useCHAP=true, MIItLIT )9 #43ET,
7T ontap-san'# “ontap-
san-economy

S BHROI RIS IELUTNMIESIA: “spec.credentials 49 “TridentBackendConfig 7 F—% Bl 32 A3

o

1% 2. 83 TridentBackendConfig'CR

ISITER] LAFF A RI R 1EAY " TridentBackendConfig'CR, EXMIIFH, [FimfEAT ontap-san IRGHFERE 2i@id
ERUTAREIERN: TridentBackendConfig' FEIFFRIA:

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

S ¥ 3. PR “TridentBackendConfig' CR

WMEIREL L3R T TridentBackendConfig'CR, ERILUZTTIRES. EEWILTRA:

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

EiRE IR HLE S "TridentBackendConfig'CR.
AR UETEZ—:
* Bound: X 'TridentBackendConfig'CR 5/5ixnxEk, ZEMES "configRel IREN
‘TridentBackendConfig'CR BY uids

* Unbound: FAMTARRERR "o X "TridentBackendConfig %3 R K HE 2Tk, FRAHEIE
‘TridentBackendConfig'CR BRIALF LI ER. MEET MG, ELEBMEIRPERS.

* Deleting: X "TridentBackendConfig'CRH “deletionPolicy' Bi& & AR, X
"TridentBackendConfig'CR # Bk, KESLTAIEERPFR.

° NRFIHAFEEIFAELEERE (PVC), NIMIER TridentBackendConfig X & S & Tridentfl bR 5w LA K
“TridentBackendConfig'CR,

° NBFRIHEFEE—TTHZD PVC, MHENRERIRZ. X TridentBackendConfig' CRFES 3 N HIBRRN EZo
[&i%#0 “TridentBackendConfig' R BTEFE PVC & MIFRE7 =MIFR-

* ‘Lost 5EiRMEXH "TridentBackendConfig'CR #E /M = MIB%, H B "TridentBackendConfig'CR {354
REEXEMBRERAYSI A, X TridentBackendConfig' T5itW1{A, CR {sAR LI MIER. deletionPolicy’
B

* Unknown TridentTT/AAES U TRAXRBKNGIHIVRKESHESFEE. TridentBackendConfig
CR. f5lgn, wWR API RS 28:&BMN, HEWR trldentbackends.tndent.netapp.io‘CRD fRK, XAJEES
ZFFM,
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ZEitb, FHREMINCIEE! Ltesh, EATLSMELITUMIRE: "EisEHAERRER .

(FI%) HR 4. TRELIFE
EEIETI TR RRIE X EHNES B

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

ttsh, SRR LUFREX YAML/JSON 3. TridentBackendConfigo,

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo ' B7& ‘backendName BN “backenduulD' [GEimeiRIEUL FIEREIER:
‘TridentBackendConfig CR, X lastOperationStatus ZFERFRRLTIRIEHIVRE
‘TridentBackendConfig CR (ZEIFXK) AILIHAFf#A (FIWl, AFRERTELERNS) o “spec)
HTridentfit % (FI40, #ETridentZE/BHAE)  ERBARHY), BARKM, phase ARTUTXRIRKE:
‘TridentBackendConfig CR Mgk, £ LMEBIFIFH, ‘phase’EE Bound 1B, XEKE
‘TridentBackendConfig' CR5 fgif#H %,

@A LIETT “kubectl -n trident describe tbc <tbc-cr-name> FAENEH B EIFMAEENH S,

BT+ EMBMPRE S LB FiHMElR. TridentBackendConfig AR
(D tricentctl, ETHANTHEZEMRFMSRNSE: tridentctl A
‘TridentBackendConfig, "Z0LIEab"

LLI

=l

B
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£ kubectl ITEHEIE
TERAER U T AT EREIEEIE kubect Lo

WP =

BT MIBE— TridentBackendConfig &#8RTridentMifR/AREFE (BF "deletionPolicy) o
RS, BHfR deletionPolicy BI&RE AR, 1XMER TrldentBackendConflg R
‘deletionPolicy RENRB, KHALRREHNAEE, HEATLBIUFHRBTEE

‘tridentctlo

BT TGRS
kubectl delete tbc <tbc-name> -n trident

Trident A& MIBRIETEEFARY Kubernetes Secrets, TridentBackendConfigo. Kubernetes FiF fATEiEsR
. MFRVZERSRSKEE, RESEHABFERZHAN, A NZMkRER,

EENAEH
ETUTSS:

kubectl get tbc -n trident

{RAILUEYT tridentctl get backend -n trident ' ##F tridentctl get backend -o yaml
-n trident REVFFEMBRERNTIR, WIHIREFEFEAUATHRCIENGW: tridentctlo

B
EERNREREERS:

s FHREAZNEZIEEER, EEHEIE, FEFH Kubernetes Secret, 1% Secret BT
‘TridentBackendConfig' X R AN EH, Tridents BohERIRENSRHERENRGER. TTUTHISER

Kubernetes Secret:

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEEHMSH (GIGNEEEABIONTAP SVM BIEFT) o
o f&a] LAEHT “TridentBackendConfig L T e S EHZiBid Kubernetes iA8]3 1%

kubectl apply -f <updated-backend-file.yaml>

o N, EALUMMERNBHITER, TridentBackendConfig A LU Fep<#{TEI %
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kubectl edit tbc <tbc-name> -n trident

* MREWEHMRY, ERFS4SFRFERE—RENNEE, ErRILLBITETUTHSES
HEUMERRE, kubectl get tbc <tbc-name> -o yaml -n trident &
<:> “kubectl describe tbc <tbc-name> -n tridento

* BEARALYEREXAFHREGE, ERIUERSITERGR.

A tridentctl LITRIHEIE
THRRNAERUT A RITRIREIRIR(E tridentetlo

IR
IR R EIREE A BT T ae<:

tridentctl create backend -f <backend-file> -n trident
WMREHREIEEXK, MRBEHREEFERN@, ST ETUTRSEEEEURERR:

tridentctl logs -n trident

EEAOAYEREX TS, BRFSETUTHLEIA, create’ BARAKR LI,

pllESEY
E MTridentdP RS, EHRITIATRME:
1. SRENSIHA R

tridentctl get backend -n trident
2. MIBRES:

tridentctl delete backend <backend-name> -n trident

@ NRTridentEMIELRIRECE T HAFENENIRE, WRREHEEELEMZEREENRE. SEin
Rk b F PR IR
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EEN AR
BEETridentBENMEL, BHRITUTIRE:
s BEREUEE, BiaTUTHS

tridentctl get backend -n trident

gz*ﬁyﬁﬁﬁ-ﬁéémﬁ;/u\ ’ 1ﬁ l:'?i-LJ\—F AP

tridentctl get backend -o json -n trident

B

IEMBRREEX G, BITUTe<:

tridentctl update backend <backend-name> -f <backend-file> -n trident

MREHBFHEM, WiHAEIREERRE, HEESHAT TRNEH. ErILUESETUTHhSEEREUR
EREA:

tridentctl logs -n trident

FEAOAMEREX TG, BRFETUTHLEA, update BRA MRS,
HTE (£ R iR E RV

XE—MEFLUER JSON BIZEMRIERG): tridentctl FiEXNRMHH, XER jo BEEREZLRIER,

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

XWERATFERUTARAEMNGE: TridentBackendConfigo
ERiREEERD 7 8]k
T R TridentP EIEFIHNAR S .

[E i & TR IR
F&%& "TridentBackendConfig Ii7E, EIEGBRMIRFFNEHREER . XF5IH 7 AT R=:

s IMERU T AR EIEG tridentetl " Bl #H1TEIE TridentBackendConfig?
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v

s AILUERLL T AN GH TridentBackendConfig @MU T ANHFHITEE “tridentctl?

EIE tridentctl #ARIF "TridentBackendConfig

EHNBERERAUTAHRIRENRIRFAFRNLE: tridentctl’ H1ZiB1T Kubernetes [ 81E
“TridentBackendConfig #{&,

POEARATFLUTIER:
* FNSCFERNGI, %A TridentBackendConfig HAENIZME...AIEM “tridentctlo
* FREUTAREIENFIGIR tridentctl TEftt “TridentBackendConfig #{A @ Z1ER.
EXFWMHERT, BIREIGSEEFETE, TridentRHAESHMNEBITIRE, EEAINERMIEE:

s PEMEA tridentctl BEIRERA T RIENGR.
* ERAUTAHHRIENGERI tridentetl B|—PMHB " TridentBackendConfig® BM. XIFMELK
EEFEEERUTARIITEIE:. kubectl MAR tridentctlo

FERUTARNEETLEFEENRER kubect EEBIFE— "TridentBackendConfig E S B BIRGIE. UTE
HTERIBHEA

1. Bl Kubernetes Secret, ZZAE S TridentS1FEEE RS BEFFBIVER.

2. pjE—1m TridentBackendConfig‘EE’\Jo XEEEXGEFHERN/ RSWAKEE, H5AL—FhalE
HEH, DIERIEETEHERNEESE (Fl80: - spec.backendName , spec.storagePrefix
, spec.storageDriverName , FZ) , 'spec.backendName %/NigE RNIME GiwAIZ R,

FTE0: HERGEIR

B — "TridentBackendConfig IR BN E R IME G, NEERNEHILE. TXMIFFH, EINRZER
LR JSON EX BT — 1Nl

tridentctl get backend ontap-nas-backend -n trident

femsssssssessssosasaa= fosssssssssssma=a
frecsmeeem s m s s o s e e e i 4

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fressmmmmemes e oo === frossscsasmmmsam=s
femsmsssssssssesessososessssssssssssass frEm=m==== e T

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3beb5ab5d7 | online | 25 |

fems=ssmssessososa==== foss=ms==m======
o e fommm +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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S8 1. 6l Kubernetes Secret

SIR— 1SR AEIER Secret, Y THIFAR:

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

$IE 2. g TridentBackendConfig'”CR

T—HBEIE— TridentBackendConfig CR BB ERIFULEEMN ontap-nas-backend (WA
Fim) o BfR#HEUATEK:

* EWMBFIELUTAEEN: spec.backendName o

* BB S REmHER,

* Bt (NREFE) BIARESRIGEmERRIRE.

* &I Kubernetes Secret £, MAEURANXF IR,

EXFIERT, TridentBackendConfig g &&iXH¥:

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"'
- labels:
app: mysqgldb
cost: '25'
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

$IE 3. PR "TridentBackendConfig'CR

ZJG TridentBackendConfig BEGIE, EHMERNINE Bounds BENZRMSINE EIHERN GRS
#RF1 UUID,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

ERIERREFERAUTAREITEIE:. tbc-ontap-nas-backend "TridentBackendConfig" BHY.

B2 TridentBackendConfig G “tridentctl

‘tridentctl ATAFFIHFERUTARAENFIR: TridentBackendConfig'
o tboh, BERXRALUERBIUTANTLERILEFR: tridentctl BIMIFR
‘TridentBackendConfiqg iR “spec.deletionPolicy BN “retain’o

F$E0: WERH

Fan, BRgHEIMMERUTAREIET LU FEE TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MigHERe LIE R TridentBackendConfig' BB Ih 82 H 45 2 fFim[ME /FixAY UUID].

P$IE 1. ik deletionPolicy I8EN “retain

UFHITEREBEHMNE deletionPolicyo EBEHIEEN retain, XHRT H
TridentBackendConfig CR #MIFRE, BIHENXAEE, HERTLIBIUTAHITERE:
“tridentctlo

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5£f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'"{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san retain
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()  HMERBHE, TUEDETF—F, deletionrolicy BEN “retain
B HIF& TridentBackendConfig'CR

fa—F2MPBR TridentBackendConfig'”CR. #IAfG "deletionPolicy i&E /3 “retain” f&R] LAAKEEHBR :

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Fom e fom e
Rt et F—————— o +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

o o

et e ikt - o +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

e o

o e fomm - +

fIB&/5 " TridentBackendConfig Trident R @ FRIZM R, MAR I IRMIBREiRA &,
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