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ERESENT A

NREERANZRNEFAES. WNZERRKNEZFIENREIR. BRINERT. =Fhk4iIRed Hat
Enterprise Linux CoreTM OS (RHCOS)E &R &X T B,

NFSTH

"ZENFSTE"MNREIEERFAH: ontap-nas , ontap-nas-economy, ontap-nas-flexgroup, &
azure-netapp-fileso

iISCSITH
"ZEEISCSIT A" MNREFEAMRE:. ontap-san, ontap-san-economy, solidfire-sano

NVMeT B

"ZZEENVMe TA" NREFEHBIIRE ontap-san EATFEFTCP (NVMe/TCP)IMYBIIER KMEREIRE
(NVMe)o

@ NetAppiZ i XINVMe/TCP{EREONTAP 9.1254 8 S ks,

HETFCHSCSITA
BB ELEFCHMFC-NVMe SANZEAY75 70()" B RECEFCHIFC-NVMe SANEHANFAES. o

"ZEFCT E"MNREFERNRE ontap-san " sanType " fcp (BEFFCHISCSI),

AREI: * OpenShiftilKubeVirtif iR 2 FEFFCHISCSI, * DockerA Xz FEFFCHSCSI, *iSCSIBEKEE
TERFETFCHSCSI,
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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

EERMBIRS
TridenttRiIR A Trident T RCR LM BN T R EARIRS. BEERMBRS. BEIT:

tridentctl get node -o wide -n <Trident namespace>

NFS volumes

ERERATENRIERANGTLENFSTE, WRNFSIRS EERBEIHAEIRR.

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D  =#NFSIAREREMIAEDR. MBS SEENEBNEN,

iSCSI &

TridentT] L B EHERIZISCSISIE. FHLUN. £IMZHRFIEE. WEMTRAMIBEIEZFIPod,
iSCSIEFiEE AL

FFONTAPRZ. TridentE BT —RISCSIEFKIEE. LUE:

1. *HE PR rISCSISTEREH HAIMISCSISTER .
2. BAIRRESSHRTRSHITIR. UHMEFRFRIEE, TridentBEBEMEREURMITIE HEE,
3. FEMITHEE F B HRISCSIZIEREIME N REMISCSIZIERT.

@ B e EHEMTHENAIDemonset Pod EAIAEEH trident-main, BEAHE. M
ETridentZ 2 HAIENEIEE "debug’ 39" TRUE",

Trident iISCSIB B EIhaEE B FRALE:

* EMLIEZRIER 2 BRI R ENRIASIEI TR EEMNISCSIRIE, MERSIERRIA. TridentiEFF o0
EEIHE. WEEHEILSIIFEE,



Flan. WNREFMHEITHIZS LR T CHAPZE A, MK 7. NIH/Y(stal) CHAPZE AR
@ gﬁ%ﬁﬁés’éﬁ&o B{&EINEERI LURFILRIRR. FBEEHEILSIEUN A EHEHCHAPE
* FR/DiSCSI&iE
* fR/DLUN
K TridentdiBY;F EEIN
* NRNER T EN TR Migroup (T£23.04 R EShRASHH#HEH). MiSCSIBFHIEEHEEE X SCSIBLPFTE
1% EBISCSIEFKNE,

* NBREREIRTEEMigroup (B23.04(2EFA). MiSCSIBEITMEINREIE BEISCSIEHIE. LU
FESCSIZZ&HaIHHTIILUN ID,

* MPREERT &N T RMigroub fEimEERigroux. MiSCSIE KBS INREG I SCSIELLHEVHTILUN
ID/ZEISCSIEFHNE,

ZHISCSITA
ERERTENRERAANBTLEISCSITA,
FaaZ Al
* Kubernetes £8P SN R L EEE—RY ION . * XRUEFHRRM * o

* NRFEHARHCOS 4. 5 EEAHEMSRHELFRABILinuXD EhR. 1B54E SR solidfire-san IREf
2 HElement OS 12: 5 EFhRA. EHARFICHAPE M IIER LI E SIMD5
/etc/iscsi/iscsid.conf. Element 12.71{H T R EFIPSHELZECHAPREASHAT. SHA-256F1SHA3-
256,

sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* W8 ¥%3z1TRHL/Red Hat Enterprise Linux Core-OS (RHOS)M T T = 5iSCSI PVs&EAER. 15
7£StorageClassH#E7E "discard mountOption A ITIEBT = [B][E]UR, 1EZI% "Red Hat X",

* MEREEARINEZIIRE multipath-tools o
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. 197 iscsi-initiator-utils iRA<E /9 6.2.0.877-2.el7 HE Shits:
rpm —-gq iscsi-initiator-utils
3. BB RFon:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZRRE:
sudo mpathconf --enable --with multipathd y --find multipaths n
@ ffafRk /etc/multipath.conf 8% “find multipaths no £ ‘defaultss
S. M4fR iscsid M multipathd IETEIBTT:

sudo systemctl enable --now iscsid multipathd

6. BAEHEE iscsT ;

sudo systemctl enable --now iscsi

Ubuntu
1. RENTRERGE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. ¥97 open-iscsi lRASEE N 2.0.877-5ubuntu2.10 XEShRAS (WFFNFHRL) 5( 2.0.877-
7.1ubuntu6.1 XESEhRZAS (XFF Focal ) :



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZRE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EQF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(D R /etc/multipath.conf B& "find multipaths no £ F ‘“defaultso

S. MREBREHIE!T open-iscsi M multipath-tools :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

FF Ubuntu 18.04 , &S FEA iscsiadm KIMBRHO, AEBRE5) open-
() isesi, iSCSIFIPEREA R, GHAE iscei RSEMNEHR iscsid

o

ECESZAiSCSIEHEE
& A UBRE LU F Trident iISCSIB B E IR EREEMFIARIE:

* iSCSIBREEEIE: MEFERISCSIEIMEERIARFIAE: 577H). EALRKHEEE M@ IRER/EY
HFRRSETIMR. WA BT IRERANSEFRERSITNER,

@ KiSCSIEREEEIRIEE NPT 2(FLISCSIBREE, BINAEZMISCSIBRKEE; R
EISCSIBREERETZER LIF L TR BRI, A NERE.

* ISCSIBREEFRE. HETIHETRAFNEENREAZHENERZANISCSIBEREEFFN



EJ(BRIAE: 798). BAILURKEREARANET. UEREANBITIRAFEENSIELNERFR KT E
ZaeEH. ARBEHRENER. HERENR/NHNBFUREMEHENE R,
Zfe

EfRRENFENSCSIBEHKEBEILE. BE# iscsiSelfHealingInterval
iscsiSelfHealingWaitTime feRETACEFHABIRN S,

UTREEiSCSIBREEERIRENINH. HIREREEFFHEIREN6HH:
helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0s -n
trident

Tridentctl

ERE S ENISCSIBEHEEIRE. 1BE#E iscsi-self-healing-interval fl iscsi-self-
healing-wait-time FEZRZEHEFHTRDentcdrifB]FISEK,

U RAIFISCSIBREERIRIKENINH. HIEEREEFHFHENREN6IH:

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0s -n trident

NVMe/TCP%&
ERERATENRERSENHTRLENVMe T,

* NVMeZEERHEL 95 ES iR,

(D * f1RKubelnetes TV RRIAIZIRAKIH. HENVMeREFBRER FENRNIZRE. ErAIEEFE
B R NZhRAE A BEENVMe B BYhR N,

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



IIE R

ZEE. EAMLEIEKubenetesEEBHFHE NN RELEHEBHE—HINQN:

cat /etc/nvme/hostngn

@ TridentIEERUL “ctrl_device_tmo™{H. UHIRNVMe R EZ L EHZRAMF IR, BNE
PRI E,

EFFCERISCSI

W1E. &R LIIE TridentsR{E Y 4T@ & (Fibre Channel. FC)YRECEFIEIEONTAPA S EM1ZER R
AR &M

HAFCECEFR RN T RIgE,

MR E

1. FENERZOMNWWPN, BXiFEMEE. 153 "network interface show" o
2. JREVBohiZR (EM) EZEORNWWPN,

ESFEERN ENIRIERALRER,

3. EAENMBITHWWPNAEFCIEH LB D Ko
BXEE. 1ES IR A SIRA R A,
BXEMEE. ESIUITONTAPAY:

° "JEFEER FCoE 43 XA

° "BREFCHIFC-NVMe SANEHBIF ()"
REFCTA
EREATENRERFNHGSLREFCIA,

* ¥NE8¥%iz1TRHL/Red Hat Enterprise Linux Core-OS (RHOS)W TET s 5FC PVs&ESER. 15
7£StorageClassH#E7E "discard mountOption A ITIEBT = [BI[E]UR, 1EZI% "Red Hat X"
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath

2. BRSHE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) ffafR /etc/multipath.conf 8% “find multipaths no £ F ‘defaultse

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EQOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ ffafR /etc/multipath.conf 8% “find multipaths no £ ‘defaultss

3. #&8fR “multipath-tools' BB A A EEIEIT:

sudo systemctl status multipath-tools



EZIRESMBS
e UER LT AECE SMB % ontap-nas 8#le

@ SR RTESVM _EEREEENFSHISMB/CCIFSTIMY. A BEAONTAPAIEREEE# B2 “ontap-nas-
economy SMB%, MRKeEARBEPIE—HN. NAERE SMBERIEF KK,

@ ‘autoExportPolicy' SMB& ARz 33,
FreaZ Al
FEEREESMBEZHI. BAIUHE L T &M

* —PKubernetes&E2f, HABEE—MLinuxiTHlgs T = UK EDL—MNEITWindows Server 202289Windows T
ET S, Trident¥Z1FEEF|WindowsT &5 _EiE{THIPodiISMBE,

* E/b— B &Active DirectoryE3EM TridentZ i, £ ZHH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

« BIE F9WindowsBRSEZ HICSIHAIR, BB csi-proxy. BB "GitHub: CSIfLIE" 5 "GitHub: &
FWindowsHICSHLIE" @A F1EWindows_Ein{THIKubernetes T =0

BB
1. WFARBFONTAP. ErILUERGIESMBHEE., A LUEE Trident HIEBIE— LR,

_._

@ Amazon FSx for ONTAPEZESMBHE,

EaILIEBR U TR AR Z —CIESMBEIEHE "Microsoft EIEIZE A" HEXHREIE P TTHEAONTAP
LITHRE. EFEAONTAP TR EEIESMBHEE. BT TRIE:

a. NBEYE, NHECIEBRRBIZEM,

o vserver cifs share create IS RERIEHZMEKNE -pathiﬁlﬂiq:'?'é’/rfﬁ"]ﬂﬁ@o WRIETE B
BAREFE, WesRRKo.

b. B 5IEESVMEELHSMBHE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C BIIRREIEHEE:

vserver cifs share show -share-name share name
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2. Q| EmE. HAECE UL TRBUIEESMBE, BXIEHTONTAP GinlFAEFSXECEIET. EEN EH
FONTAP BIFSXBL & &A=~ 51"

2 Description Al

smbShare e IFEE L TRz —: {FAMicrosoft BIEITHIE smb-share
HONTAPH TR ECIENSMBREZENZFR; &
HTridentBIEBSMBEEMEFR; HE. ERILES
BT IERE#H I TERARZIRR. TR
EZBONTAP. IttBHERIEN, tEEHIFFAmazon
FSx for ONTAP/Gi A EI. REERNZ.

nasType *AIUEE N smb IR AT, MBEKIAA nfso smb

securityStyle MENZ2ER. VIISEN ntfs If mixed A ntfs 3§ mixed Xt
FSMB%, FSMB&

unixPermissions HENRER, W FSMBE. HUINET, "

FeEMEEGim

==Y

EimATFEXTridentSERERAFAZEINX R, ©EFTrdenttilfIS51ZFEALEE. U
KeTridenttfI MIZTZE R AL E S

Trident= BEIM BB FERE XHBERNEIRRHEFEL. THROANEERAEE SR,

* "E2& Azure NetApp Files [Fim"

* "BgE Google Cloud NetApp&/Sim"

* "B2E NetApp HCI 5 SolidFire [5i"

* "{§F ONTAP g} Cloud Volumes ONTAP NAS IRshiZF AL &[G iR"
* "f§Ff ONTAP Z{ Cloud Volumes ONTAP SAN IRapfEF AL & S is"
* "} Trident5Amazon FSx for NetApp ONTAPLE & A"

Azure NetApp Files

ACE Azure NetApp Files [5if%

f&a LU Azure NetApp FilesEE & A TridentdVfgim. & R] LUERAzure NetApp Filesfgimi&E
ENFSHISMB%E., Tridenti®ZHFERIEE S 15X Azure Kubnetes Services (AKS)SEEH1#1T
EREE,
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Azure NetApp FilesIREH2F1E4AE S

Tridenti2f 7 LA FAzure NetApp FilesT7EIREIIERF RS EBHHITIBE. ZFNIHRIERNEE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

XohizRr Y EIRI ZFEFHIGRIET ZRHNXHRSR

azure-netapp-files NFS XH 7S Rwo. ROX. rwx. RWO nfs, smb
SMB P

ARSI

* Azure NetApp FilesfRSS T3/ VF50 GiBEIE. INRIFERIER/. Trident= B&he#E250 GiB%E,
* Trident{¥ £ | Windows T &5 _HiE{THIPodHISMB%,

AKSHIZE &%

TridentXz3F" 2% 519 "Azure KubnetesfRSZ 58, EF AT ESMNIREMNELEREEE. EUa:
* [EHAAKSERERKubbernetesEE*

* 7£AKS Kubbernetes®£& FERENSZ E 5%
* ZE T Trident, EPEIEEIETE "Azure" M) “cloudProvidero
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Trident & T

EFATridentiZ B L& Trident, 1E%84E tridentorchestrator cr.yaml LUSIRE
‘cloudProvider /4 “"Azure", BIUl:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Zfe
U T RAMERIFIET £ TridenttEZ2E cloudProvider Elazure “$CP:

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>
U TR ZETridentHEITEIRE cloudProvider ' 4 “Azure:

tridentctl install --cloud-provider="Azure" -n trident

ERTAKSH =S 1%

BT =B, Kubnetes Podr] LUBEE N TIERAEH B 91T B M IRIEFRIFRAzure RIR. AR HEEH
MAzure 18,

BEEAzureFRB RS M. BRI

* {EFAAKSERERKubbernetes& ¥
* 7£AKS Kubelnetes&8% FERE R T ES & F 19 Foidc-Issuer
* BZ&Trident. HAEFE “cloudProvider' 483 ""Azure" 1 “cloudldentity $&E TER EHATIRAY
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Trident =&

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE

‘cloudIdentity ' I&E ‘cloudProvider '/ “"Azure"
azure.workload.identity/client-id: XXXXXXXX—XKXKXX—XXXKX—XXKXXK=XXXKXXXKXXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit
it
FERAUTIMETEIRE =iRBiERF(CP)F* = B4 (ClyfrE8E:
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

T RANELE TridentHHEAIFIE T
SCI'I®E ‘cloudIdentity:

E218E cloudProvider NAzure “$CP. FHERAIIE

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. # cloud-identity $CI:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

=

E
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HEREZEAzure NetApp Files /5l
7EBCE Azure NetApp Files Eit2#l. EREWEHREUTER,

NFSFISMB#&MIEIIR 14

NREEE R EHAzure NetApp Files SRTEFUEFH. NBEEHIT—LEYIAECERIZREAzure NetApp Files 3
BIEENFS#E, 1EE M "Azure: 1&EAzure NetApp Files HBIZENFSE",

ECEFMER "Azure NetApp Files" Jgif, BEEHEUTENR:
* subscriptionID, tenantID, clientID, location, #l clientSecret {FAKSE
@ B HERARE S M ARIE,
* tenantID, clientID, # clientSecret FAKSEE: FFEHASIRIRRATE,

s —NAREHM, FEEM "Microsoft: JJAzure NetApp Files SIEZB =",
* &ik45Azure NetApp Files F9F M, 155 "Microsoft: FFMZI kA Azure NetApp Files's
* ssubscriptionID 3KB/EHAT Azure NetApp Files Y Azure 175,

* tenantID, clientID, M clientSecret M "NATEFEFM" 7 Azure Active Directory R, BB EBR
Azure NetApp Files IRSZ PR, NFFEFEMRFER L TE—IN:

° FIEEREMEAE "HAzUreFIE X",

o "EE N TIEkE B B 1TIR% S (assignableScopes BY) BB LI TFINR, XLEANPRIX PR F TridentFRrEE A9
B SIBBEXABRE, "FHAzurel JFDEEHEE"
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location E/DEIE—D "EIkFM"s ETrident 22.01BF location S ERIMECEXEFTNEMN
WHEFER, EEIMAPIEENUEERHZR,

* LI cloud Identity iBIREX “client ID MA"FFSDECRIIEE 19" HIEPRIEELID

azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXo

SMBERIHMERK
ZeIESMBE. EWUMAR:

* BAc&Active DirectoryFHiZE1&ZIAzure NetApp Files, 12N "Microsoft: BIEFIEIEAzure NetApp Files
AJActive Directoryi®EE",

* —/Kubernetes®E&f. EFEE—MLinuxiThlgs T m AR ZE /D —PME1TWindows Server 202289Windows T
BT S, TridentX 3235 E EIWindows T & _HiE{THIPod#ISMBE,

* E/D—EE&Active Directory BRI TridentZ A, LU{EAzure NetApp FilesA] LA[AActive Directory## 11519
I9IE, 4 RE4HH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BEE AWindowsRSZHICSIIE, ALE csi-proxy. 1BEM "GitHub: CSHTIE" 8§ "GitHub: &
FWindowsHICSHLIE" i&AF1EWindows_EinfTHIKubernetesT5 &0

Azure NetApp Files [5imHc & iEIAR G

T fRE AT Azure NetApp FilesBINFSHISMB/GIREC B XN H E R & R~ lo
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[EUREC B I

TridentA]ERENRIRECE(FM. BN, IRSBEINFMUE)EERUETANASEM _EBIZEAzure NetApp
Files%&. #5158 KBIARS %K 5HF1FMITHC,

Azure NetApp Files/Gimigfit 7 X LEAD & 1K,

S

vehRZA
storageDriverName
backendName

ssubscriptionIDo

*HF IDo

ZPFiF ID.

clientSecret o

sARSS K5
&

resourceGroups

netappAccounts

REt
virtualNetwork

ssubnet

Description Default
B 1
TEIREN AR B R "Azure-netapp-files"
B X A MREFE S i IEhiZR R AR + " + FEAF AT

Azure 1TIEAAYTTIR ID

NREAKSER LERATRE
IRy W9 RTE,

N T2 R AREYFES 1D

INRIEAKSEE: LERIEE S
=& NWAE,

N AR EMPRNEFiE ID

MREAKSEE LFEREES DN

=514, Melik,

N AR FMPNE R imEH

MREAKSEE LHERIEES DN

=55, Mk,

st , Bk I BR 2— " (FEH)
EIEFHER Azure NIBEMZFR

NREAKSER LERATRE
IRy W9 RTE,

RAFmEERIFRNFRATIR " (Limikss)
BFmEELINZEIEN NetApp tkP "[" (FTiFmiEss)

LIES

RFmEERIMFRNBEMFIIR )" (Cinikss, K
BBEERF MBI SR 2R

Tk
Microsoft.Netapp/volumes HY

FWBIEFR
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=K Description Default

WZEIHEE — N &N —2HvNetIhEERTRER
Basic 3{ Standard. M4ZINEE
EEFREMXEB I, FIRERERE
ITRFPER. 18%F
networkFeatures 1RFXEHAILL
IeE. NM=SHEREXMK,

nfsMountOptions FEELRITHI NFS $E33%E, SMBEE "nfsvers=3"
ZrE, BERANFS 4.1558HE. 58
¥E nfsvers=4 EIES DIRAVES
EINFIRAIEENFS va.1, 1FESER
EXHIgENEHRN=BEE SN
Ao B A% B B EEIN,

limitVolumeSize MRIFEKRMEANEILE, WEE " (BRIAER T RREISLHE)
=N
debugTraceFlags WEEHBRN EERNERINS. &~ T

B, *\ {"api": false, "method

. true , "discovery": true} ",
PRIEEEEHITHIEHRH T EIF
%@E’\JEIE'E\EF%, BMEERLETH

BEo

nasType ACENFSESMBEEIE, kM EIE nfs

nfs, smb HAT. FIANER T
BEENTRRNFSBILBEANT,

supportedTopologies oIt i in 2 R RV X AN X35 Y 51

xR, BXIFMAER, BER 4

CSI $ah,
gosType F QoS KA BEhEFnb. Bzh
maxThroughput REMTFHNRAETHE, RUN 4 MiB/sec

MiB/F). XEZ3FFE) QoS BEM,
()  axmamsmdaEs. S0 TREAze NetApp Files BHRETEE",

PREBIRAZIR

WNREBIZEPVCESUREI"No Capacity Pools"(RIREIREM)HEIR. WKL BIZFFM AT 8e/8 8 XEBIFrEI R
MEBR(FM. BME. B2, NEEBATIER. TridentFiZRELIBEHIT ZMMAzUre BRIR, WIFEH
EEFERAELNAE,

EI'\JTE resourceGroups, netappAccounts, capacityPools, virtualNetwork, *I:I subnet E_[L)(ﬁ
RREBMHATLRERITRIEE. EAZHERLT. BINEARESRERI. BRNEZIRAUS Z N ERZIRLT
fico

@ AR EIAMLE S5 Azure NetApp Files(ANF) ZZfEIK P (U FARRZIRAS, NERERHRZRAS!
KOS, BAEINNEISEZRIRA,

b et

o resourceGroups, netappAccounts, # capacityPools {EEigfmites. AT B LRIMHI—HRIER
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AEFEERTANEIR. FEATUMERASHIEE. T2RERREAUTEI:

Type

Resource group
NetApp K
FEH
REHAPIES
Subnet

S E

TR OB R B RS R ER 0 s E

28

exportRule

snapshotDir

s AR

unixPermissions

THIEE

Description

WMERIFHAN,

3o

< RIRA >

< KIRLH >/< NetApp K >

< &R >/< NetApp 1K >/< BE >
< &R >/< EBILEL >

< BIRA >/< BILE >/< FK >

UTNETRIZFIFAERE. 520 [ROEE] THRIFEESR.

Default
"0.0.0.0/0

exportRule #JEUCIDRERE
RRHERIPv4thiESIPv4F A
SHNES HEYIR. SMBHER

[e}

1=l .snapshot BRAVRI L4 XFNFSv4. A"TRUE"; ¢

WERIRGARN

FNFSv3. Jf9'false”
"100 ﬁ "

FMEBUNIXAR @4/ \#hlERE) ™ (FRNTheE, J[EEITEHFRTIAN

o SMBHERER,

SE=S)

UTFROIERTRAZSHEHRBEANBRANENESEE, XBEXEHRNRESETTE.
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RIREE

20

XEANNRIEERICE. FHRIEER. Trdenta2 KMEFRECE N BEZIKZAAzure NetApp FilesBIFR
ENetApptk P . BEMMFW. HBENEFEREEEF— M FM L, BT nasType BT . Eit
2 nfs WARNEE. EREANFSEEE,

HERINIFFIaERAzure NetApp FilesHZIXF LR, IHECERIEMBERE. BXfrL. EFENFREC
BENESREFINTSER R E,

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



AKSHIZE B %

WEIREEESHINEE subscriptionID, tenantID, clientID, # clientSecret, EFAZE
B8 ZREN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet
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EAFAKSH=Z%

tEIHREEESHMNEE tenantID, clientID, M clientSecret, 1EEASIREEZRHERN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

ERRENRERIISERS A EKE

tEmEEESREERETEAzurel eastus " BEMH "Ultra, Trident2 BRI (IEZRIKEAzuUre
NetApp FilesBFrEFW. HEENEEP—FWEHE— I FHE.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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BEF5) QoS BEMBFIHRHG

HERE B IS HRETE Azure B “eastus BB F L) QoS AEMMINIE,

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anf
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelLevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3



SRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"
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REPVHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE
Kubernetes FRElEFRTXEARSZRANEIFMES, WILINEIFEER. EIUITERTREX M

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2



XFRINCE

Tridentr] LURIEIHFI AT XA TEI HACE®S, supportedTopologies tb/SiRACE AR ATt
FMRRAXKIFEMDXTIR, HAEENXIGH S XEXNSE M KubnetesEEEE T = LR HRIX G153
XMELA, XEXIFMNSXKRIEFERPIRENAFETIR. N TFEEEHRRENE S XIGM X
FiEZR. Trident2E ERKIFHXIF RS, EXFMEE, BB FEH CSI A,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

FHEEREX

LIFAZA storageClass ENXEIE LIRTE#E M,

FEAIRHIENX parameter.selector FE&

£ parameter.selector B LlAEMEE StorageClass BTFRESNEM, EEEEEMFHENX
E= T8
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold

provisioner: csi.trident.netapp.io

parameters:
selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver

provisioner: csi.trident.netapp.io

parameters:
selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze

provisioner: csi.trident.netapp.io

parameters:
selector: performance=bronze

allowVolumeExpansion: true

SMBERRHBIE X

£ nasType, node-stage-secret-name, #l node-stage-secret-namespace. &LAILIIEESMBE

FHR PR ERIActive DirectoryE1E,
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RiAdr R = e ENEAREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

28



@ nasType: smb XFFSMBERMAYHIELES. nasType: nfs 3 nasType: null NFSHIAYIHE
PR T

elfEa =y
SIREIRIEEX MG, BITU TS
tridentctl create backend -f <backend-file>
MR EmEIEEN, NEREEEHRINRE, ST TaSREERAEUBRELAERRA:

tridentctl logs

MEHEEREXHHREGE, EeJLIB/RIBIT create 85 <,

Google Cloud NetAppt

fit EGoogle Cloud NetAppi/gim

IM7E. ERI LA Google Cloud NetAppEHEL & A Tridentdyfgim. & 0] LA{EHGoogle Cloud
NetAppH EimEIZNFSFHISMBE,
Google Cloud NetApp&IREIfZFi#4H(E 2

Trident}gfft T "google-cloud-netapp-volumes' B F S & BENRIIEF. ZIFNIHRIER G
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXshiZF Y ER S FEHVIAIRIET SR H RS
google-cloud- NFS XH 7S Rwo. ROX. rwx. RWO nfs, smb
netapp-volumes SMB P

EATGKEN =%

BE=H. Kubnetes PodA] LUBIEEA TIEAEH B9 #IT BB IRIERIFIRIGoogle Cloud#ZER. MAEHEA
iaIGoogle CloudiE,

E1£Google CloudF B = &7, B

* {FFHGKEZBZERIKubbernetes&EE%,
* EGKEEE LR EN TER MR UNRET i LR ERGKETTAUIEIRS 23
* BB Google Cloud NetAppBEIEF (A /GCP .admin)A &Sl B E X AEHINetAppARS Ko

* BRETrident. HPEEATEE "gcp"WaieiZFMATIEENGCPIRSIKFNEITIR. THAHT—
Nl
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Trident iIzE 7T
EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE

‘cloudIdentity 1&E “cloudProvider '/ “"GCP" iam.gke.io/gcp-service-account:

cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.como

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

e
FERUTIMEESIRE mIREERF (CP)' I = &7 (Cl) /rSRIE:
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LUF RGNS ZETridentHERIFIET 24518 E cloudProvider " HAGCP “scp, HERIFIETE
SANNOTATION I&E “cloudIdentity:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. M cloud-identity
SANNOTATION.

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident



HEEZACE Google Cloud NetApp# /5
fEAZE Google Cloud NetApp Volumes/Fit 2 Hi. EEEMFEHEUTER,

NFSERIRIIR =

MREREREAGoogle Cloud NetAppEHEFMUEER. MEZHIT—LEAIRACE T 81 E Google Cloud
NetAppEMEIENFSE, 1HERE "HIE280"

7EA2E Google Cloud NetAppEGiHZ . IBHFREHE AT

* BEEE A Google Cloud NetApp#HEARSSHIGoogle Cloudtk P, i5£i% "Google Cloud NetAppE"s
* f&89Google Cloudtk FHIINB RS, 1BSIR "HEDE"

* EENetAppEEER A B Google CloudfREMF (roles/netapp.admine BEA "F{HFLREERA
BHR"S

* EHIGCNVIKFPBIAPIZSAX . 1FEI "CIEARSS 1K 2R
* FhEM. BEN EFEEA

BXRUNMENIEE X Google Cloud NetAppEHIIA R REVIFME S, 155 & E 3T Google Cloud NetApp#&HYif|a]
PR"S

Google Cloud NetApp Volumes/giHED & & AR5
T fi#Google Cloud NetAppEREiRACEIEMHERILE T H.

[EiREC & T
BN EIHREBZRTE— Google Cloud XiHEES, BEHMXINEIES, ErILEXEMSNH.

S Description Default
vehRZs BRI 1
storageDriverName ZEIRCHIZ R I Z #F &

storageDriverName %
MFETE H"gosle-Cloud
NetApp-volumes",

backendName (AR E SR IRETRRF B + " + AP
FSAN— 25

storagePools BFiEERTRENEFENNEHESE

projectNumber Google Cloud tkFINE4%S. Itt{ERTEGoogle Cloud
TP ETTEE

(A= TridentBE2GCNVERIGoogle Cloudfii &, RIEEX

B KubnetesEE8£RY. 7EHEIEMNSE location AIRETF
£%1~Google Cloud X1 = _EitRIBI TSR Hio
BXERESTEEINLA,
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=2 Description Default

apiKey BB ATMGoogle CloudiRS K P BIAPIZZ A
netapp.admin . B83E Google Cloud IREHKF &
FAEAXMHEY JSON BRHIAE (FFEHEGiRE
BEXH) o apiKey AR THRABEER:
“type. project id. client email. .
client idauth uri token uri
auth provider x509 cert url'#l
‘client x509 cert urle

nfsMountOptions FELRITHI NFS %I, "nfsvers=3"

limitVolumeSize MRIBRNEARNBIUE. MWEEKK, " (BRUAER T ARSESIE
1)

sARS 45! FEMREENRSST, BN flex. « standard

premium' 3 ‘extremeo

& EVATFEN—AER JSON HEHXIIIRE
ML BT GCNVEMGoogle Cloud ™,
debugTraceFlags HEHIRN B EARIEIRAT S, B4, =
{"api":false, "method":true}o FRAEEIETE
ﬁﬁkf‘ﬁﬁ%#?ﬁ%ﬁéﬂi M BEEAE, SUEDERLEIN
Beo
nasType FEENFSESMBERIEE, EMEIE nfs, smb A  nfs
To RINERT. BREATESRNFSHIRENT,
supportedTopologies FRnlt/EHZFHIKFMKIENTIFR, BXRIFAER,
BBIR EH CSI i, filun:
supportedTopologies:
- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone: asia-eastl-
a
HACE RN
B ATEPIEHIFIAGECE defaults B899,
B Description Default
exportRule MENSEMAN, HKHEPvattiit "0.0.0.0/0
ERAEHES HIRYIR.
snapshotDir i5iA] © .snapshot” BR 3T FNFSv4. A"TRUE"; XF
FNFSv3. A"false"
sSnapshot T3 NREMENEB DL (R EAINEO)
unixPermissions FERUNIXRPR (4 #ElERE). ™
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RIREE

XN REEREE. FRLEEN. Tridentz ZMEREUEZEIKE Google Cloud NetAppERIFIE
FiEt., HENBEREREBETEEFT— Mt BT nasType B&T. FELbE nfs NAZGNEE. BiEE
HANFSEEE,

HERINIFFIAERGoogle Cloud NetAppEH =X IRIFRY, HECEZEMANEE. BXfL. BRAURFE
NIEE BN ESRHTIMNIEESRE,
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



REPVHECE

EREE A E— X HPREX SN EMM, EIthE— *ﬁ'q:'ﬁﬁTﬁEX storage » WREHZ M FEM
TRAENRS SRS MEHEEKubbernetes BB RNXLEARSZ KANIFMIE. NXLERITRIEEE
B, BIVIIRERAFX oM, Flal. EULTRAIP performance « #r&EM servicelLevel FRAFKX
7R,

SN, RIS E — L@ R TFRAEEPBRIRIAE. HEBER T EICHRIEGAE, EUTREIH.
snapshotReserve A exportRule FB{EFRAE VBB EIAES

ﬁ*ﬁém'fnlu\: lﬁ |ﬁ| "FE*L/{

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zqg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

ERTFGKEN=&1%

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident®] LIRIBEXIZA ] BRI A TE HECE S, “supportedTopologies' b /SiREDE AR A T et
FNEHRNKIFEMSXTR, TSNS XEXNS SN KubnetesE 8T s _EArE PRIXIFF 5
XELA, XEXIFMHXERRAEEERPRENATFETIR. XN TEEEIRREES X XIHH
FEZE. Trident27E ERKIFHNIXIF P EIES, BXIFMEE, BB FH CSI S

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

T—SRt4?

IZEREEX S, BITUTH<:

kubectl create -f <backend-file>

BIERSEMINEEER. BETUTHL:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1£f£f9-b234-477e-88£fd-713913294f65
Bound Success

WMREIHREREW, NEHEEHINE, ErUERH<SIRARR kubectl get
tridentbackendconfig <backend-name> . WEBITUTHSEFEHAEUHRERRA:

tridentctl logs



MEHEEREXHREG. G LBRERHBRIEITcreatefi <o

FHEREX

TEHREXLARGIHHEZ storageClass EXo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

FRFEMREENX parameter . selector :

fEM. parameter.selector ZRILIAEMERE StorageClass """ BTFHRESN. SREEEBTE
XENFH,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

BXREFMEENFAES, B0 CIEFES

SMBERIRHIE X

R nasTypes node—stage—secret—name\ﬂ] "node-stage-secret-namespace, el LIFgESMB
EHIRIEFTEMActive Directory’ 8. I EHEE[/TANRAIACctive Directory i /Z 53 Bl FHYET =N ER %
Ho
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RiAdr R = e ENEAREE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
SR T EEATRENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

BN ERAFENER
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}



(D nasType: smb XFFSMBERMAYHIELES. nasType: nfs 3 nasType: null NFSHIAYIHE
PR T

PVCE X1l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

BIPVCEREHE. BEITUTH<:!

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-—nfs-sc 1m

AicE NetApp HCI 5§ SolidFire [5if
T RRUN{A7E TridentZ & AR 82 M B Element/5imo

ElementiXshiZF 140 8

Tridentigt T “solidfire-san’ A F S5 & EF@BIEHIFHERIIERF. IFNIHRIRIAETE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

‘solidfire-san FMEIEHZEFHF file Ml block HEN. WTF ‘Filesystem’
BRI TridentRBIB—PEHEIBR—IXHRF. XHERFAREMA storageClass FERE.

IXEhiERE I EIE ZHEBVIGRET SHEHONXH RS
solidfire-san iISCSI iR Rwo. ROX. rwx. TIEXHZRS, RigR
RWOP 5o
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Kzhizr il
iSCSI

solidfire-san

ez Al

EIEN ZFRIARIRET TN H RS
X A% Rwo. RWO1. xfs, ext3,
extd

EelZElementiFinZAl. EEEHEUTERK,

* &17 Element R RZFFERS

* NetApp HCI/SolidFire B EIR R~ AP NERE, TR TEES

* FiE Kubernetes TN R#B REFE LAY iISCSI TR, BN "TIFTREERERE"

[EimEC B 1T
BXEREEER, BESRTF&!
28

vehRZs

storageDriverName

backendName

pYir]
iyt

sVIP
R

AR

InitiatorIFace

UseCHAP

SHimR
s

limitVolumeSize

debugTraceFlags

Description

TFEIRENAE P YR AR
BE X &M iE Gl

fEAA P EHER SolidFire 8589
MVIP

=g (iSCSl) IP #uhtfNEma

ENATFEN—HAER JSON 1B
BURRE

EEANEARM (IRRKE,
neuE)

¥ isCsI MERGINFEENZEO

{FEFRACHAPXIISCSIH{TE /I8
JE, TridentfEFACHAP,

EFR/IGIRILA ID 5k
QoS #3E

RBRBERNESLLE, WE
BRI

E&BﬂﬂFl‘?Ej‘gﬁﬁﬁE’Jﬂﬁt$ﬁlu\o @U
. {"api": false. "METHO"
: true}

Default

RS 1
42879 SolidFire SAN
"iSCSI_"+7£fi#(SolidFire) Pk

default

true

B A TridentAYiH1E]ARIID

" BRIANER TR SEHE)

H}

(D) 7R debugTracerlags , MAFEEEHTHIE A BEIEAN E S,
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51 BIERECE solidfire-san BB =MEXNIREIER

WREIERT —NEHEXYE, ZXEER CHAP BHIIEHERYEE QoS RIEx =& ITEER, G,
SR ATEE=E A 10PS storage class SEE X FEE U EREFREMHEE,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

T2 NEHRIMTZEREE solidfire-san EBEEMHIRTHIZE
IR BR T R IR E B SR E X S LA 5 | FiX LE Y StorageClasses,

FCERY. Trident2 Rt ERTEE G ZIFIREFEMELUN. AT AEER. FHEEERALURINE NS D EE
AL E XITE

£ TEFIRERAIRREXXAH. NFEFELRE TRENRIAME. XEFEBIRET type TESilver. &
POBERHITENX storage Hd. EIRAIR. FEFEHZIKEECHRE, MELFEHSBS LEHIRE
HIERINMES

version: 1
storageDriverName: solidfire-san
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Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d
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LI R StorageClassEX5|A 7T LREIA, #F parameters.selector FEEH. F StorageClass#B= i
FAETATFHEEENEN M, SREEEEIHPENENHH.

&5—"StorageClass(solidfire-gold-four) R EIHE— P EME, XEM—— MRS TR
Volume Type QoS. Ex/g—“StorageClass(solidfire-silver)=EREMIIREIER4RERTFE
Mo TridentiREEZFM R, HBRBEEEFEENR,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4
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csi.trident.netapp.io

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner:
parameters:
selector: performance=silver
fsType: ext4d
THREZER
* "Bifin)A"

ONTAP SAN IXcHiZF

ONTAP SANIRXHFERE#EIA

T #RYN0{A1{EEFS ONTAP #1 Cloud Volumes ONTAP SAN IRGHFZFECE ONTAP Gif.

ONTAP SANIRGIIEFIFMER

TridentigHt 7 LU FSANTFHEIREHIZF R S ONTAPEEF#H1TIB(S . IFMIRRIRENNEIE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

Kzhizhr

ontap-san

ontap-san

ontap-san

ontap-san
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Y
EFFC
fiSCSI
scsl

ETFFC
AJISCSI
SCSI

NVMe/TCP

BEER
NVMe/TCP
BIEMER
=T

NVMe/TCP

BEN
NVMe/TCP
R EMER
%Iﬁo

SR
3R

X RS

3R

X &S

SRR

Rwo. ROX. rwx. RWO
P

Rwo. RWO1.

RoxHIrwxEX R FEIR
X TR,

Rwo. ROX. rwx. RWO
P

Rwo. RWO1.

RoxFIrwxIEX 4 RA IR
X TFARAH,

ST RS
EXHRS; RigRigE

xfs , ext3, extd

EXHRS; RigRigE

xfs, ext3, extd
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REhiZRF X BRI FEFBIIAIPIET SFERIX RS

ontap-san-economy. iSCSI R Rwo. ROX. rwx. RWO TITXHZRY; RIBRIEHE
P
ontap-san-economy. ISCSI XHRG Rwo. RWO1. xfs, ext3, ext4

RoxFIrwxEX 4 RAAEIR
XN FARAH,

* f£f ... ontap-san-economy REHXKAMEFEHAETHIES T, A2ERILE "ZiF
BIONTAPERH!"

* f£F ... ontap-nas-economy REHXKAMEERETHIHS TN, F2ERIE "2
@ FIONTAPEFES" #] ontap-san-economy T/ fERIRENIEF-

* E701EA ontap-nas-economy FUNEIERIP. RMEME KL HERIFE R

* NetApp R EEINTEFIBEONTAPIRGHIZEFE FEAFlexVol B EhiE . {BEONTAP SANBRIN, fRRFA
JEE. Tridentz 13 A IRIR TR FAER Y BFlexVol,

PR

TridentiZ LIONTAPFHSVMEIER B17iz1T. BEFEHAEERAF vsadnin " svMBAR. HEMFH "admin &
BHEEAENEMBFRNAER, MFAmazon FSx for NetApp ONTAPERE. TridentN{EREEREF
‘vsadmin BsvMAF LONTAPE SVMEIRR S 11E1T. HEFERAESHERACHNEMBZTNAF BT
fsxadmine Itk ‘fsxadmin' BF ReEBRMBAEHEIERAF,

YR limitAggregateUsage' ¥, MIFEEEEEIERMNPE, FAmazon FSx for NetApp
@ ONTAP5S Trident&E & MBS, limitAggregateUsage S RER T "vsadmin'F “fsxadmin' B
KPR, MRIEEULSE, REREREK,

BIARILIFEONTAPH G — MR LI = in X shi2 R EABRRGIE ERrIA &, ERNFENXE M. KRS
FRZSEY Trident SRR FTEZENEM APl , MIMEARTSERES S HiH.

NVMe/TCPHIEMFEEIN
TridentfE A LA FIRoHAZF ZHAEZ K MERTFIRIE(NVMe)thiY ontap-san:
* |IPv6
* NVMe&HYREBF T [E
* FAENVMeLB AN
* S \ETridentdMEBRIEERINVMeE. LUETridentr] LIEIBH A 65 A HA
* NVMeZsH1Z & 1E
* IEEEIFIEH X FK8s¥i 5 (24.06)

TridentA 235

* NVMe R4 #5089 DH-HMAC-CHAP

51


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

* (G METFEF (Device maper. DM)Z 1R
s WITTIE

@ NVMe {X3255ONTAP REST API, 4% ONTAPI (ZAPI).

& EFONTAP SANIE SRR E Gk
T fR{EFAONTAP SANIRGIFEFECE ONTAPG IR E R & 19 I8 117N,

2K

¥ FFrE ONTAP [Gim, Trident B RZE/DE—IPMEBESDEL SVM,

'ASA 2R SEMONTAPRS: (ASA. AFFRIFAS) FEFHEEMSIL LBFIAE. FEASA 2
() 749, CREEIARMARES. BERX MIREXE, MMANTEASA 2 RAREES
5B SVM.

W\, BEALUETZ N RiER, HelEiEmEP—PIRIZEFIEMESS, Fi, EaTUEEFER ontap-
san IRGHFEFEMY san-dev £FEA ontap-san-economy-one Y san-default 3,

FiEKubernetes TETI mEIA ML RHIE HMISCSIT R, 58I "EETIED A" THRIFAER.

FTONTAP[SIm#1T & 7 30IE
TridentiZ {7 FF 3T ONTAPGimIH 1T S A IERIIE T,

* Credential Based : EBFrEMNER ONTAP AFPHVAFP BMERT, EiNEA admin 3 vsadmin FFENX
MNLZ2ERAR, LUHRS ONTAP AR AERRE,

* BT Tridenti® A UEREIHREEIE B SONTAPER #ITRE, LA, FinEXBAEEE FikiE
B, ZAMAE CAIEPH Baseb4 FwiZE (WRFEA) EiIN o

TR UEHRIME Rin. WEEETFERENAENETERNAEZEBE, BR. —RIZF—HEHIIES
o BUMEIEMBHIIETE. SHMEHEEETRRFRIRE 777%.

@ MREZAER R ERENER . WERSIBERK. HETR—FER. HHEEXHHREE
T BB RIIETS Eo

BRETRENSHIIE

Tridentf/R ESVMER/EEEEMNEERMNEIES e SONTAPRRHITIEG, BIERMENTIEXAE, Wl
admin B ‘vsadmin., X#FAJLUHRSAKFONTAPIRARIERMBAM. XLEMAA S QAFFARFK TridenthizZs
EfEARIINEEAPI, FILEIEZBEX ZRE2ERABHBHEAT Trident. [EREBGXFF M.

[EimE MR TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEERUANSEAFENE—ME, SIERRE, BFRRA / B3R Base6s #H1T4HRIZH
Zf# 7 Kubernetes 31, CIEHEM IR —FETHERNT R, Flt, XB—IXHEERRNITHVIRE
, H Kubernetes S FfEEIE G IT-
BREETIEPNEHRIIE
MBI AN EIRA LUERIERHS ONTAP Eim#TiEE. BIREXFBEE=123,

* clientCertificate : ZFIRIFHAY Base64 mig{E,

* clientPrivateKey : XEXFAHRY Base64 4RAL{E,

* trustedCACertifate . Z{51E CA iEHHY Base64 i3 {E, WMRFEHAFES CA, MATIREILSE, WMRFEE
FAA]{= CA, MeJLLZBRILISE,

HANTEREEU TSR,

p

1. £ EFHIEBMER, £KHY, 2 AE (CommonName , CN) REBANEFENZMHILIERN ONTAP
R

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

@ BITIER<LfE, ONTAP fRRMINIER. LD 1 RAERHRY k8senv.pem XHRE, AT
BN "END LATER &4,

4. HaIk ONTAP 2B RABIH cert BMNWIESZ.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. (FRAEMAERNIR B A, 3§ <SVM BIE LIF> 1 <SVM Z7F > B AEIE LIF IP #1 ONTAP &#K,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. /A Base64 XEPH, AT RS CA IEBHITHE,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERAMN E—TREBNELIREIR.
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fosssssssssssscscssssssasososs====
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

fessmmmmeme== frememesessess==== R
f=mm==== fememema== +

E SIS A BRI E

IR

ANy

AILUEM A R U EREM S M IS ASie EEE. XRMASIEER:. FRAFRA / ZEpYEHA UL

EHAERIES; ERIEBNERIUERAETRP R/ BENER. Ak, SRFTRERIRE S IIEREH

AN EHREIES . RE. FREEMESHNENGIR jsonXXHH1T tridentctl backend update’,
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

R, FREEERAIICTE ONTAP EEMAFPNENL, ARHTERER. BRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTRNERIRENIAR, AR EZRENEEER. BiREEMMRINFR T Tridenta] L
50ONTAPEIHBEFHAMER K EIR(E,

HTridentt)ZZEE X ONTAPHE

&AL B EPrivilegesiREHIONTAPEE A . XEFEMANFEHAONTAPEIR A A BETridentHHITIRIE, IR
ETridentFiREEEFEERAF B, WTridentEERELIZENONTAPEE A ERNITIRE,

BXREIBTridentBEEX ABIIFAESE. BEW TridentBEX ABEMZE"S
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. IREEXAE:
a. BEEEHLICIEEEXAT, FiERFE Cluster > Settings*,
g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fn TN 1ﬁ L/{_FF-_'E
* "ATFEEONTAPHEEXAR"H"EXBEXHE"
* ERABMAR"

fEFAXE CHAP IE %

Tridentjl«(@ﬁﬁ*ﬂ ontap-san-economy  RENFEFAIWNECHAPKT i SCSIRIEHITHMPIIE " ontap-sano
XEEFEEHRENXHBAL useCHAP &I, IREN “true, Trident‘%ﬂ%SVME’\J%ﬁﬂFfﬂ*zr‘_it@ﬁ@ﬂ%ﬁ
WECHAP, Hi&EGIHXHHIAEF R ZH, NetApp BIVERXNE CHAP M EEHITE MBI, 1BES I
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TECERA:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ useCHAP B E2—NMa/Rikll, REEERE—R, ZVABERT, BHLE R false ., BHIEEN
true f5, TERBEIREN false o

=

BRY useCHAP=true Z, FIHENEMHAEIE chapInitiatorSecret ,
chapTargetInitiatorSecret , chapTargetUsername #l chapUsername FE&, BiTIETT
tridentctl update BIEERH, A A BUX L Z A,

T1ERIE
MNRFIKE useCHAP Atrue. NEFEEEIRE R B R TridentiEFiEGIRACECHAP, HAAEE:

* £ SVM LigE CHAP :

° INRSVMBIERNIABBIiEF L2 X B Sinone FRAINE) M EHERBEABRILUN. N Trident= AR
2LRGEN caar. HMERECHAPBMZRF AN BinH R &M%,

° YNERSVMEELUN. NITrident AR 2TELLSVM_EEBCHAP, XiERIHRITSVM_EBFEEAILUNAYA R R
SR,

* BCE CHAP BaniZiFr AR BArAF A MEE; AAE/aiREcE TEEXEERN (M LEFRR) .

SliEEIRGE. Trident26IEMERNABY “tridentbackend CRDHIECHAPZZ RSN B - & 771i% IKubbernetes
B3, TridentfE Lt EiH AR PV, 5@ 12 CHAPSH T EE,

BRI H B e

Bl LUBI B #T backend. json XHHH CHAP SHREH CHAP 1. XHEEH CHAP Zi3HEMA
tridentctl update P RMIXLEEH,

@ FHEIRACHAPE Y, HAERA “tridentctl BEFRiR. B7ERONTAPH TR EIIONTAP
ASEIEBEMFMEER LEIE. AANTridentiE LA ESXEENR,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
o Fom e
- o +
| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T
e —— e — e e ettt
t——— R +

MEERARZEEN; NRTridentfESVM EEFHEIE. XLEEREHREFREDENRES. MEERERENE

HURHE. DAERBHREARTENRS. MAHENE EIEIEI’J PV II%E'TESI ElEREMENERE.

ONTAP SANEC & &A1 51

T FRAAITE TridentR = BIEFEAONTAP SANIREHIERF . A TiRME T IS Gk ET
Zl|StorageClassesHY /g imbAc & R HIFIFMAE B

"ASARZAG"SHMONTAPRS (ASA. AFFFIFAS) EEFMEEMLI EBFAAE, XLET WS MELSE
R, WSERPTR, "EA TR ASA 2 R4 5HEHM ONTAP R4 BINES",

@ 3% “ontap-san'ASA r2 R IFIKENIEF (4% iSCSI. NVMe/TCP 1 FC #i¥) -

ETridentFIHALER, THRIEELENRARASA 2, HITEE "ontap-san'{E/ “storageDriverName Tridenta]
BEhMASA r2 SREMONTAPR YL, WMTFRAT, XEERIESHTERTASAR2 &Y,
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[EiRECE TN

BXEIHECEED, 1BSI TR

BN Description Default

vehRZs YRR 1

storageDrive {FEIRSHTEFAIRZFR ontap-san 8 ‘ontap-san-

rName economy

backendName HENXZMHEFEGIH IRGhIZRE R FR+" "+ dataLIF

nfF A H EE G SVMEIELIFBYIPHELL, "10.0.0.1" "[2001: 1234: abc:
o fefe]”

A L3EE T2 REE S (FQDN).

YR Trident2EAIPVOITEZEEM . M LUEE RE
BIPveitiit, IPveiiItM B AIESENX, il
[28e8:d9fb:a825:b7bf:69a8:d02f:9%9e7b:355
570

BxTHMetroClusterIHIE R, S
W MetroCluster=filo

R EFEARZE vsadmin"EHE.

@ managementLIF  MRATESvMBYELR
; NRFEANE " admin"EHE. AR
EEHEE managementLIF,

dataLIF Y LIF 89 1P 3thdit, d0RTrident@ERIPVOIRERE HSVMIRE
. MBTLUSE AERIPveittiit, IPveiist MR A1E
SEX, BN
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo *FFETEISCSl, *TridentfEF"ONTAP 4 LUNBR
S AR ZERERTEFTERISCSI LUN, SN5RERH
EX. MEERES datalIF. *EB&MetroCluster, *
iF& MMetroCluster{flo

sVM E{H 389 Storage Virtual Machine WRIEET SVM managementLIF
, MPRE
*XFFMetroCluster& &, *IFE 0 MetroClusterinfilo

M cHAP fEFACHAPI$iISCSIFIONTAP SANREHIEF#HITEHH false
JE[fR/R{Ele FIREB true. LUETridentitEIX
MCHAPH & H AEFIRTLTESVMBIERIA S HIEIE,
BXIFAER. BEN EE{EFAONTAP SANIKEHZ
FEEEH" o A5#F FCP 5 NVMe/TCP,

chapInitiato CHAP BohiZF%EH. AR useCHAP=true , MKH

rSecret AEIN
%oy EVHAFEN—AEE JSON BXAIIRE
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2

=

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

EFIRIES

clientPrivat
eKey

trustedCACer
tifate

BR#&

sSVM

sTFIERTZR

Ra

Description

CHAP BirBohiEFE ., WERA useCHAP=true ,
M S AZEIN

NEARFP &, MR A useCHAP=true , NMANEIR
B &, MR A useCHAP=true , NMANEIR

Default

TR HIEHH) Baseos HBE. AFEFIEBHSHE "

ik

EPinE A%IAR Base64 RiDE, ATFEFIERNG ™

(e

Z{EE CAEHH Base64 fiS{E, mlik. BFETFIE

BHISPLIE,

SONTAPEREHEEFIRINAR®. BTFETRIENS
HI8E, B Active Directory SAIRIE, iES5 &

Fi Active Directory ZiEMRGix SVM JiETrident BV &
4"

SONTAPSEEHBEFIENER. ATETEIENSH
I3, B Active Directory BRIRIE, 1ESH "EH
Active Directory EHEMA/5Em SVM FEiETrident BY & {7

[e}

E{FEFPAY Storage Virtual Machine

£ SVM FECEHENERNEISR, TAHRIENR. B
EESH. ERECIR— G,

ERENRE (Af; NRGETRSE, NWHIARKHE
BE4A SVM) o XFTF “ontap-nas-flexgroup IREHFE
. MWWIRTUREHR 2R, tNRKRHE. W & AEREM
BB & FALEFlexGroup®,

ESVMRREMREGE. EREH
ETridentP BEIEH. HEARKIE
SVM. MEEEHBohTridentizHl28,
fETrident-hiRE T RERA LR ES
(D) & uREZEAEHRRBHSM,
MIFERIHSVMEESEY, [RISIGTE Trident
BN, EUREE S B
HSVM LIS, B EE L.
BB,

REHETE ASA 12 245,

WRIEET SVM managementLIF

» MPRE

trident
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=

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

sanType

62

Description

REAEBILB DL, WEEXK. ZZD%U@%E’J

EAmazon FSx for NetApp ONTAP/S, iB70IEE

limitAggregateUsage. IEMHHIF] ‘vsadmin' FEE
fERATridenttt RER SER B RH T EHITIREIFIEN

‘fsxadmin 't R, FEISFE ASA 2 24,

MRBROBRNEIUE. WEERK. LI E=

PREIE ALUNEIZMERI AR/ LR,

B FlexVol BYEK LUN %4, @J7E 50 , 200 SEE

N

HIEHIR B AR S, flgl.  {"api":
false. "METHO": true}

PRIFIETEHITHERPRH TEIF 09 A TR,
MER.

{EFHONTAP REST API F975/RE%4,

‘useREST HIEEMN “true’,
TridentfEFONTAP REST API
5RimEE; HI®REAN false’,
Tridentf#f ONTAPI (

zAPI) ARSERHITEES. LIHEEEEONTA

P 9.11.1 NMEEMRA, LI+, FEA
ONTAPERABNINERILIA

‘ontapi WA, XEEITIE XY
‘vsadmin M ‘cluster-admin®
fath, MTrident 24.06 KRZSFONTAP
9.15.1 HESRAEFEA,

‘useREST 18BN true ZHIA; T
‘useREST & “false {ff ONTAPI
(zapI) AR

‘useREST T2 & NVMe/TCP FYEK,

@ NVMe {¥Z3#FONTAP REST API, A%

5 ONTAPI (ZAPI),

NRIETE, MISKIRE N “true iEHTASAr2 245,

FAFHiISCSI. nvme  NVMe/TCPEEF A EER

“fcp'SCSI (FC)IEHE “iscsio

Default
" (BRINBER T ARG SLHE)

"(BRINBI TR HSL5E)
100

null

true X FONTAP 9.151H BSR4
] %:JH\U falseo

iscsi MR AT



=K Description Default

formatOption L

s ‘formatOptions AFIEEMTHNH LTS
. sENEHTRIE, BNAXES
£
7

‘mkfs o XiF. BAUREBEREFEINEE. 15
HRIEE Sk £ s op L IEIMAEMAINE iR, B
AEEIREHKRZ, 7ffl: "-E nobdiscard"

2 ¥ ontap-san'#l ‘ontap-san-economy' 8
iSCSI thiXIKmhER. *Lb5h, 7EfER iSCSI A
NVMe/TCP thi{BY, Z+FASAr2 &4, *

limitVolumeP 7ELUS-SAN-Economy/gimfEFAONTAPEIRIERME " (BRAINER FAREHISEHE)
00lSize AFlexVol X/,

denyNewVolum PRl “ontap-san-economy [GimBIiEHHIFlexVol& LI E
ePools BHLUN, X=FHEBRFlexVolldEFHHIPV.

B X fERformatOptionsAYFEIY

TridentZ2 IR A LA TR INIRIE I 12

* -E nodiscard (ext3, extd): FEZIXIE mkfs IEFR (RYEFRWESIEENHR/EELEEEEEREER
) o XERREFANEN-K", HEERAT ext3. extd XHRSF,

* K (xfs): REERNIT mkfs BIEIREFHR, ETIERTF xfs XHERS
f£F Active Directory E#EM/gin SVM &1k Trident BY 517
& B LABCE TridentLAfEF Active Directory (AD) E1EXT iR SVM #1THA I8, £ AD kP BILAAIR SVM Z
gi, SWIECE AD FITHISS &R S, SVM BYIFIRNIR. X FEM AD kP H#HITEMEIE, EXMelEEp
B, &% "TONTAPHEZE Active Directory 3% HI25i510)" T fRIF 1S,

S
1. AGiH SVM BREIH & R4 (DNS) iR E:

vserver services dns create -vserver <svm name> -dns-servers
<dns_server ipl>,<dns server ip2>

2. I=1T LTS 7E Active Directory £15 SVM RIZR B

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. FEALLDSRIE AD AP S AREIEEEISK SVM
security login create -vserver <svm name> -user—-or-group-name

<ad user or group> -application <application> -authentication-method domain
-role vsadmin
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4. FETrident/GIRECEXHEF, 1% E username Ml password B9 54 AD B P 54H & #RF1ZRD,

AFEEENEIHECE LM
TR IR R EAREETUERIBIARCE defaults BEERD. BXTA, BEEUUTERERG,

spaceAllocat
ion

sTUETRE
sSnapshot &

gosPolicy

adaptiveQosP
olicy

sSnapshot i
=

splitOnClone

nzE

luksEncrypti
on

7 EREE

nameTemplate

SECETA

Description

LUN BY=S 8] 53 B

TERIFEER; "T"(#EE)H"E"(F). IREN none’
EFATF ASAr2 &4,

E(FARISnapshotHB, KEHN ‘none’ iEHTF ASA
r2 /?\é}tbo

ZRCIRMNEDEH QoS WA, EFEMFhEM /

[2%B9 qosPolicy 8 adaptiveQosPolicy Z—, QoS
KRB S Trident S SRR EEAONTAP 9™M8HES
hias, SR EAIERZQoSHRERAH. HARILRERA D
SINBATFE IS E. HZQoSHEEASIFIE LIEHR

HNSE S EIR,

Default

"true" WRIETE, NIKEA “true'id
T ASAr2 &%,

ll%ll

ll%ll

ENCENEDENWEIER QoS RIRAH, EFESME ™

fig / [5i%BY qosPolicy 3 adaptiveQosPolicy Z—
HNREBMENE B DL, FEH ASAr2 AFIEE.

BIETER, MERXRIFDETME

E#E L EFNetAppEIMZR(NVE); BRIAA falseo
E(EALEIET, HWNEER RS NVE BiFIHER
NVE . S1REFIRBHA TNAE. METridentFECER
FRIEEEBANAE, EXIFEMEER, FER

. "Tridentd0{fEl SNVEFINAEEZ & ER",

BRLUKSII®E, B2 "EALInuxR—E A%
& (LUKS)"

DERBEER T NEN ASA r2 RGHETE
AT eIEBEXERRIER,

TER—MEX T EIMERRA:
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yu%ﬂguous Jn\uygnon
snapshotPolicy /"none". &N

¥

false

O

“false” ANRIEE, MIKEN “true'i&
}EH:_F ASA r2 /%é)tbo

™GB R false iEHTF ASAr2 &
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

M FERIREIEF L ENFIE®S ontap-san. Trident2MAFlexVolFIIMNFIN10%MBE. UR

@ ZALUNTTEHE. LUN BERBAFE PVC RIEKIIBIIA/NEITEE, Trident=R10%MZ EIR
INZEIFlexVolR(FEONTAPH 2R AR AR, AFPMEERIFFMERNABERE, tESUERIR
IE LUN TZARIERE, BRIEEZASFBTATE, XAIEHTF ontap-san-economy.

XFEXMGH snapshotReserve, Tridenti W FEAIRITEBHIA/:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 @Trident A4 LUN STTEIBRMESMNAIIEIFlexVol B910%. *1F snapshotReserve =5%, PVC iEK =5
GiB, M2&HK/NN 5.79 GiB, RIFHA/A 5.5 GiB, volume show S N B 5 IR FIZEMABILE

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB 5.08GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Ba1, AR NENNEESERMITENE—T%
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RIRECE A
UTFRAIERTRAZSHEHREAMANENESEE, XBEXEHRNRESETTE.

@ MR IETENetApp ONTAP L fEFIAmazon FSx#l. NetAppiEiN & A TridentfsEEDNSEZFR. MR
Z1PHhE,

ONTAP SAN/RfI

XZ2EANEREE ontap-san RENFEFo

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster:= |

TR EETERE. MERETIRNYIEEFHERFREX "SVMERIFIME",

EFTREYIRAYIEL EERIEESYM managementLIF, HEBKXLE ‘svm'SE, Flil:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SANZZ 415

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

E TR E D IIIERA

EREXRFRRERGIP clientCertificate, clientPrivateKey, M trustedCACertificate (W
REARSCA. MEE)VFIET backend. json D FXRBEFIFIER. TRARHATRSCAILES
Hbase64 w3 (E,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



XA CHAP I

XL RGER G iR useCHAP BN trueo
ONTAP SAN CHAPRfjl

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

RATIEONTAP/S IR AISVMECBNVMe, XENVMe/TCPHIE A FitAE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

EFFCHSCSI (FCP)RAI

AN TIEONTAPR IR NSVMECEFC, XEFCHERGIHAE,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true



fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

formatOptions#YONTAP SANZR K IKEhiE <13l

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:

method: true

api: true
defaults:

formatOptions: -E nodiscard

RE A = i £51)

EXLERVEREXXHR. NEAEFEEASE THERIME. Hl0 spaceReserve . spaceAllocation
Hfalse. #l encryption Afalse, EINHMIEFMEELS HHITE N

Trident27E"Comments"FEEFISERENE ., TEER. FlexVol volume Trident & B _ERIFAB RS S 6
FEEEL. MMEEFIR. A7 AERN. EEERA R UZINE IS ERHRASE X IR,

EXLERGIAR, BLEFEMESBITIRE spaceReserve, spaceAllocation, # encryption {B. MHLE
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ONTAP SAN/fI
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SANZZ 415

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP{l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

5 EmSTE| StorageClasses

AR StorageClassiE X P M [ EIRR o F parameters.selector FEEH. & StorageClass#f=
sHATATFRESHNEMM, SREEERIMHHAENXEZNHH,.

* o protection-gold StorageClassiFIRETEIFRRIE— N EAM ontap-san fGik. XEMW—IRHEEhER
PRI,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiEBRETEIFRIE ML= EIMAM ontap-san Fif. RAX
LE R HRVRIPR B A Zgolds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassFRETE|FYE =PI ontap-san-economy [Fif. X&/Amysqldb
KRN N REFREEEDEERE i,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* . protection-silver-creditpoints-20k StorageClassi&BRETE|FAYE —NEIMAM ontap-san I
I, XEM—IRHRRIPF120000ME A =AY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIFRIE =D EM ontap-san FHIFiHNEEEIAM
ontap-san-economy [Glf. XEM——{EH=EI500089:t™ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClassi§MREIE| testArPP HBEIIA ontap-san IKEIFEF sanType:
nvme, XEM—HAM™ M testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridentRREEEZM N EP. HHARBREFEEK,

ONTAP NAS IXpiEE

ONTAP NASIKohFEF LA

T f290{a{ER ONTAP #0 Cloud Volumes ONTAP NAS IRGHIZFECE ONTAP 5.



ONTAP NASIRGIEFIFME R

Tridentf2f 7 LA FNASTEEIKIIZ K S ONTAPE B #ITIBIS, IFMIRIRENEHE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

XohizRr i HIEN ZFEFHIGRIET RN HRR

ontap-NAS NFS XH&RS%E  Rwo. ROX. rwx. RWO "™( nfs, smb
SMB P

ontap-nas-economy. NFS XH RS Rwo. ROX. rwx. RWO ™. nfs, smb
SMB P

ontap-nas-flexgroup NFS XHRG Rwo. ROX. rwx. RWO ", nfs, smb
SMB P

* {8/ ... ontap-san-economy REHKAMEFEREITHTES T, A=ERIE "SiF
HIONTAPERH!",

* f£M ... ontap-nas-economy REHXKAMEFEHETHIHS T, ARERILE "SZHF
@ FIONTAPEFES" ] ontap-san-economy T ERIRENIEF

* YE/DER ontap-nas-economy FNMIREIN. REMERBEENER,

* NetAppFNEINIEFTEONTAPIKENFZF A FlexVol BEME K. {EONTAP SANFRYb, FREART
AR TridentScHfE A RIETNE HABN Y FRFlexVol&.

FAFR R

TridentiZ LIONTAPZSVMEIE R Bz {T. BEFEAEEAF, vsadmin' i SVMARF. &R "admin' BB
HERAGHNEMBZFIMNERF,

3t FAmazon FSx for NetApp ONTAPERE. TridentiEREEFFAF vsadmin B svMA P LLONTAPT SVMEIE

REMIET. NEEREEHERACHNEMBRMIAFIZIT fsxadnin. Lt fsxadmin' AR REERRMERE
BHEERAR.

WNEREA “limitAggregateUsage &3k, MEBEEEIERNE, FAmazon FSx for NetApp
@ ONTAPS TridentE &R, “limitAggregateUsage' S A& T “vsadmin'#1 “fsxadmin' AP
K. MRIEELSE, RERIERKK.

BIARTLIFEONTAPH G — MR LI = s R ehi2 R E A BYRRGIE ERrIA &, ERNFERINXE M. KRS
hRZSHY Trident B EAFTEZEEM APl , NTIEARZSEEES S Hik.

FEZEFONTAP NASIRTHIZFEC &[5k
T R{ERONTAP NASIRGIIZFECBEONTAPEIHIE KR, 11D RIS H FHg.

M 25.10 hRZAFF4, NetApp Tridentsz 'NetApp AFXTEERSE"s NetApp AFX IFE R4 5 HtHONTAPRSE
(ASA. AFFHIFAS) EFMEERSLIAR EEFRARE.

() 28 ontapmnas’AFX F4is#s NFS HVIRETER; 3 SMB Y,
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ETridentFIHAEET, EBLEFIBELENRTE AFX, HIEERE ontap-nas {E/ “storageDriverName' Tridentd]
Bt AFX R4
R

* X FFE ONTAP gis, Trident EREMR—IPEREHDECL SVM.

* BRI LUBETTE N RER, HelREERER— P IRoiiZEFNFES, G, B UEE—MEANESE
ontap-nas JRENIZFMERABEZE ontap-nas-economy —%

* FiEKubernetes T{ETI mEBAMELEBEHIINFST B, B2 "IN BXFMAEE:

* TridentXZ#FEEH FIWindows T &2 _Liz1THIPodiISMB#E, BXIFMAEE. 1EE N EEIESMBE
JTONTAP/Gim#1T B DI
Tridenti2 T AN ITONTAP G #H 1T B W IEAIET

s BETERE: MEXFENONTAPEIHAE BHHNIE, BINEFERASTEXREERAEXENKA. Fia0
admin 3 vsadmin MRS ONTAP IRAMERARE 4.

* EFER: MEXFEERHREEIER. Trident BESONTAPER #HITEIE, ItA, FHEXVAEEE
FImiE$, ZEAMEE CAIEREY Base64 RiGE (MNRFEA) (EiY o

TR UEFRRA R, WEEETEENGZNETIEBNAGEZEBE. BR. —RIZHF—MIHILIES
Ho BYMMEIEMBMIIETT A SN EHRECETRIFRINE 7575,

@ NREZ AR EERER . WEHReIBFEEK. HER—FHEIR. BHEEX Gzt
T ZMBARIIIE .

BRETFEENE DRI

TridentEBEESVMIEE/EECEMN SR AN EIET e SONTAPRImHTEE. BINERMENTIEXAE, W

admin 3 ‘vsadmino XIFRILUIBRERFONTAPIRABIERFRA M. XA EES A ERFK Tridenthr s

EERMIHEEAPI, AT RIEBEENXZ2ERABHIGER T Trident. BREINXEFM,

[EimRE X0 TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"credentials": {

"name": "secret-backend-creds"

BAE, BREXEERUAXSERAFEENE—IE, QEEKE, AFPR / BEIEER Basebd H1THILH
Z&7 Kubernetes %50, I / EFEREE—FETHRERENTSE, EHit, XB—TXHAEBERNITAVIRE
, H Kubernetes S FfEEIE G TT,

BRETFIEPNEHIEIE

MM ENGEEHA LUERIERHS ONTAP EiRi#{TEE. BRREXEE=12%,
* clientCertificate : B iHIFHH Baseb4 fRi3{E,
* clientPrivateKey : XEXFAHRY Base64 4RAL{E,

* trustedCACertifate . Z{51E CA iEHHY Base64 i3 {E, WMRFEHAFES CA, MATIREILSE, WMRFEE
A= CA, MeJLLZBRILISE,

HANTEREEU TSR,

p

1. EREFHIEBMER, £KHY, 2 AE (CommonName , CN) REBAEENZMHILIERN ONTAP
R
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HaIk ONTAP 2B RABHF cert BMNIWIEGZ.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERHNERNNR S HIF, & <SVM B8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP Z#F,
SRR LIF BUARSBSREZIKE N default-data-management o

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

SERTB PG A IR

eI LIERIE Rin AR EMS R IIE R AN RREFRE, XRMANEEH: FRARS /I BHENERKAT L
SERAERILES; ERIEBNEHIUERAETRFR / BENER. Altt. SXRERIRE B HIEIESEH
RINFNBMIIES%. AE. FEREMGEMbackend jsonXX . ZXHEEBERITHFAESE tridentctl
update backendo

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

IREIEY, FAERRMMEE ONTAP EEH A EE, ABHTERER. KIS
() ERPEMSNER. 25, BREERUEEINES, AL ONTAP SEEHRHIR
.

BiERAIPENEIRENIAR, BARSEMEZREINEGER, FinENAIIZRRTridenta] X
SONTAPEImBEH L EARRN IR,

ATridentBIZZEE X ONTAPAE

EB] LB PrivilegesiR{EHIONTAPERE AR, XIFMAAERONTAPEIRR A BT TridentP 1 TiR(E, 1R
HETrident/GIREEETESHFA. W TridentEEREEIENONTAPE R A & RN TIZIE,

BXEUETridentBEX BEINFAEE. BEN TridentBENX BEERMZE"S
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:
1. QB EXAE:
a. BEEEHLICIEEEXAT, FiERFE Cluster > Settings*,

g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_IE

* "ATEEONTAPHEEXAB"H"EXBHEX AR
* ERABMAR"

EIE NFS SRS
TridentffE ANFST H SRERITHIX HECE SRR,

FERSHERET. TridentiZ2 T 7K
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* TridentA] UBHSEESHREAS; FHRFENT. FHREERATMIEE — N RTIEZIP#IRCIDR
RIK, Trident=E A BEIFXEEERNNERT RIPHRINEISHREER, &, MRKIEECIDR.
MEZXRBET R LREIRFE 25 CE 2 REIPERIE RN E T H RS R,

* FEEER A UFHEIR S HREARMAN. FRIFEEEREE T HFHRBRM. SN TridentifER
FRAIAS HERER

S EESHERR

@S Trident. FILIEISEIEONTAP/RIRIVR L RES, Xi¥, FHREERMAUANIIETR IP I5E AL
8], MARFHEXZEIM. EAKELT FHREERE, BASHRBAIBREF o TIFMER. LN
XIEG B F R F SR IA R R (R EEEHES B IPUTFEEEERMN TR R, MMZHEHnNE
S EE,

ERDNS SRR, 1577ER MR (Network Address Translation. NAT), fERENAT
() o, GREEHSSBESBMNATIL. MARKIRPEAME, ik, MBESHANAHTE
LR, MISIELiBIE,

Nl

WIAERRM N EED, THE—MNaRENX R

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

fERLLINRER. EXMHRRSVMARRIES BALREIBHISHERE. FAEAT RCIDRIRE
SEAMNGIIFRINS HRER), 1BLETENtApp RN RIELK. FSYME R FTridento

TR R LRRAIX I Thae sy TERIESHITAIISER

* autoExportPolicy BN true. XTI Trident2NASVMEERLLEIREEENENELIE—SHER
B svml. FEAMIBRGIEMNEYHRIMFAMPER autoexportCIDRs, EFEEZET AZHI. WERFER
— N FHEE, RN HEENUERN LI ZEHITRARENIRE, FELAMITRGE. Trident= oIz
— 515 ECIDRIRFAE ST RIPHKEqtreeF BT H RS, XLEIPHEARIMEIFlexVol volumefEFHY
SFH R

° {540
* [FiHUUID 403b5326/8482-40db-96d0-d83fb3f4daec

* autoExportPolicy ¥IEEBN true
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* IFERIZE trident
= pvc UUID a79bcf5f-7b6d-4a40-9876- e2551f159¢c1c

* ZAsvm_pvc_a79bcf5f 7b6d_4a40_ 9876 _e2551f159c1chiqtree = 19 FBIFlexVolBlliE—
K. RB AW gtreet) B— NS H R
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc HETrident EEIEE
‘trident-403b5326-8482-40db96d0-d83fb3f4dacc — PN EAMNTE S H R
‘trident empty. FlexVolSHREEHIFINERqtree T HEEPEENERAMUESE. =FH
ERIS TG RN EE S EH.

* "autoExportCIDRs 8 & #ilItiRFIFR, LFERATEFEL, BAIAA "0.0.0.0/0, ": : /0", SIRKENX.
M Trident2 AR IN7EE A KR TIET m LI EIMFRE £ BB i,

TELERBIR. 192.168.0.0/24 1R T kLT E], XFRTEFLUSEE R AHABHRKUEN TR IPER
BDEUTIldeDtQULEIJTIHj%EgEPo YTridentFMHEITZMENT REY, BERRZT RN Ip#it, HiRER
REMUBR EHITIE " autoExportCIDRs. AfBY, EMIEIPZ/E, TridentF AELZFHEINTRNE
FﬁﬁuﬁIPﬁU@Ef-Hﬂ%Bﬁfmmuo

tliEfE, ERILAGIREHR autosExportPolicy M autosExportCIDR o @EJLUUEﬁJJ&EEE’JF*”‘MMD%
#J CIDR , el LURIFRINERY CIDR o fiBR CIDR BHIES &/, UBFRIIG EZEASMA. S0 el LUEEXS
Jﬁ;mﬁﬁ autosExportPolicy , HEIREIFoEIZNSHKE, XEEERFIKIALEFIRE exportPolicy &
ZXo

ETridentflZ B EIRGE. ErILMEASFENM tridentbackend CRDMEfGIR “tridentctl:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd

BFET mfE. Trident= 10 EFRA T HERBE LUMER S5 %7 = 3 AR, 83 MR ERIHEYS HEREE R MlPRLL
T IP, Trldent_JBEJJ:,:'E\ HEH. RIESETRH T REEEALIP,
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WFUBIFENGE. EHAEHGIE tridentctl update backend Al HfR TridentH s EIR S H R, XHFSIR
BEZEMNTHNSHER. HLUSIHHNUUIDMgtree B ifi B, Fin LHNEEHEHENREDRSEERHE
BN S LR,

@ ErRE B EERES HERRNEREMRESEIBIS HERR, NREHMCIERR, WFHMA
PIBER, AT H R,

MREHFH 7 AT 2RIPHIAE. MARELT = EEFHGEhTrident Pods ARG, TridentiE EFEEEN R IR
SRS, URBULLIPEL,

HERIEESMBS
QEHEES. KA LIERERESMBE ontap-nas e,

@ S MTESVM LRI ECENFSHISMB/CCIFSTY. A BEIONTAPARIEBEERF 6172 “ontap-nas-
economy SMB%, WIRFEEMLEHPE—NMN. MNEERE SMBE IR KK,

@ ‘autoExportPolicy' SMB& ARz ¥,

a2 Al
FECESMBEZ AT, EIURE LT 5o

* —/Kubernetes®E&f. EFREE—MLinuxiThlgs T m AR ZE /DL —PME1TWindows Server 202289Windows T
BT S, TridentX3Z3FEE FIWindows T & _HiE{THIPod#ISMBE,

* E/b—E&Active Directory £IER TridentZ$H, £ %A smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEE AWindowsAREZMICSIIE, B2E csi-proxy. BN "GitHub: CSIYIE" g "GitHub: &M
FWindowsFICSI{EIE" & FHF7EWindows_Liz{THIKubernetes T3 5o

p
1. S FHEBONTAP. R LUEIZREIESMBH R, WATLUEE TridentH B EIE— M=,

@ Amazon FSx for ONTAPEESMBHE,

e LMER L TRF A X —RIESMBEIEHEE "Microsoft EIRITH| 4" HEX ML EIR B TTHEFAONTAP
TR E. EFHAONTAP m<1TRELESMBHE. BHITUTIRIE:

a. MAEKE, AHELIRERRZEM.

o vserver cifs share create S EECIEHLZHAE ﬁé‘-pathiﬁﬁ%‘é@ﬂ’\ﬁ%@o WNRISTE R
BAREFE, WapHRK.

b. 8 S5EESVMXEXHISMBHE:
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vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MFEREREEE:

vserver cifs share show -share-name share name

() #Bm bl sV #E TREEIMER.

2. S| EmE. HIAECE UL TRBLUIEESMBE, BXIEHTONTAP GiRFAIEFSXECEIET. 1BEEN EH
FONTAP BIFSXBL & =A< 51"

S Description T A5

smbShare O IEE LT &I —: {EH8MicrosoftEIEIT4lI4S smb-share
FONTAPHLTRMEEIENSMBHEZRIZ TR, ft
FTridentBlESMBEEMZFR; &, BILKES
BT IERE#H I TERAEZIRR, TR
EZBONTAP. IESEEAER, IS E 3T FAmazon
FSx for ONTAP/Sim AAWNEI. FAEEANZT

nasType AR E N smb IR AT MEIAA "nfso smb
securityStyle HENLZE2IE. MNIISE N ntfs 5 mixed ntfs B mixed Xt
FSMB#5, FSMB&
unixPermissions HENER, XWFSMBE. HMIMET, "
BEZ%£ SMB

M 25.06 hRZsFF 88, NetApp Trident SZRHMERALU T A REIED SMB L LECE "ontap-nas’# ‘ontap-nas-
economy' 5. BAZXE SMB &, Er]LUERAIRIEHIFIZR (ACL) /9 Active Directory (AD) R M P41
H3 SMB HERZ TSR],
BERENES
* %8\ “ontap-nas-economy Rz,
* NZFHFR % E “ontap-nas-economy’ &,
* MRBAT L2 SMB, Trident ¥ Z2R/SIRIEEIM SMB £=,
* BE#T PVC AR, FREEIBRNGEIRFEARAEM SMB H= ACL,
* 5efg PVC JERHIEER SMB H= ACL H5E TR PVC HBY ACL,
* BEAR% SMB B, EHRIEEERNAD BF. EXAFP AR ACL,
* MREERFIR. FEEM PVC AR AD AFRERRNNR, MARRLELEF: PVC. FiEE. /5

o

* Z% SMB X#F ‘ontap-nas HEES N, FEATIEHEEES

88


https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-cn/trident/trident-use/trident-fsx-examples.html

p

1. £ TridentBackendConfig 8% adAdminUser, 0L FRFGIFAT:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap

namespace: trident

spec:

version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svmO
useREST: true
defaults:

adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

2. FETFMESEPININERR

A0 trident.netapp.io/smbShareAdUser FREIEFMESE, UBHALXRE suB MASKMK. HEEE
EWAFE “trident.netapp.io/smbShareAdUser WiZ5 “smbcreds #%E, EAILLEEUTZ

"smbShareAdUserPermission ! full control,

full controlo

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:

name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission:

trident.netapp.io/smbShareAdUser:

parameters:

backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name:
csi.storage.k8s.io/node-stage-secret—-namespace:
trident.netapp.io/nasType: smb

provisioner: csi.trident.netapp.io

reclaimPolicy: Delete

volumeBindingMode: Immediate

1. 8 PVC,

HE read . FIAMNFRRE

tridentADuser

smbcreds
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AT RBIgIE PVC:

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NASER & &A1 51

T fRANMEI7E TridentZ 22 RO FEEFAONTAP NASIRGHTER, TR T8 /S uRmRET
Zl|StorageClassestY g imbt & A1 1415 Bo

M 25.10 iRZ<FF44, NetApp TridentSzi " NetApp AFX TZiE R 4" NetApp AFX TZiER LS H it TFONTAPH
£ (ASA. AFFAIFAS) 1EfFfERMSIAR LAFREL

() 2% ‘ontap-nas'NetApp AFX R4sz#s NFS IiXIRENER; 355 SMB Hhille

ETridentBIRECE S, TEIEELHNARTENetApp AFX IFER ST, HIFIERE “ontap-nas' 1ER
“storageDriverName Trident= Baftilll AFX EER S, WTRAIR, FEGFHIEESHTERAT AFX FER

4o
[EiREC & T
BXEIHECEED, BSI TR

B8 Description Default
vehR 2 YRS 1
storageDrive TRBIREIFEFRIZFR ontap-nas ontap-nas-
rName economy B ‘ontap-nas-
@ {EBAFNetApp AFX R4: “ontap-nas’ flexgroup
B3
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2

=

backendName

nfE B H

datalLlIF

sVM

autosExportP
olicy

autosExportC
IDR

PR
EPIHIEP
clientPrivat
eKey

trustedCACer
tifate

BFR#&

Default

IRGhFZFF B FR+" "+ dataLIF

"10.0.0.1", "[2001: 1234: abc:
D fefe]"

Description
B X B MREFiEfa i

SR SVMEELIFAIPHINE AT IS E ST 2 PR E I
#A(FQDN), R Trident2{ERIPVoFEREER. MA]
LS E RERIPveiiit, IPvetHtSAEAIESEN,
e
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo BXT#MetroClusterHIE R, B
MetroCluster=filo

MY LIF B9 P Hblit, NetAppZRiXIERE dataLIF. §1 F5EMIMINIEIKRE BSVM (1R kK3
RERIBMUSE. MTridentE MSVMIZBEXEUELIF, & &) (REIY)

B LIS E B TNFSEHIRENTERERA

(FQDN). LUEBIZEICIIDNSKIEZ NdataLIF Z [a)# 1T

TS, TJUEVRIRESENR. F2H . W

RTrident2{ERIPVOITERER. MR LUKE AR

HIPveitiit, IPveUERTASIESENX, Fla0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1o *#&B&MetroCluster. *i5Z lMetroCluster=filo

E(F A/ Storage Virtual Machine WMRIEE T SVM managementLIF

> MR
*XfFMetroClusterg g, *IFE I MetroClusterfilo
BBt EH S LRI [MR/RE]l £H false
“autoExportPolicy’ #1 “autoExportCIDRs i#%EIll. Trident
A B EESH R,
BT iHiZEKubeNetTs = IPBYCIDRYIZR (B BBY). ['0.0.0.0/0« ": : : /O"T

“autoExportPolicy 888 "autoExportPolicy #l
“autoExportCIDRs &I, Tridents] LIEEHEIESHER
=

EVATFEN—AER JSON HEHXIIIRE
EFIRIEPH Base64 HisE. ATFEFIEPNSMHE ™

iE

EPinE AR Base64 RiDE, ATFETFIEHNG ™
E03E

R{EME CAIEHH Base64 fwiS{E, mlik. AFEFIE
PR SHINIE

BT EZDER/SVM AR Z. BTFEFERNGH
I83IF, B> Active Directory B{HI0IE, 15EH "FH
Active Directory EiEMGiH SVM FiFTrident BV S 15

o

EERIER/SVM WERS, BTETERENS I,
B X Active Directory S{2323IE, 1S5 " Active
Directory ZiEME/5i% SVM iETrident B9 S5,
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=K Description Default
sTREFISR £ SVM FECEFHENERNEIR. REGTEEH  "ZREX"

NREANONTAPRBE24NHESLT
@ f¥#YstoragePrefix. Mgtrees F=HEN
EFiEFR. EREREERMF,

B EREENRE (A%, MRGETERS, WHIKHE
2 EgsA SVM ) o ¥F “ontap-nas-flexgroup IRGHFE
. LIRS Z2RE, SNRKSES. W BT LAERERE
B AR A RACEFlexGroupt,

ESVMBBHEAR. KRAH
fETridentth B, HERII
SVM. MEHREH /N TridentiEHl28,
fETridenth iR E THER A LI ES

() E. uRszRasEsg@Bhsm,
TFEIISVMEEREY, [EIHHE Trident
hI RS, TGRS BN
FSVMEES. SEGELEMIR.
B RSk AL,

BINIEERT AFX FE RS,

limitAggrega MNRFEAFREIILESEL, WEEXK. FEH " (BUANER TR HISEHE)
teUsage FAmazon FSx for ONTAP, 5718 BT AFX 7Z1%

FlexgroupGroup EEEMREFIR(ANE, MREKE. WHTKFEHES ™
GroupRegateList Fgé5SVM), S ECLASVMIVFRE R &9 FEL
EFlexGroup®t., 21 ONTAP—NAS—FlexGroup
— StorageRaHiZF o

ESVMHAEHERATIRG. IHIRE
ETridentP HIEH. HiEERIT
SVM. MEHREFHBohTridentiTHl28.
ETridentPEEBRERSYIRUEES

(D) B mREATRESZRBHSVM,
M7 IBSVMESEY. FimiEETrident
RTABIERT, BHRIERETIRE
EASVM LR EFIR, ERHE 2R
PR, LA SRR E B

limitVolumes IMMRIFKPER/NATILE, WEEKK. "(BRIAB R AR HISL )

lze
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=

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerfFle
xvol

smbShare

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

adAdminUser

Description Default

HPEHIRN BEERIER NS, Flg0. {"api": =
false. "METHO": true}

15701ER debugTraceFlags BRIEEIEIEFHITHRIEHE
PRHFBEIFHRH SR,

B2E NFS g SMB &8I, #EA nfs, 'smb'3 nfs
=B, KEN null WEKIAER NFS &, tIEREE, W
WBAIGE N nfs'iEBTF AFX FiE RS

NFSEHIEIANE S fRYI&R. BEREFMEET
JIKubnetes- K A1 BIEEEHED. BIUIREFMHESR
FRRIEEHESIEI. N Tridenti [E1R 2IE R FME SR
BN EERERAT, MRTEFMERNEEXH
FRRIEEEHIAT. WTridentFSERBKAIKA LS
EIRE AR

8 FlexVol BIE K qtree ¥k, @A77 50 , 300 SgEE "200"
A

o] LB TIEINZ —: FHMicrosoftEI8i5H|4S  smb-share
FHONTAPH L 1TREOIENSMBEEZEMRZFR; 2
HTridentBlZESMBHEZEMZFR; HE. ERILUESE

B e E#HITERERIAN, TR

ONTAP. ItEEZ %M, tEE3tFAmazon FSx

for ONTAP/Sim AAETL. REENZ,

{EFAONTAP REST APl B9#5/RE%#., 'useRESTI&E true X FONTAP 9.1515E=HRA
5 “true TridentEFEONTAP REST AP| 5/5iHE(E; , BN falseo
L& E A “false TridentfEF ONTAPI (ZAPl) AR5 G

@S, HEINEEEZEONTAP 9.11.1 KEShRAS, Lhsh

, FIEANONTAPERABUNAT AR R,

“ontapi' N, FIENXTUHAE 7 X—Ro vsadmin
‘cluster-admin' A, MTrident 24.06 KxZ<FIONTAP

9.15.1 ESIRAFFIE, 'useRESTIZEN “true’ FRiA

; B "useREST %! ‘false /8 ONTAPI (ZAPI) i

o WMRIEE, WIBLIREN true & T AFX =&

%é Lo

fEqtree-NAS ONTAPE B Gk fEAqtreesBYaliER ™  (BRINE R T A5&HISEHE)
HIERAFlexVol K/,

PR ontap-nas-economy’ [5if Bl HTEYFlexVolE LA E
BHqtrees, NEEABHEBIFlexVolELEHRHIPV.

HE SMB HEZ 240X BRAY Active Directory EIE
SRAFZAFA. FRLSHAN SMB HEREAR
SEEEHINHNEERNR,

B FERES A &L
TR IR R EAREETUERIBIARE defaults BEEEED. BXTA, BEUUTERERG,
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2

=

spaceAllocat
ion

sTUETRE

sSnapshot =®

gosPolicy

adaptiveQosP
olicy

sSnapshot T
=4

splitOnClone

e

D EREE

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

nameTemplate

Description Default

gtreesf9= (8] 2 AL "IEFR"

TEMERERN; "T"(FE)H"E"(F) "I

E(FFARY Snapshot KL "I

EHBIENE DA QoS HKE&H, EFSNEEM /

5189 qosPolicy B¢ adaptiveQosPolicy Z—

ERNCENEDEIEIEN QoS KA, EFsIME

figt / I5imEY qosPolicy X adaptiveQosPolicy Z—

A% ontap-nas-economy.

NIRBIFIENEB 7L &R A"0". MHg"o"
snapshotPolicy &"none". &N
yglm

IR, MERXERIRD ZmE false

T B EANetApp BB (NVE); ZRIAN false, false

E(EALEIET, HNEER EIRTE NVE BNiFIHER
NVE . WMNREFIHEATNAE. NETridentHECERY
FRIEEEBANAE, EXIFMEER, FESH

. "Tridentd0fEl SNVEFINAEEZ & ER",

fER"T"RE R

MERIRT "TTT'RINFSE; =(FER)R

TSMB%&

FFNFSv4. A"TRUE"; Xf
FNFSv3. A"false"

EHIFTEYIAIR] . snapshot BF

EFAN S H R default
MENZLEN, NFSE#F nixed M unix BEHIR NFSZRIAEN unixe SMBERIAMER
o SMBXEZFF mixed M ntfs LLiER, ntfso

BT eIZBEXERMRIRR,

EQoSHERRLE S TridentE SEFAEE(FEHAONTAP O3 EERAS, B {EHAIEHZQoSHER

®

IR,

SECET

H, HHRRIERBADININATFEIEIE. HZQoSKEAZWAE LIEMHMNEELESE

TER—MEX T ERIMERRA:
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

7T ontap-nas #M ‘ontap-nas-flexgroups TridentIMEFEBEMBITESZE, UHRFlexvol RS
5 snapshotReserve B pvc IEMILEL, HAFIEXR pvc B, Trident=ERAMBITESESIE
BEEEZTEMNRIRFlexvol o WITEBERRAFTE pvc PREHBERHVAESTE, MARLFHIEKRHNT
8o £ v21.07 ZHi, HAFIBR pve (90 5 ciB) BY, WIRMREBIME TR 50, MIEEEIKE 2.5
GiB WAIERE), XERNEAFIBEKRHNEENE, snapshotReserve HEFHESS L. ETrident
21.07 B, BFRIARNEAETIE, MTridentEX TIZZTiE, snapshotReserve FHEXRTIANLEMA
B DL, XFRERATF ontap-nas-economy. a2 TRE T EETERIE:

HEGENT:

Total volume size = <PVC requested size> / (1 - (<snapshotReserve

percentage> / 100))

FHFIREBFNEE = 50% B PVC iEXK = 5 GiB WIER, S&HA/NA 5/.5=10 GiB, sIAA/INA 5GiB, XIEERAF
7E PVC ERAIERBIAN. “volume show FiS N BR-SIE R EIZMBIE R |

95



Vserver Volume qurpgatp

_pvc_89f1cl56 3831 4ded4 9f9d_©834d54c395f74
online RwW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

FKTridentty, LRIREMMEGEHER ERSFRNERES. HTFHEFCENSE, ERNZEEERNAENRE
B, #i, — 2 GiB B PVC £2% “snapshotReserve=50"Z Bl R B EIRM T 1 GIB e B a], a0
, BEAXNAERN 3 GiB, E7E 6 GiB & AN BIEFIRM 3 GiB BRI E =8,

RIRECE A
UTFRAIERTRAZSHEHRBENBDANENESELE, XBEXEHRNREETT .

@ WRTEFRFA Trident B9 NetApp ONTAP 1 Amazon FSx , ZI LIF 5% DNS &%k, M+
2 P thit,

ONTAP NASZZF R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroupRfjl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

TR RImEITECE .. B REYIRAYIEEFIERFIRENX "SVMEGIFIME",

EHR TR BFERAIEESVM managementLIF H & dataLIF # svm parametersffla0:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB#& Rl

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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E TR SIS

XE— " REEHIEE R, clientCertificate, clientPrivateKey, #I
trustedCACertificate (MRFEABECA. MANHEFIET backend. json MAHIRAEFIHIER.
T RZRAF S CAIEERIbase644mi3{E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRBINBI AR TridentfE ASIA T H R B EMEESH RIS, XX FH ontap-nas-
flexgroup WEhiZF MMM “ontap-nas-economye

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6iER

WRBEIZERT managementLIF {EMAIPveitt,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFISMB% {3l

o smbShare EFSMB&EHRIFSx for ONTAPEE S,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

REH ISR 51

ZETEHETHRFIRHREXXHH. NFABEFENSE TIRERIAME. B30 spacerReserve .
spaceAllocation Hfalse. # encryption Hfalse, REINMEFEMEIED FFHITE N

Trident=27E"Comments"FEEHIRBRLERE, JERETEFlexVol forg{FlexGroup ontap-nas-flexgroup fork
I®E ontap-nas. FCER. Trident=FEMNM LN BEREEHIEIEFES. N T HERI. FHEEERTLUIR
NSRS EIMHFAETE X IR,

EXLERGIRR, BLLEFFEMESBITIZRE spaceReserve, spaceAllocation, # encryption {B. ML
MEBEIINME
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

55T E] StorageClasses

LU FStorageClassE XiE& W [t EiH R0, A parameters.selector FE&H. & StorageClass#l
KEHTATRESHNENL, EREEERNHAEXE DA,

* o protection-gold StorageClassiFMRFEIPRIE—NFIE Z PN EIMAH ontap-nas-flexgroup fg
i, XM B —IRMHBRERIPAIA,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassMEtEIFRHYE = NFIFEMEMEA ontap-nas-flexgroup
[Gif. XLt B —IRHEETRIAIMRIPEIIRIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysgldb StorageClassiFBRETEIFRIEIIPNEAM ontap-nas [Fife XEImysqldbIEEEI L7
EFRHEE NI E R —t,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* o, protection-silver-creditpoints-20k StorageClassi&RgtE|FAYE =B ontap-nas-

flexgroup [Gif. XEM—IRMHREERIFF20000™ME AR,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIPRIE =D EAM ontap-nas FHIFIHME Z N EIAA
ontap-nas-economy [Gif. XEM——{EH=E/I500089:t™~ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

TridentBREEFW N EIA. HBFRFBEEHEER,
B datalLIF YIRECE S

TR ATEREC B[R ErRdatalIF. HARIBITTUTa<. NFHEIHISONX fHEHE SR dataLIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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CD NR—1MKZ 1 PodiEE TPVC. MAiAexAFMEHENAIPod. RAEEIEEENBN. LUER
AYdataLIFE34,

24 SMB Rl

£ ontap-nas RaiEFHIEimACE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£/ ontap-nas-economy G FHSIHECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

BEEFEENEREE
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

*F3 ontap-nas JXzhizF I TFEE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D HfRAN "annotations’ BARE SMB. fIRZHEIRE, ¥2 SMB MELEL(E, ELiLEMHEL PVC
FIRE T HakE,
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% F ontap-nas-economy IXGNFEFERITEESE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

BEE&E AD HF 8 PVC Rl

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

BB %A AD R PVC iffl
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

iEFF NetApp ONTAP #Y Amazon FSX

$%Trident5Amazon FSx for NetApp ONTAPZ &£

"EFT NetApp ONTAP B Amazon FSX" @—MReEEMNAWSIRS. BIERFP Bl
iZ1THNetApp ONTAP FEIRERFIREST NN H RS, BENERETFONTAP BYFSx.

1Ea] UF) RIS SEHINetAppIhAE. HEEFIBIETHAE. FERFIBEAWS L ZMEEURME @
M. REM. ZLUMeT B4, FSX for ONTAP 23 FONTAP X R A INEEFIEIEAPI,

&/ LU Amazon FSx for NetApp ONTAPX 4 &G 5 Tridenti# 178 LUHAIRTEAmMazon Elic Kubelnetes
Service (EKS)HiE{THIKubelnetesE & 7] LU B ONTAP L FHRFN XXk A M &

XHRYE Amazon FSX AV EEZR, FHMTFREPEER ONTAP 85, T SVM H, ERILIgIE— K
ZNE, XEEBREXHNXHREEEXGRATHIIESSS. BBIAmazon FSx for NetApp ONTAP. §1E
THRENIEEXHRGIRM, HHXEFRAEEFA * NetApp ONTAP *,

1Bid & Trident5Amazon FSx for NetApp ONTAPE SR &1 LUffRTEAmazon Elic Kubelnetes Service
(EKS)Hiz1THIKuUbelnetes 5 8% B LA AL & ONTAPZ HFRVIRFI Xk A 14 o

1M
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R
B&T "TridentZE3K", EJEFSx for ONTAPS Trident(Efy,, EIAEE:

* BRI kubectl BIIHE Amazon EKS 845, B EIE Kubernetes &2,

s AT MEEM T ET =iA1a A E Amazon FSx for NetApp ONTAPX {4 £ 4:#1Storage Virtual Machine
(SVM)o

* WEETENIET = "NFSELSCSI',

@ HRZEAmazon LinuxFlUbuntuFr BT s R T BI#H1TIR(E "Amazon Machine BREER"  (
AMIS ) , BEREUATFER EKS AMI 38,

AREM

* SMB%:
° SMB# % #F# M ontap-nas XPRIXGHIZF
° Trident EKSINE A #FSMB%,
° Trident{X 3z H FIWindows T s _EiE1THIPodfISMBE, AXIFMEE. BB "ESHESVBE" o

* T£Trident 24.02Z AIAYARAH. TridentT/AMIFATE B /B A B & D AIAmazon FSxX &4 L8iZNE, &
fETrident 24.028 E = hRAsHBHLELLRIRR, IETEAWS FSx for ONTAPHI/GimAC & X4 HI5E
fsxFilesystemID. AWS. apikey AWS ‘apiRegion #AWS ‘secretKeyo

@ MRE RN TridentiEEIAMAE, NATAAEEATridentBBiA1SE apiRegion. ‘apiKey'#
‘secretKey FE. BXIFMER, 1SR "EHTONTAP BIFSXECE AR A"

[ElBYfE A Trident SAN/iISCSI 1 EBS-CSI JX&hiz/F

INREHKE ontap-san EEHIEREE (140iSCSI) 5 AWS (EKS. ROSA. EC2 S{EAE#bSTH]) —iEEm,
M5 = PRI Z BRREC BRI BES S5 Amazon Elastic Block Store (EBS) CSI IRahiZF AR, 77 HHRZIRED)
BERSTIE—T R LR EBS &, EBFEEEZHFZIREFTHR EBS. XMIFERT "multipath.conf €& Ff
ETridentiR BRI, FEBTIE EBS HEHPREZBREZIM:

defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"
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BHIGIE
Tridentie MM B IR

s EFEIEGRN): BERTSMEMEEAWSHIZEIRESEFR, EoLERXGRAAZNER. e UER
fsxadmin vsadmin ASVMECERAF,

TridentRZ IASVMAF 5171517, & UEGHEBERENEMZIFINAR 851517 vsadmin
o Amazon FSx for NetApp ONTAPBYE fsxadmin FHF REEARMMERONTAP “admin®
EBAF, mINENESTridentESER " vsadmine

* BEFES: TridentEERASVM_ ERERIERSFSXXH RS EHISVMBHTE S,
BEXBRSMHIIEMNFAES. BSNERATENRER LN SHIIE:

* "ONTAP NAS &1/ I0iE"

* "ONTAP SANEZ{HIaE"
Miztid B Amazonit BB (AMI)

EKSEBZIFETMRERS. (BAWSEH M BRMEKSHM T EAmazonit EABIEAMI), LT AMI Bi@id
NetApp Trident 25.02 iz,

AMI NAS NASLZFH iSCSI iISCSIZZ;¥HY
AL2023 x86_64 ST 24, 28, 28 289,
ANDARD

AL2 x86_64 =28, 21, 2+ B
BOTTLEROCKET x £** =28, REB REH
86_64

AL2023_ARM_64_S 2, =89 =8 =8
TANDARD

AL2_ARM_64 =8 =289 z* y
BOTTLEROCKET A £+ 28, REHR AEA
RM_64

*CMRAERTR, WEEMER PV
* * REAFTridenthRZs 25.02 BY NFSv3,

@ NRULRFIBEFAENAMI HARRTERR R, MRABKTEHKETMR. HHIFRAIE
BT AMI BYER,

fER AT BHATRYME -

* EKShR#: 1.32
s RZIEF%K: Helm 25.06 1 AWS KihnA4 25.06
* JFFNAS. FHAIEELIR T NFSV3FINFSv4.1,
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* XFSAN. MIXBIRIRISCSI. TARENVMe-oF,
HATHYMIR :

* BIEE: 7FfE. PVC. POD

* BiBR: POD. PVC (E#l. qtree/LUN—EZi¥E, NAS5AWSE1S)
TRESES

* "Amazon FSX for NetApp ONTAP 14"

* "G XEFAF NetApp ONTAP HJ Amazon FSX HItEZE S E"

BIZIAMAE EFIAWSHZ

A LB ENAWS IAMBE 1T B 91U 2R E XAWSEHE)KED
EKubbernetes Pod LLif R AWSE B,

(D) =EmAWS AVREETSHRIE. EAREMEKSHEKubenetes R,

RIEEAWSH R EIR2E T

HF Tridenti§ 3 FSx Sx SVARSEZ 23 K HAPISR AR EIRFME. R TEEEIET 8EMITIRE, FEXEEIEN
REeHEBBEBIAWSHIZEIREZH, Fit. MNRETEHE. NEEQE—PAWSH IR EIREFH. HbE
Evsadminik P BV EE,

TR eIE— D AWSHI 2 B2 2 AR FE Trident CSIFEHE:
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string
"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

BIEIAMSRES

TridentiEFEAWSIRA BEIER BT, HLt. BHRERIE—MRIER A TridentiRHPRFRBINIR,

UF R ERAWS i < 1T RESIRIAMERE :
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

HRERJSONTAI:
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

HIRS M <BX (IRSA) £ Pod Identity 3¢ IAM BB &
&R LUER EKS Pod Identity FCE Kubernetes BRZMKF, FEEAN AWS Identity and Access Management

(IAM) s, SUfEA IAM AEHITIRSKF XBE (IRSA), EAECE AERIZIRS MR Pod &#88] LUKRZE 6
BERGRHRAER AWS BRS.
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Pod 514

Amazon EKS Pod Identity XEXIRMH T EIEN AR EIEEEST, EIMTF Amazon EC2 LHIEEE XM
Amazon EC2 SLAIIRHEIERY 5 (s

E1889 EKS £8% E %% Pod Identity :

&A@ AWS =518 R LT AWS CLI #5528l Pod 517
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

EZ(E2I1ES17"I%E Amazon EKS Pod Identity Agent" o

Bl# trust-relationship.json:

B3 trust-relationship.json X4, {F EKS ARZZ EABETSEIE Pod Identity It AT, AEREIE—TMEBU
TMEEREBNAR:

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json XX f¥:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
b
"Action": [

"sts:AssumeRole",
"sts:TagSession"

RAaRERHINE 1AM At
¥ E—ThevA e RsHMEILIEN IAM At
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aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \

-—-role-name fsxn-csi-role

BI% pod B9 xEx:
7T IAM B &F] Trident ARS MK  (trident-controller) Z[&]8I%E pod &5 X<E%

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

BRSSP X B% (IRSA) BY IAM & &
{&F3 AWS CLI:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

EEXAR. json 5
{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-

provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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EMXHHBILATE trust-relationship.json:

* AWS-f&By<account_id>H~ 1D
* EKS-<oidc_provider>££E#8I0IDC*, &R LB IETT T er<kIRENoidc_Provider:

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
-—output text | sed -e "s/“https:\/\///"

RIAMA &N ZIAMSRES :
tIEAeE. ERAUTHSRELRSRHEIZNREHMMEILAE:

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

JIEOCDRHIZF B & KEX:
KIEOIDCIREIZF BB ESEM KL, A AR T < #TINIE:

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

NREH AT BERUTaREIAM OIDCEEREXEX !

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

INRIEFER eksctl, BERALUTRAIA EKS RRARSIKF G IAM Bt

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

23 Trident

Tridentf&1t T Kubelnetes & FIFNetApp ONTAPHJAmazon FSxIFEEIE. FHAAR
MEBREB T T TNAEFIE,

lt_a\E_“J\ﬁ% L/FFE%Z— Trident:
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* Efe

* EKSFHf$AnI
INREBEARIRINGE. BRECSIRIBITHEIZMET. BXIFAER. B2 "NCSIEEARRINEE"

Bt e Trident
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Pod 519
1. Z5h0Trident Helm7Zf&E

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. FRAUTREIZRE Trident:

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

TR LAGER “helm list S BB LREIFAMEE. AR, ssR=TE. BR. K& NARFMRAHE
TR S

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

RSP th= (IRSA)
1. F N Trident Helm7Zf&E

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BB mietE =50 HE:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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TRILUER "helm list Ss BB LREFMESE. FIAIRH. SR=TEL BR. K& ZAEFIRDH
EIThRS -

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

!zu%ufrﬂ@ﬁa iSCSI, BERFEEEFHITEVLEBET iSCSl &u%u@% p= AL2023 Tk
RIRERS, NWelLUEZTE helm REAZRNN node prep SERBERIRE iISCSI B ik

(:) helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-

set nodePrep={iscsi}

BT EKSHE & Trident
Trident EKSINE M B ERHN R 2EMEFHEHIREE. #Ei_i_AWSLiIE\ ] 5Amazon EKSEE&ER. &
WEKSHIEIL. &R LR fRAmazon EKSEM L 2RRE. HRL LR, EENEMRMHTFAENIES.

ARSI
EECEIER FAWS EKSHTridentiNE 2 /. IEHREE LA R4

* BEEMITIRAAMazon EKSEEENK A
* AWSITAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZERY: Amazon Linux 2 (AL2_x86_64)3Amazon Linux 2 ARM (AL2_ARM_64)
* HREE: AMDZARM
* IMAHAmazon FSx for NetApp ONTAPX R Z:

B Bi&ERFAWSH TridentIN#15%
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BIBTHIE

1. ¥THAmazon EKSIEHI &, MIEA hitps://console.aws.amazon.com/eks/homet/clusters,

2. TEMSMERT, EEFES

3. EBRERNEHEIENetApp Trident CSINNEINAIEEERIE FFo

4. j$E*Add-ones*, FAIFi%4E*Get more add-ones*,

S. BB LT B NA 4
a. [ T~RapE AWS Marketplace FfiINA4 &893, AGTELREPRRAN “Trident”,
b. % NetApp BY Trident ¥4 L AEIEIE,
CEE* % *,

6. TR EIRENMMNTEE TIE L, HITTE:

() SR Pod Identity 35, BT XS,

a. EEFEERAN R,
b. yNRIGHEEMA IRSA FHIIE, BHERIRERNEREREFIHNRERE:
© EEREERAN R

* R WINAHERERER, K EREE 8858 configurationValues 2B ANEE EL—F
BIENAE ARN (ERZRAMUTER) !

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+

MRERHRBRF FIEZFEES. WA LUEAAmazon EKSHINNIEEESZIE MBI — 1% 1Ng
B, MERBAIED. HESUAREFEPR. WRERRK, ErILUEREMAIEIRE SRR
R, EERIETZ 50, EHfRAmazon EKSHIMNAH R EELEEBTEENIRE.

7. FEET—%7,
8. f£*Review and add*Ti_ L, #%#F*Cree*,

M ZETAE. ERHEEIERERINHI

AWSEFL1TSE
1.8Z “add-on.json >4 :

3tF Pod Identity, EERLITHEI:
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G ==

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

¥F IRSA BHIGIE, IEFEAUTE:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

(D) i <role ARN>H E— 5 HROIEIIAESEIARN,

2.%% Trident EKS &,
aws eks create-addon --cli-input-json file://add-on.json

eksc
U Rflan 8 %L Trident EKSHNELI :

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

EHTrident EKSHIEIN
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BIBTHIE

1. ¥THAmazon EKS#EHI& https://console.aws.amazon.com/eks/home#/clusters,
TEEMSMERS, T BEE

EREFHNetApp Trident CSINNEINAIERF IR R,
e *Add-ones* I,
PEFE* TridentiZNetApp BR*, ABIEF RIE"
£ NetAppEC B Trident’T1_E, 1T THRE:

a. EEEFER AR

b. BA AR E IR E HIRIEREHITENL

C. & * (RFEN * o

o o A W N

AWSHS1THRE
ARG EFEKSHNE I :

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksc
* ¥2ZEFSxN Trident CSINNEINB HEThRAS, FEE "my-cluster AIEBIEREZ R,

eksctl get addon --name netapp trident-operator --cluster my-cluster
NG
NAME VERSION STATUS RSISUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* kN ) E— it R RJupdate TR [EIRIAR S,

eksctl update addon --name netapp trident-operator --version

v25.6.0-eksbuild.l --cluster my-cluster --force
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WRIEMPBR T 1Z ——force T, HBEAAmazon EKSHIINIEESENIMBREAR. NEFHFAmazon
EKSHIMEEERNY,; EBWE—L£EIRERE. UGB, EEEEmZ g, 5HfRAmazon
EKSM‘J?JU*HT#TA'F“EE‘S%E BRE. AAXEGESWIANEER, B XIN&ENE MY F4H
1.:..,, HEM HEE", B*Amazon EKS KubenetesFERE EEEI’Jﬁ*Hﬁ:.u, IHE(% "KubbernetesIl 1718

O

ENE /MR Trident EKSHNEIR
f&a] LOEE i 75 M BRAmazon EKSHIANIR :

* (REBEEF EBIMINNE -t ETUE M BRAmazon EKSX{EAIIGE R E IR, lﬂ:?l‘ Eif&f#EAmazon EKST%
BHIEEH. HECBEHIEBEIEHAmazon EKSHINM, BR. ESRBER FAMIINI G, kiR
AI{EMIINA SR B EERE. MAEAmMazon EKSHIMNA &, iéiiﬁtiilﬁ\ LM INAHFAR=HIEN. R
B SHB —-preserve EI AR ILLHI AN,

* MEEPZ2MBRMIINE-NetApp B I IERFE LB S B R T LIRS, A MEBEPMIBRILE
MimnER{E. MER<SHMIFR --preserve LN delete LURIBRILANEIN,

() WRUHMTEEXEEIAMIKE . FRBIBRLAMIKE
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BEIEH S
1. ¥THAmazon EKSIEHI &, MIEA hitps://console.aws.amazon.com/eks/homet/clusters,
TEEMSMERS, T BEE
EREMIFRAMINetApp Trident CSINEIRAYEERER TR,
EHE*Add-ons*iET K, #AFIEETrident by NetApp, *
EHE * ER o
7£*Remove NetApp_trdent-operator conf sR*XHEEAR, HITLUTIRIE:

a. JNREFELAmazon EKSEIEERIIINAMHRNRE. BEFREER . NREEEH LEREW
ERfE. UEERI LA BITEEMMNARARIFAEIRE. BHRITIERCE

b. % N\*NetApp_trdent-operator*,
C. R * kR <

o o A W N

AWSESITRE
IBEAESENBITHEITER ny-cluster « REBITUTHS,

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve
eksc

AT e S5 EE Trident EKSHNZRIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

[y=g e =p
ONTAP SANFINASIREHIZE &K,

BolEFMEER. EFECEISONEYAMLERIIRIECE X . ZXHHEEIEEFHIEFEEE (NASESAN). X
R R TFIREUZ X BISVM U AN H AT S 30IE. LA TRAIER T IR E X EFNASHITFiE LUK N
AfERAWSEZ R RIEFEEI 2 ERISVM:
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YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-
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BT T a2 LIS B AR Trident/SiRECE (TBC):

* MYAMLXZ 483 Trident/GimBCE (TBC)HIBITUA T @<

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

© BIFREBRINEIETridentSH4ELE (TBC):

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAPIRGHIZFFIE4HE 2

& /] LUE A LU R IR BHAZE R 3 Trident 5 Amazon FSx for NetApp ONTAPEERK

* ontap-san: ECBERSMPVELZEBSAmazon FSx for NetApp ONTAPEHR—PLUN, VAT R
ﬁgo

ontap-nas:. ECBEMNEMPVEER—172ERIAmazon FSx for NetApp ONTAP#E, ZEINATFNFSHISMB,

* ontap-san-economi : /7 NetApp ONTAP EEEENE PV #E— 1 LUN , &1 Amazon FSX ABH
FEERY LUN 3 E

ontap-nas-economy. : BRENE PV #2E—1 qtree , ¥F NetApp ONTAP %, & Amazon FSx
19 qtree =2 AIACER.

* ontap-nas-flexgroup : BRENNSE PV #2iEH T NetApp ONTAP FlexGroup HHIFEE Amazon FSX

[e}

BEXRIEFIFMAEE. S "NASIREHIZE" F1 "SANIREHFEE",
SIREEXMHE. BT R<SEEKSHEIEIZH:

kubectl create -f configuration file

BIIPRS. HIETUATGR<:
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kubectl get tbc -n trident

NAME
PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629

EinSRECEFMRE

BXEIHECEED, BSI TR

2
vehRZs

storageDriverName

backendName

nfE B H

BACKEND NAME

backend-fsx-ontap-nas

Success

Description

FHEIREDAE B R AR

BE X &M iE Gl

S SVMEIELIFRIPH#INERTIAFE "10.0.0.1". "[2001: 1234: abc:

T ePREE % (FQDN),
RTrident2FEHIPVOITEREMN.
ey LUE B A fERIPvetE, 1Pv6
UL AIESEX .. Fl

: [28e8: d9fb: a825: b7bf: 69a8
: d02f: 9e7b: 3555], WMRIEFER
T aws " 12ft
‘fsxFilesystemID. NTEER
. managementLIF A
HATridentEManstEsvM
‘managementLIF 58, Ak,
B TR M svM T ENRFBIEE (
fldlvsadmin) « FHRZBAFP XA
Bt “vsadmin A,

BACKEND UUID

7a551921-997c-4c37-aldl-

Nl
4L 1

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

IXChIERF B FR+"_"+ dataLIF

: o fefe]"
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dataLlIF

autosExportPolicy

autosExportCIDR

e

B P IHIEH

clientPrivateKey

trustedCACertifate

BAR&

sVM

sTRIERISR
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Description 45

X LIF B9 IP 33k, * ONTAP NAS
IXSHFERE*: NetAppiEiVig
EdataLIF, SNRFKIRELSE.

M Tridenti§ MSVMIZEVERIELIF, &
B LUEE ERTNFSEHIZIEN T
2[REFEZ(FQDN). LUESIER
IUDNS37E % NdataLIF Z [ali#{T
HFE, ATUEVBISEREN.
EZEH ., * ONTAP SANIREHIZE*

. RAISCSHEE, TridentfE
FAONTAPIERZRMELUNBR IS & I 72
I ZRERIEFIERISCI LI, 3R
BEMAE X T dataLIF. NMISERE
&£, MNRTrident2ERIPVOITER
£19. WA LUK E AERIPV6ith
ik, IPVEHIIEAT R HIES TE XA
540 [28e8: d9fb: a825: b7bf

. 69a8: d02f: 9e7b: 3555],

BEEMEIENEHSHER[F/R false
{&], fEF "autoExportPolicy ]
“autoExportCIDRs &I, Tridentr]

M BohEES H R,

AT MK ubeNet 5 RIPBICIDRY  "['0.0.0.0/0, ": :

FR(BHK), “autoExportPolicy f&#
F autoExportPolicy 1
‘autoExportCIDRs &I, Tridentd]
L BohEES H R,

BENVATEN—HES JSON B
RIARE

ZPiRIE B Baseb4 4RiaE. A "
FEFEBNS R

EFinE AZ$AR Base64 Jgig

B, AFETFIEPMEHIE

Z{SE CAEHHY Base64 4Ri{E,
Bk, BATFETFIEPHNEHIIE,

AT EERI SR NSVMBIA P R,
BTFETRENSHEIE.

M. vsadmine

AT EERIER N SVMIVERS, A
TFETRENS DRI,

EfFFHAY Storage Virtual Machine  SN1RIEESVMEIELIFNIKAE,

£ SVM RECEHERERRRIZ, trident
BIBETEENR. BEMILSER.
BEELIB— B EIR.

. 0"



limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

Description 45

“J&/N¥EEAmazon FSx for NetApp  iBE70ER.

ONTAP, *}&#a940 "vsadmin' ~ &
E{FERATridentt REBSFERBRFH

FSTELHITIRFIFFERY “fsxadmin iR

PRo

MFRIFKRMEA/NEDLE. MES
BRM. It EZREIEHqtrees
FFlexVol volume BIEZMI BRI A/ E
R, HEWATARTFEENXS
NLUN “qtreesPerFlexvol Bqtrees
HEmAHE

&1 FlexVol volumeBIE ALUNF % “100”

ZTE[50. 200EEA. {XSAN,

HWPEHIBRN EERE NS, Bl =T
. {"api": false. "METHO"
: true}

15711ER debugTraceFlags BRIE
BIEERITHRIEHRRHEZIFAN
HE i,

NFSHHIETIE S DRy IR. &8
B REFEEPIKubnetes-7KAE
BIETEHIED. BNREEES
hoRIEEFEHIAI. M Tridenti& (o]
REERFMEEIRIEE X FPIEE
BEHEI, WMREFELREE
X RIEEEHIZED. N Trident
NRTEREERRA S LGB R
FEEIEIN,

FCENFSESMBERIR, HEINEHE nfs

nfs, smb /AT, *UINEEN
“smb WFSMBE., *MNRIGEN
=. MEIASINFSE,

£ FlexVol volumefyEx Kqtrees ~ "200"

. BIE[50. 3005EEA

B iEE TRz —: fF smb-share

FAMicrosoft EI21EH| & HONTAPHER
SITREOIENSMBHEZENZ TR,
FE R F TridentBESMBHZRIF
o XFFAmazon FSx for ONTAP/S
i, BB NER,

" BROAER TSRS SL5E)
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useREST

aws

credentials

AFEEENEHACE LM

Description 15

FBF{EF ONTAP REST API B9%/R false
S8, MRIZTEN true, NMTrident
S{EFAONTAP REST API5 G

Ti8E, LINREEE[FHFONTAP

9. MANESHRA, Ittsh. FH
FIONTAPER A BN ME AR

ontap MAER. FIEXNMBE
AILUAEX— vsadmin E3XK

cluster—-admino

&I LAITEAWS FSx for ONTAPRYED
BEXHPIEEUTHE:

- fsxFilesystemID: }EFEAWS
FSX3X 4 Z4eH91D,

- apiRegion: AWS APIXI%#& "
- apikey: AWS APIZ$R, "
- secretKey: AWSHIZZH,

IEEEEFEITAWSHFIL EIEgEH
BIFSx SVMER, - name: %A
HIAmazonFIRZFR(ARN). HEFE
ESVMBYERE, - type: REN
awsarn, BRIFMERE. B "
BIBAWSHIZEIERZIR" o

TR IR R EAREETUERIBIARCE defaults BEEEED. BXTA, BEEUUTERERG,

spaceAllocation
sDUETNE
sSnapshot i

gosPolicy

adaptiveQosPolicy
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Description Default
LUN BBl A ER true
TEMER; "L (ERE)N'E"(§) T

E{FEMAM Snapshot K& .

EREIENEDER QoS HEEA,
EEFEESNMEENEFiRBYqosPolicy
g{adaptiveQosPolicyZ—, QoS
RERASTridentESFEHRAEERF
FIONTAP 9™8Z E ke, &N fsE
FBIEHEZQoSHERA. HHAMRILE
BRADINBFEITHDE. H
ZQoSHIRARIFAE TIEAEHM
SEMEIHE LR,

ENOIEMNEDERIEN QoS & ™
BR4H. EFES M EENSER
#IqosPolicyd{adaptiveQosPolicyZ
—o 7% ontap-nas-economy.
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o Description Default

=

sSnapshot FiEd NIREB"OFNENEB 7L R snapshotPolicy /N “none
, else”

splitOnClone BliETefERY, MERXRIFSZ7E false

e T#E LB FANetAppBINZE(NVE) false

5 BIAA falseo, EfERILIEDN,
AT EEBE IR NVE BOFRIHE

m NVE ., WNRERIHBHETNAE.

M7ETridentPEEEMNEREEE R

FENAE, BXFMAEER, BE2H

. "Tridentd{fAI SNVEFINAEER & 1

A"

luksEncryption BRELUKSINZ, #8W "#EMLInux "
Zi—Z5AISE (LUKS)" s 1XPRSAN,

D ELRRE EEHANEERE none

unixPermissions MENE, XM TFSMBERE N

securityStyle MEMNZLER, NFSZIF mixed NFSZRIAEN unix. SMBERIAEN
M unix ZLER. SMBZHF ntfso

mixed Ml ntfs ZEIEH,

121t SMB &

e UMER LT ANECE SMB % “ontap-nas Bl#le TEFRTERLZET ONTAP SANFINASIRENIZFEERY 155
LUTHE: "EEEESMBE",

FEEESEFPVC

Ao EKubnetes StorageClassRHEIEFMEER. LSRR TridenttlAECES. BIE—MER
B A& IKubernetes StorageClass3RigKPVIA R R KA M EIFK(PVC). AG. &0
BUEPVHEHEIPOD,

ellfeLez iy

ficZ Kubnetes StorageClass %

iX "Kubnetes StorageClass3f & "W &R IE TridentiRiR ﬁFﬁfFlZ%E’Jfﬁfh 2%, HiERTridenttD{Al it %, FEALLR
B79fEF NFS B9E1R B Storageclass (BXEMHTESIR, BHESR TEMTridentEHEEE5) -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fERA LR A ER iISCSI B9%IZE Storageclass:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

ETEAWS BottlerE 4 EAEENFS3%E. BT A0 "mountOptions” EIfFf#3E

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

BXREERUAISHISEHZE LTI TridenttIAEL B HAIEHME 2 PersistentVolumeClaim. iBS
T"Kubernetes # Trident X",
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BIEFER,

PIE
1. XE—1Kubbernetest&R. FEILIEFEHE kubectl L FEKubernetesH8ll7E,

kubectl create -f storage-class-ontapnas.yaml

2. I7E, KubernetesHTridentd &N 27— N*BASIC —Csi*72fi&3E, H HTridenti B A MG,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
BlEPVC

A "PersigentVolumeClaim" (PVC)2giEKihnEEE EHIX AL,

BILUEPVCECE MRS E A/ NIFMEEIARIET . @i A XEXRIStorageClass, SEREIESIAILUEHIARIRT
FEER/NIFRRI (G0 RESAR S KA )o

BIEPVCRE. ErLUEEEHEIPodH,

TAER

135
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. AJ#EArwx

LRBIERT — 1 EBEwxiERIERNEZRPVC, ZPVC5® B StorageClasskBX basic-csio

kind:
apiVersion:

PersistentVolumeClaim
vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
1Gi

storageClassName:

storage:
ontap-gold

fEF isCSI R fjlfy PVC
RFIERT EE RWO 1HRIRER iSCSI &7 PVC,

kind:
apiVersion:

PersistentVolumeClaim
vl
metadata:
name: pvc-san
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
1Gi

storageClassName:

storage:
protection-gold

Bl PVC

S
1. 8lE PVC,

kubectl create -f pvc.yaml

2. BIEPVCIRE,
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kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO S5m

BXREFEXRWNAISTSHRZ B LUIESITridentt{A iR B ERNIFHME 2 PersistentVolumeClaim. iBS
"Kubernetes # Trident X &",

Trident/E 4

XLEESBORTE 7 RERWLE Trident BEMNTFEMREEEL ERXIMNS,

B Type =l mE 1FK XHF
N string HDD , B&, Pool B8 &LER FEEMNEEE  ontap-nas ,
SSD TR, BEx ontap-nas-
TRE economy. ontap-
nas-flexgroup ,
ontap-san ,
solidfire-san
FoE R string HE, B Pool X#FILECE #EERVECE A7  Thick: All
FiE ONTAP ; Thin
: All ONTAP &
solidfire-san
[EimzEE string ontap-nas MEFLERR i€ FREREhizRF
« ontap-nas- 5im
economy. ontap
-nas-flexgroup
. ontap-san
. solidfire-san
« azure-netapp-
files. ontap-san-
economy
snapshots il true false Pool & fEAIR BRATIRIERE ontap-nas
BME . ontap-san
. solidfire-san
fE it true false Pool x#¥fE%E BT RMERNE ontap-nas
+ ontap-san
. solidfire-san
e it true false MZFFINEE EEAMEZN% ontap-nas ,
ontap-nas-
economy-.
ontap-nas-
flexgroups ,
ontap-san
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B% Type (=] = BN 3§

IOPS B EE#% Pool BEIBIRIELL HIRIEXLE IOPS solidfire-san
SEERAY I0PS

' ONTAP Select AR ZHF

BERFINAIER

BIEEMEEMPVCE. EalLURPVIEEEIPod, ATFIH TIPVIEZEIPODRRGIER<
MECE.

p
1. BEHEHEIPodH,

kubectl create -f pv-pod.yaml

UTFRFIETRTRPVCEZEIPODNERRE . BEARE:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage

@ eI UER EIE#HE kubectl get pod --watcho

2. WIFERREHEHE L /my/mount /pathe

kubectl exec -it pv-pod -- df -h /my/mount/path
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Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

WE. BRI LUMFRPod, Pod AREFRABEE. EERRE.

kubectl delete pod pv-pod

EEKSEE¥ LECE Trident EKSANELIN

NetApp Tridentf&i{t, T Kubelnetes®3i& i FNetApp ONTAPHJAmazon FSxTZEEIE. fEFF
AANRHEERREBE T TNAREREE, NetApp Trident EKSHIHEHIN BIERNL 2
HMERMEIREE. HEBTAWSIIE., _J’EAmazon EKSEEA@}EHO BT EKSHNEIN.

,dk__[l«,(il‘*égﬁﬁﬁAmazon EKSEEBLLIRTE. R RE. IEMEMMETNFREINTIIE

Eo

HIR &M
EECEE A TAWS EKSHTridentiNEH Nz 7. 1EHREFHE U TRM:

* BEFERMETAINRAIAMazon EKSEEEIKF, 1525 "Amazon EKSPIHNIN",

* AWSITAWS Marketplace B4R :
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZEEY: Amazon Linux 2 (AL2_x86_64)3{Amazon Linux 2 ARM (AL2_ARM _64)
* T AE: AMDEXARM
* B Amazon FSx for NetApp ONTAPX 4 & 4¢

p

1. 1855 Z\ﬁ']LIAM%@*DAWST%’H\ LUEEKS PodBEIBIHIRIAWS R, BXiiBE, FEFA"CIEIAMEE
FIAWSHIZ

2. 1£EKS Kubernetes& 8% E. S INEIN LI+,
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tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [7.

Upgrade now J

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period

@ Standard support until July 28, 2025

Provider
EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

View details

) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches

3. B E|*AWS Marketplace i I *Hi%E+E_storage_ 51,

4. #3*Next* NetApp TridentF £ TridentiE RIS IEIE, FAGEE*Next*,

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc. X

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

o EFEFRTEBIMI AR AR S,
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Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

d storage workflows. Product details [?

Pricing starting at
View pricing details [

Cancel




Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.
NetApp Trident
Listed by
M NetApp

Category
storage

Status

(&) Ready to install

(D You're subscribed to this software

You ean view the terms and pricing details for this product or choose another offer if one is available.

Cmatmen) x

Version
Select the version for this add-on.

v25.6.0-eksbuild.1

v

» Optional configuration settings

6. ELEPTRAMMALGIRE,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on

)

Add-on name

netapp_trident-operator

& Type v Status

storage

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y

netapp_trident-operator

EKS Pod Identity (0)

Add-on name

7. NRIE(ER IRSA (BREBKFEY IAM ) ,

8. ;EEFEBIE ",

'y

Cancel Previous

@ Ready to install

1
Version v IAM role for service account (IRSA)
v24.10.0-eksbuild.1 Not set
1
1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

FENEMECES B A,

141


https://docs.netapp.com/us-en/trident/trident-use/trident-fsx-install-trident.html#enable-the-trident-add-on-for-aws
https://docs.netapp.com/us-en/trident/trident-use/trident-fsx-install-trident.html#enable-the-trident-add-on-for-aws
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9. I INBINAPRSES /9_Active_.

Add-ons (1) e View details Edit Remove | [ Get more add-ons

I Q netapp | \ Any categ... ¥ \ | Anystatus ¥ | 1match 1

fNetapp NetApp Trident
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [4

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)
Not set
Listed by
NetApp, Inc. [3

10. IBITUA T eSS URIETrident2E B D IER T &R L
kubectl get pods -n trident

N, WHGEHREERES. BXEL, BE0 REEFHEE"

FEADSITREZEENE Trident EKSINEIN

FEEHSTHRELZZENetApp Trident EKSHNEI :
LU RE <SR E Trident EKS MiNE S :

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.1l (Mi%&FhRZA)

LT85S 2% Trident EKS {ff4-hRZs 25.6.1:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.1-eksbuild.l (FHEHBERZE)

T RFlen <SR Trident EKS $fH{ERRZS 25.6.2:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.l (FHEHERZE)

FEAGBSITREHZNetApp Trident EKSHNZLIN:
LU R en & ENE Trident EKSHNELIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

£/ kubectl BIE[5iH

iR TEXTridentSFERAZERIX R, ERTIFTridenttlfASZEFERINERS. U
KTridentdIfAI MZFERAECES. KETridentla. F—TELIEGiH.

TridentBackendConfig MBI BEXZFEIRENX (CRD). TR E#E @S Kubednetess?
HEIBMEE Trident /5K, I LIFEHRAIF N Kubornetes D A EFMBIHLITRE LAXR

HATUEIRE  kubectls
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TridentBackendConfig

TridentBackendConfig(tbc tbconfig. « tbackendconfig)@— " Hilm, EBRZMTEMNCRD, FE
A LUEREE Trident/5iF kubectlo ITE, KubbernetesHl{Z(EE1E 5 r] LIEEE 3 Kubbernetes CLIBIEME
Bieim, MEAREETRANGELITEAZERF(cridentctl)o

Bll## TridentBackendConfig W&, FRELUTIERL:

* Trident=RIBEZIRHVECE Bt iR, XEMRZRTN TridentBackend (tbe, tridentbackend)
CR.

* TridentBackendConfig M—#ERHTrident BB "TridentBackends

S TridentBackendConfig #85 TridentBackend RIF—X—MET, BIE=NAFPRENATIEITFED
ERIFENIZED,; &R Trident RREMFERERAA

@ TridentBackend CRSHTrident BEI8liE, & » RN ~ BHE(]. NMREEMGH. BB
T RFHITIIRIE TridentBackendConfige

BX TridentBackendConfig CR BUH&Z, 1BEEWLLTRA:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

EERIAEBEFRIRA "Trident 22" FRIREHET S / IRSHRFIEEE R,

o spec REVERIFENEESH. FELRHIP. BiRER ontap-san FERsIER. FHERILLAFIRHNEE
28, BXRAEFEERDIEFNEEIZNSIR. BEH "FREREFNEIRREEEE

sPec EPPIEEHE credentials #l deletionPolicy FER, XLEFERTE TridentBackendConfig CR AT
12

®* credentials . ﬁt%?&ﬁ%iﬁ—?ﬁx, BERTREHRERS I REBHITEHRIENER, LZEIENRER
€328 Kubernetes Secret » EIERBELAXEAFERFE, HSSEHEIR.

* deeltionPolicy . WWFEEXMBEE TridentBackendConfig AN AERIE R, B LKA TR
BelEZ—:

° delete . XEEIMIFR TridentBackendConfig CR MXEkFiH, XEEIAE,
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° retain ! MBF TrdentBackendConfig CR G, BHRENXITEE, RIfFHA tridentctl HITEE,
BEMBRIRBRIRE N retain AFAFBEAEIRHARE (21.04 27 HEBEIENGIR, 2
TridentBackendConfig f&, RIMEHILFERMIE,

[GimBMER sPec.backendName RE., RKIEE, NEHNBIFIGILEN
(D TridentBackendConfig FMRIBZF ( metadata.name ) o EiXfER sPec.backendName
ERXREFHET.

FABEMNGIR tridentctl B XEE "TridentBackendConfig MR, EEILUEI R

JBCRER “TridentBackendConfig IEFFEREIRILEGH ~kubectl, KIFRIETEERN
EEE’%%&(&D spec.backendName. . spec.storagePrefix spec.storageDriverName"
%), TridentEHEHEIENSEBNERIE TridentBackendConfige

TEHR
EfEA kubectl BUEH/EIR, NMHITLUUTRIE:

1. BlE "Kubernetes #12", kB E TridentSFEER /RS ESFIENEE,

2. g TridentBackendConfig TR, EHESEXEFMEER /| REBNFHAEERE, HolBT L—F ez
2 4$H.

tliEEiRfE, ERILER kubectl get tbc <tbc-name> -n <trident BRRATIE > KMBERKE, H
IWEEMIFHE R,

%1% 8 Kubernetes #13
SIEE—E, ERESERNILRER. XRENEMEIRS I FEFMEEN. UT2—1nbl:

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TRLETENMEFHTeNNERLMESHNTFER:

FiETF A BT R EER Mz FER e R
Azure NetApp Files clientld NBEREREMHHNE I ID
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FETF e E F il

Element ( NetApp HCI/SolidFire
)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

M
I

username

password

& P imtX fRE A

BFR#&

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

FEgin) itk

fEAFEHEM SolidFire 8589
MVIP

RFEZEIEE /SVM WA &
BFETEENSHIIIE

ERREISERE /SYM RS, ATE
TFRIENSHIIE

EPiHE A% Base64 4wig
B, BFETFIERHNBMHMIIE

NP &, WR useCHAP=true
, WANE, EBATF ontap-san
M ontap-san-economy.

CHAP FohiZFZH. MR
useCHAP=true , MAKFEI, &
AT ontap-san 0 ontap-san-
economy.

BirEF &, W3R useCHAP=true
, MAMEmR, EAF ontap-san
# ontap-san-economy.

CHAP Bir2thiZF%E5H. R
useCHAP=true , MANFED, &
BT ontap-san # ontap-san-
economy.

EFTF— R TrdentBackendConfig FMHREY sPec.credentials FERFS|BILLTEREIZERMNIER,

24 . B/ TridentBackendConfig CR

WME, EPILEIEE TridentBackendConfig CR To TEULRBIA, H TriventBackendConfig MREIE
{3 ontap-san "IRehiEFFBY/GIR, 0 FFAR:

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

%3 WIEAYIRES TridentBackendConfig CR

IW1E, EELIE TridentBackendConfig CR, FILIRIEIRTES. 1BEEWRLLTRE:

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BN EHRARFEGEER TridentBackendConfig CR o
MEERTIRAUTEZ—:

* Bound: TridentBackendConfig CR5GIHXEL. FIHEE configRef IREN
TridentBackendConfig CREJuid.

* Unbound . f#H """ ®RRo TridentBackendConfig MREAHEEFiHm. HINBERT, FIEFHEIERN
TridentBackendConfig CRS T IEMER, IMEAEENGE, ERLEBREERN "Unbound (B
BUE4PRE) "o

* Deleting. TridentBackendConfig CR deletionPolicy BIRE Ndelete, X
TridentBackendConfig CR¥G#MIER. E&2EEIDeletingtkZ.

° MNRFIHAFEKRAEEBRKPVC). MHIER TridentBackendConfig S TridentMBRFIHIL
MCRo “TridentBackendConfig

c NRFHFEE—THZD PVC , MEFABIFFIKS. TridentBackendConfig CR BEfEtH=# AR
MER. RBEEMBRFIE PVC &, A =MIFRiEI%HA TridentBackendConfig o

* Lost : 5 TridentBackendConfig CR XEXBGIRHE BN EMIFR, TridentBackendConfig CR
e FAERIFRINER. T detionPolicy EUNME, HAIMIBER TridentBackendConfig CR,

* Unknown: TridentTo/E&HE S CRIBEMNEIHIIREHEEFE TridentBackendConfigo a0, 4o
RAPIIRSEZ 2R EY “tridentbackends.trident.netapp.iofif#/CRD, XEIEEETF T,

146



EULRER, BAZheIRER! thoh, TSRS MEME, BIa0 /EinE Al EimmEE"

(FIE) % 4% RNEZHFAER
ERILUETT AR an < SRIRENE K IRATIFAE S .

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

Itboh, &E T LAIREY YAML/JSON %%f# TridentBackendConfig o

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B& backendName MNCRMEIENGIHA " TridentBackendConfig Hl
‘backendUUID, lastOperationStatus FERFRRNCRIIEMIZIERES, TUEHAFAILBVIRE (Flan, B
PEREHRTRELEAR), WAILRTridentf&ZRIR{E "TridentBackendConfig(fflil, spec®
ETridentEFBEoHHEAE]) . ATLEHIN. HAIUEKRMK, phase RRCRHMGHZBRANIRE
“TridentBackendConfig. TELMEMIRGIF. ‘phase BEELEME. XEMKE TridentBackendConfig'CR5
IEE S

BB LUEYT kubectl -n trident describe tbc <tbc-cr-name> B RIRENEHHEMNFEHE R,

@ EARBEER tridentctl EFMTMIPRE & XBERY TridentBackendConfig WMEMGH, BT
f#7E tridentctl M TridentBackendConfig ZBJYHRFTH MAIFZIE, "15SILLEAL",

EEIEy
579 kubectl TSI EE

T RRUAER kubectl HITIRIREIEIR(E,
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g

BT MIPR TridentBackendConfig, &EBJLUIERTridentfifR/{REEim(ETF deletionPolicy). EMIFRE
i, MR deletionPolicy kB Ndeleteo EXMIBR "TridentBackendConfig, IEHR
deletionPolicy ¥RBENFRE. X URFREIRNAEE, HETUFERAH#HITEE tridentctls

BITUA TGRS

kubectl delete tbc <tbc-name> -n trident

Trident A= MIBREEEAMKubnetesIZ TridentBackendConfig. Kubernetes AP AT 5IE255A, MIBRHN
BRI REEREREBNERN, A RAGEMBFR.

kubectl get tbc -n trident

WA LIIETT tridentctl get backend -n trident 3 tridentctl get backend -o YAML -n

trident RIREVFEMNFIERIRSIR, FREZEIEFER tridentetl BIENGRK.

EHE
EfERAIER SMIREA:

* FHRASNEREEEN. EEMEE. KAERNRPEANKubbernetestilZ

TridentBackendConfigo TridentffFBiIRENRM EIEBEMGR. BITUTHSUEN
Kubernetes Secret

kubectl apply -f <updated-secret-file.yaml> -n trident

* REEWMSE (BIGNFAEERAR ONTAP SVM BIZHR) o
o AT #T TridentBackendConfig AU TS EHIZBITKubeNetif a3 £

kubectl apply -f <updated-backend-file.yaml>

o I FE. WA LINMABFRITER TridentBackendConfig ERUTHRSHITCR:

kubectl edit tbc <tbc-name> -n trident
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* MREHEHMRY, NWEHNHKEFEEH LREHEEF, EAILUETIETT kubectl get
tbc <tbc-name> -o yaml -n trident 3{ kubectl describe tbc <tbc-name>
O “n trident XEE BT LHELLEE.
* BEHEEREXHRNRRG, R UEIZIT update 85

fE tridentctl ITIEIREIE

THRAMER tridentctl HITHIR S B,

Elked=r
BIEfE "RIREEXH T, BITU e

tridentctl create backend -f <backend-file> -n trident
MREwEIEEN, NEKEEEHRNAE, EILUETU TaSREERAEUBELRERRA:

tridentctl logs -n trident

MEHEEREXHINEEE, BRFBRIET create saLHIEL

il =i
B M TridentP IR EE. EHRITUTRE:
1. RERZER:

tridentctl get backend -n trident
2. HipRES:

tridentctl delete backend <backend-name> -n trident

@ NRTrident ML FFIRECE T HEFENEMRIE. WHREHSHLEERENRSE. FRFHRELT"
IETEMIBR" RS,

EENEGER
BEE Trident THERVRIR, IFHRITUATRE:

* BREMEE, BT T
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tridentctl get backend -n trident
* ZRNFABIFAER, BIETUTH !

tridentctl get backend -o json -n trident

BHfanm
IEMHRREEX G, BITUTe<:

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEHRY, WEHEE LM AREZANERLTYR. EAILUETUTHSREFHTURELERR

tridentctl logs -n trident

HBEHBIEREXHFRNREE, BRFEBRIETT update s8R

HE A RRIEFESE

UTRERLUERREEES JSON BIERRERRA, XEEFS tridentctl FHNRVEEL. HIRIER
fEMA 0o EAER, BEEREZLARER.

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XWiERFFERA TridentBackendConfig SIENFR.
FlRinEER 2 B2
T fEETridenth EIRFIHI AR A 7%

AFEIERRED
FEkS "TridentBackendConfig 72, EER N LB AN AN EEGR. Xatet AT a)E:

* fH tridentctl BIBMNRIREE A LAER TridentBackendConfig HITEIE?

* £/ TridentBackendConfig BIENEHEEG I UEA tridentctl HITEIE?
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EI2 tridentctl [GIHfEMA TridentBackendConfig

ETHNABIBEIENE TridentBackendConfig MREEET Kubernetes REEIE@FH tridentctl SIENGE
IR E R,

XiERTFLUTIEH
* BEEEim. 1B)%F TridentBackendConfig RAEHNIEFEREIEN tridentctls

* £ tridentctl SIENHGER, MEEHM TridentBackendConfig KR,

EXAMHER T BESEEFEERR. Trident2 AXEFRIFITHIEHEE LETT,. BEAFLLERUTRMHAR
z—:
* YREFEEMA tridentctl BIEERATERIENRGIR,

* {8 tridentctl BIENEIHRHERFA TridentBackendConfig MR, XEMEBKRERFER
kubectl MARE tridentctl FKEEBFiH,

B(FH kubectl BIEEBGH, BEEQNE—IHEZINBEEIHB TridentBackendConfigo, NHEIBIEST
BT ENITIERE:

1. BIZ Kubernetes #1%, WA S TridentSZEER/ RS BEFAENEIRE.

2. gz TridentBackendConfig TR, HHEESEXRFEER/ HE%E"JﬁQEEE, He|BT E—FHaiE
B, HIEEIEEHERENEEESE (fl90 sPec.backendName , sPec.storagePrefix,
sPec.storageDriverName %) o sPec.backendName MM ENIE FiHHIE TR,

F0F: HAERR

IDRElfES TridentBackendConfig MRMPEDMEGR. NWEERNGIHREE, EJJZIZZI_'\WJEP, RIKEFERBUT
JSON EXEIET Fim:

tridentctl get backend ontap-nas-backend -n trident

Fomm e Fommm e

Fom e to—mm— to——— - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

tommm e tommm e

Fomm tomm = to—— +

| ontap-nas-backend | ontap-nas | 52f2eb10-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

tomm e tomm e

B Rl e TR e +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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%1% )& Kubernetes #1%

- EESREEREONE, WLTREIFIR:

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%25 8/ TridentBackendConfig CR

T—%R6IE — TridentBackendConfig CR, 1% CR¥GBmh4fEEIEEM ontap-nas-backend (W&
THIFTR) o MFRHEEUTEXK:

* 7 sPec.backendName T X T BRI FiHE o

* BESHSRBEIRER.

© EIHINREFE ) MRS R iaEHREIREAER,

* EIE@IT Kubernetes Secret 1&ff, AR UM AT R H,

EXMIERT, TridentBackendConfig ¥ TR

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

F3F . WIEAIRE TridentBackendConfig CR

8% TridentBackendConfig &, EMEMNMA bound » EXENKRMSINE GimHEREGEIRRAFRF UUID

[e}
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

ITE, BILAEA tbc-ontap-nas-backend TridentBackendConfig MRM/GimFEITEEHE IR,

EI2 TridentBackendConfig [FIR{ER tridentctl

tridentctl AJAFHIHER TridentBackendContig BIEMNRIR, LI, BIERERLLLFET
tridentctl RKE2BEBIEFRE, HiEESMER TridentBackendConfig HiFRE
spec.deletionPolicy BN retaino

F 04 HERH

a0, {RI&EA TridentBackendConfig BT LU T EiH:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHPA B X —& TridentBackendConfig ERINEIEFHLE R iR EimEIUUID],

%15 A deletionPolicy IRE M retain

UFENMREEBHNE deletionPolicy, RERHEHIKEN retain. XiF0] UMFREMPRCRES
TridentBackendConfig, fGIRENXMAEE, FEAUFERAHBITEIE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  Em#sTT—%, KIS deletionpolicy BEH retain,
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%25 . MIF& TridentBackendConfig CR

=ig— EMBR TridentBackendConfig CR o HiiA deeltionPolicy IREM retain [, ErJLI4REHR
1THMIRR

kubectl delete tbc backend-tbc-ontap-san -n trident

tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e T
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

BRI R G TridentBackendConfig. TridentEEIERFEMIFBR. MASEIFHIRERES,

IR EIR1EESE
BIRFMEZE,
EcEKubnetes StorageClassRHBIEFMESR. LISTR TridentdIfAIECE Bo

EtEKubnetes StorageClass &

https://kubernetes.io/docs/concepts/storage/storage-classes/ ["Kubnetes

StorageClass¥M&R"" ¥ Trident iR NATZENEREREF. HIERTridentARRES. HIU0
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

BREFEBNAS MBS E LUTHITridenttNAI B E EREME R PersistentVolumeClaim. BHS
"Kubernetes # Trident X"

BIREES.
Bl StorageClassM R fa. ERILICIREMESS, [FHEER0] R T —LrEEERTUERRNELTF,

g
1. XE—1Kubbernetest&R. FEILIEFER kubectl L TEKubernetesH8ll7E,

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. I7x, KubernetesHTridentd &N 27— N*BASIC —Csi*12fi&3E, H HTridentil B A MG

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

FEZRE
TridentfE{ft &R THE/EimHYE B FMERE X"

HE. EholLUHITHRE sample-input/storage-class-csi.yaml.templ ZEIEFMMAIXH. ARG
BHTEIR BACKEND TYPE FITZEIREHTER & o
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./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

BIREFMER
BRI UEBENEFMEE. KEAFESE. WEFEEERURMREFES.

EENBEFMHEE

* BEEIE Kubernetes 122, BT T®HS

kubectl get storageclass

* EEE Kubernetes IFEFIFMER, BETUTHS

kubectl get storageclass <storage-class> -o json

* EEETridentNRIZ FEESR. BiBTU @RS

tridentctl get storageclass

* BEEETridentN BRI EFHEELIFMEE. BEITUTHL

tridentctl get storageclass <storage-class> -0 json

161



RERRINFAESE

Kubernetes 1.6 1N 7S BRNIATFAELRIINAE, NRAAREXALERSRE (PVC) HIEEXAMNLE, NitE
LA TFEE XA LS

* B EFMEEEXFEIRE storageclass.Kubernetes o io/is-default-class IRBN true 3KE
XEINFEZE, BIEIE, EAEMESIRFIREFEINA false o

* TR LAER U T an I A FEEECE N AOAFES:

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* BiF, EUEILUERUTaSMERAIAFMESSIRE:

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Trident R&EIZF B HE RS HATERRA,

(D EBP—RABE—PBIAEMESE. Kubernetes TEIRA EARRMEIETIRE SN FMEE, BHTH
MERAKBININFELR —1%,

HE 2SR /e im

TR IERI LUER A Trident/5im3 SR HAIJSONEIZBYRIEUR A tridentetle XK jo SEAER. &R
RERBEAREZIAER,

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
illEREREES

E M Kubernetes Hfipr7EESE, BIEITU TS

kubectl delete storageclass <storage-class>
< TFER > NERAENEES,
B I FER G R ERAMEE R RFALE. TridentFH 4 I 1TEIE,

Trident& X H AR ERFIFERTH £sTypeo WFiSCSIFiR. EINTEStorageClassH5& 5L
() paremeters. fsType. ERMMILEStorageClasses. RIEEAIRENEIREN]

parameters.fsTypeo
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EEENEES

BREE

BIE—MEA B A B RKubernetes StorageClassiERPViA A PRAVK A M ETEK
(PVC), A&, EEILUEPVIERHEIPOD,

R
A "PersigentVolumeClaim" (PVC)@IgiaKifnEEE_ FRIKA o

BILUPVCECE MIERIFEAR/NNFMEEIARIER. @i 2 XEXRIStorageClass, SERFEIES B LUEHIARIRT
FE R FIHER (BN RESAR S5 4R 5!)o

SIEPVCIE. ERILUGEHEHEIPodH,

BIEPVC

I
1. & PVC,

kubectl create -f pvc.yaml

2. BIFPVCIKE,

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. FEEHEIPodH,

kubectl create -f pv-pod.yaml

@ EO] DUE A S #HE kubectl get pod —--watcho

2. WIFERREEHE L /my/mount /paths

kubectl exec -it task-pv-pod -- df -h /my/mount/path
3. WIE. EoJLUFRPod. Podi 2R RABEE. BEREE,
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kubectl delete pod pv-pod

ThIER

PersentVolumeClaim R {555 &8

XEREIERT BARIPVCE BET,

PVC. ikEX2s
WREIERT — 1N EEEFNRIERAPVC. ZPVC5S & HRIStorageClass*EX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

K FNVMe/TCPHYPVC

LRBIER T —1 5% IHStorageClass X BARY BB IEZEMXFRFINVMe/TCPHIEZPVC protection-
goldoe

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
EAECE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

EZRNVMe/TCPECE

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

BXRFEENASHMEHZE LTSI TridenttNfAEL B &S E PersistentVolumeClaim, B8
J"Kubernetes #1 Trident 3 &",
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BRHE

Tridenty Kubernetes AP iR T ERIEERY BEMNEESI. BB XY R iSCSI. NFS
. SMB. NVMe/TCP #1 FC EFFENEENEE.

BFF isCSI &
E&oILUEHE CSI BREfZFY B iSCSI kAME (PV) o

@ iISCSI| &Y BY ontap-san , ontap-san-economy , solidfire-san BRohfEFZH,
E Kubernetes 1.16 &E SRS,
% 1% ECE StorageClass LU iHET R

#miEStorageClassTE X IR E allowVolumeExpansion FERIEE N trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

3 FBETFERY StorageClass , EXH#HTTHRIE, FHER allowvolumeExpansion &,

% 2% FRELIER StorageClass ¢l PVC
YREBPVCE X HEH spec.resources.requests.storage URMFIEEZNA/N. ZK/NAIKFRIEK

o

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident=BIB—NAKAMLE(PV)FHRES XA EEEFER(PVC)HEXE.

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

% 3% ENXEE PVC 89 POD
BPVEZTIPODLURE K/, JAZE iISCSI PV X/NBY, BFRfIER:

* INRPVIEEEE|Pod. MTridentsY BEMEEIRNE. ENPEREHEMIEXHRFIKR/).

* SHPFBREEPVRIAR/NEY, Trident= BFERRNE. & PVC 4EZ Pod /5, Trident REH IR
BHIABXHRZ KRN AfE, Kubernetes RTEH BIRIEHNINTERGEEH PVC K/

T REISR, 81T —MEMA san-pvC BY Pod o
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$4%. BFAPV
ERESIEN PV M 1Gi AT R 2Gi , 1B541E PVC EXHF sPec.resources.requests.storage BN
2Gi o

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

B55. BT R
e LUBIE S EPVC. PVHITridentERIA/NRIGIE BEBES:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

B FC &

SR LUEACSIECERRF RFCIRIAE(PV).

()  WEEFEISFCEY R ontap-san. HEBEKubemetes 1.165 BT

% 1% BCE StorageClass LI &Y B

YmiEStorageClassEEX MIIEE allowVolumeExpansion FERIEE N trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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3 FBETFERY StorageClass , EXH#HTTHRE, FHES allowvolumeExpansion &,

% 2. FRELIER StorageClass I3 PVC

YREEPVCE X FHEF spec.resources.requests.storage MMRMEFIEBHA/N. ZANBIAAKFIRIBKR

o

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= BIB— N RAME(PV)FHRES XA EEER(PVC)HEXEX.

kubectl get pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi
RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san

% 3% ENEE PVC B POD

BPVEZZIPODLUAE K/, JBAEEFC PVA/NEFRIIEH

* INRPVEEZTIPod. M Tridental BEEERNE. ERPMIEEHEIMEEXXHRFE KR/
* ZRIARRIEZPVEIA/NBY. Trident=¥ BEMEEIRNSE. 1§ PVC 40E % Pod [, Trident

BHIABXHRZKRN. ARG, Kubernetes RTEH BIRIEHNINTERGEEH PVC K/
FURAEISR, T —MEMA san-pvC BY Pod o

AGE

10s

ZEMAR
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$4%. BFAPV
ERESIEN PV M 1Gi AT R 2Gi , 1B541E PVC EXHF sPec.resources.requests.storage BN
2Gi o

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

B55. BT R
e LUBIE S EPVC. PVHITridentERIA/NRIGIE BEBES:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi
RWO ontap-san 1lm
kubectl get pv
NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1i RWO
Delete Bound default/san-pvc ontap-san 12m
tridentctl get volumes -n trident
e f————————— f———————————————
e e R L L L L el Fommmmmm= S +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
oo e e oo o= R S e
et et o= S et +
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |
ittt i S et o=
R o fom—— +———— +
BFF NFS %

Trident>2 ¥ s A EECER NFS PV § BB Eo
flexgroup , #l “azure-netapp-files’ [Gio

ontap-nas , ontap-nas-economy , ontap-nas-

% 1% BCE StorageClass LI &Y B

EIAE NFS PV IR/, BEGEHMSAEER allowvolumeExpansion FERIRE N true KREBEFMEELURF
B E:

cat storageclass-ontapnas.yaml

apiVersion:
kind:
metadata:

storage.k8s.io0/vl

StorageClass

name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas

allowVolumeExpansion: true

174



NREERNEZEIETRTFESE, WRFFEA kubectl edit storageclass JmiEMMBTFHEREIAIH#IT
&Y Ro

% 2% FRELIER StorageClass I3 PVC

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

Tridentf1Z/91% PVC 8l3Z—1 20 MiB BJ NFS PV

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2mé2s

E3H: BFPV

EGHEIER 20 MiB PV %4 1 GiB, 154%iE PVC H#I&E “spec.resources.requests.storage’E 1 GiB:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

L4y W RE
EEI LB EPVC. PVAITridentERIA/NRIGIEAE AN NESIES:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
PN

&I UE A “tridentctl import FG@E eI HE Trident FNFREHIFAEER (PVC) &I
B1EEES NN Kubernetes PV,

*E% *D /I %%Iﬁ

R UBEES NE TridentdR. LUE:
s BNREFASCHAESFRENAHES
* M— PR EREFERSIEENTE

s EEAEHERKubrenetes5EEE
* EREVRE BRI RE N AR R

e 3
SAEZR. BEEUTEEE,

* TridentREESARW (I£5)EEWONTAPE, DP (#IEFRIP)EENERESnapMirrorBitE. ERES
ATridentZ Bil. NFtHETREXR.
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* B4R "StorageClass HMIEPVC EIEE. ETridenttESF NEREIRAER LS, tIZEHEFEREEIIRE
FESHEM T I TIER, HTEEEE. RS AHEREEEF N, Fit. BMEEUTFSPVCHIE
EMEEEARLRNGERIEH. SABFIEEK.

* WEEXNMEPVCHBEMNIRE, FHREEIEFSANER, RFAFEE PV, HFAHEEBIE— Claims Ref,

o EIWERIBRVNIEE N retain EPVH, Kubernetes BIH4FE PVC 1 PV &, S EFHEIUNERIR LT 7
BRI B R,

° FFERMIEIURIE ABT delete. MIBRPVEY. FHESIEHMIFR,

* BNERT, TridentEIE PVC, HERIHERmAFlexVol volumefl LUN, fREJLLED “--no-manage &\
I EBMIREH --no-rename tRIZLUIFEE R,

° ——no-manage* - YNRIE(ER “--no-manage i7EZRA, TridentEXRNREVEmGERARNFZIT PVC 3 PV
;gﬁﬁﬁ[gﬁ%mﬁ%«ﬁo fiFR PV BY, FESAWHIER, HEMRE (WERRNSRAZK)) K2

° ——no-rename* - NREFEH --no-rename " #HE, TridentESNENFREMEERN, HEERES
ESRERE, ETYXZIFLITIER: “ontap-nas, ontap-san (B3EASAr2 £4)  ontap-san-
economy’ El#lo

NREBHFER Kubernetes TR TIENZH, BXB7E Kubernetes ZINEIBZES
REdEEE, IPAXLEENIEEER.

* PVC #1 PV FRFM—MRE, BFIETREESAUK PVC 1 PV 2EEEE. FRECLSMBRLIITE.

SNE
&R LUER “tridentctl import’ 8@ 8 EH Trident SN FERE PVC KEANE,

() mmEEmPYC TR, NERTRRER tidentct KENE,
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£ tridentctl

B
1. gIE—1 PVC X (5180, pvc.yaml) , ZXHFERATFEIE PVC, PVC XHREHE name.
namespace. accessModes '# “storageClassName, &, ERILITE PVC EXHIERE

unixPermissionse

AT B iR RSB

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

() eEFENs®. PV EHREANSHNSKTESHIARSEN.

2. {ER “tridentctl import A F18E 8 & &M Trident/5in & R R M—IRREE L EMN B RHS (Fla0:

ONTAP FlexVol. Element Volume) ., X -f BEERHESIHKIEEPVCXHEKRR,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-

file>

&M PVC 11
P$IE
1. EAER Trident SNERFRAIE PVC YAML X (5180, pvc.yaml) o PVC XM EIE:

° name M namespace ETCEIETR

° accessModes. resources.requests.storage A0 storageClassName ERAE
° FRE:
" trident.netapp.io/importOriginalName: fgin_EBIERFR
* trident.netapp.io/importBackendUUID: &HFEMFIH UUID
* trident.netapp.io/notManaged (Optional): AIEFEEHBIREN "true"s RIAEN

"false"s

TEERSAREESHRAIME:
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <pvc-name>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "<volume-name>"
trident.netapp.io/importBackendUUID: "<backend-uuid>"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <size>

storageClassName: <storage-class-name>

2. ¥ PVC YAML X R/ E] Kubernetes S£8%:

kubectl apply -f <pvc-file>.yaml

Trident 3 BsISANEHIEELHEE PVC,

ANl

BFEUTESATA. 7THZ2FNRER.

ONTAP NASHIONTAP NAS FlexGroup

Tridentsz 33 $FH ontap-nas-flexgroup WEIIEFSEANE ontap-nase.

@ * TridentRZ#F# A ontap-nas-economy l#le
* o ontap-nas #l ontap-nas-flexgroup RENIEFARRIFFERAEENERZM,

FRIRIEFCENS S ontap-nas #BEONTAPEEE FM— N FlexvVol volume, FRRNERS
AFlexVolEM ‘ontap-nas’ TERIEHER, vlLUEONTAPER: FEFEMNFlexVolEEAPVCEN
‘ontap-nas. [AfF. FlexGroup volstB Bl LAEAAPVCE A ontap-nas-flexgroups

{5 tridentctl B9 ONTAP NAS =l
UTFRAERMNEER tridentctl SAFEESNIEIEE S,
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REL

UTFREIESANE RS nanaged_volume U FHAK/GEH ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm - fomm -
fom - o fommm - fommm - +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m————— +

FREE

FEASHBY --no-manage. TridentF2EHRRE,

UFRBIS N unmanaged volume £k ontap nas fgim:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

{#F PVC ;311 ONTAP NAS =l
U T RAERINEER PVC ERENFEETERE S,

181



REE

T RBIMELE 81abcb27-ea63-49bb-b606-0a5315ac5f21 BANFRA “ontap volumel HI
1GiB ‘ontap-nas &, fEF PVC ARIKE T RWO ihaiER:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <managed-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap volumel"
trident.netapp.io/importBackendUUID: "8labcb27-ea63-49bb-b606-
0a5315acb5f21"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

FREE

LUITFRGIER PVC 3B MIGiH 34abcb27-ea63-49bb-b606-0a5315ac5£34 S ANRA “ontap-
volume2 'Y 1Gi ‘ontap-nas %, FI&E RWO ARIEL:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <umanaged-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap-volume2"
trident.netapp.io/importBackendUUID: "34abcb27-ea63-49bb-b606-
0ab5315ac5f34"
trident.netapp.io/notManaged: "true"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>
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ONTAP SAN

Trident2#FHFEAEZE N ontap-san (iISCSI. NVMe/TCP # FC) # ontap-san-economy &#lo
TridentA] LIS ANEE 8 LUN BIONTAP SAN FlexVol#&, X5 ontap-san BopfER, ©AE1 PVC 8IE—
“FlexVol volume, F1EFlexVol volumeREIZE—1 LUN, TridentS§ A\FlexVol volumeFHEHS PVC EX %
BX, TridentRILAZ N ontap-san-economy 8&% LUN B%&,

UTFRAERTIRSANREENFTES:
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REL

MFRZES, Trident=RiFlexVol volumeE & A, FHEFlexVol volumeFHILUNER R pvc-
<uuid>'A " 1lun0Oo

UTFRBIER N ontap-san-managed [l LM FlexVol volume “ontap san default:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

e F————— o
o o t——— o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e o -
e e - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |
e e o
t——— o +——— o +

ZESL

TRBISAN unmanaged example volume {EE ontap san [Gi:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
Fommmmmmmmomeososorrenosmemereme oo me oo Frommmmomos Fomcmmemememonos
Fommemmomo= B e Focmcomo= oo +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommcmcosososososrsros oo esCe T Ce e S e S e Fososmsmss Fomosmsososssoss
Pommmmmmm== o memes e e s s s s Fommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmssesese s s s s s e o= e
Fommmomomme Fommememerossrsreemenessosoeseoomomoms Fomomomme Fommomomos +

IR EIELUNBRET ) 5Kubornetes T3 s IQNHEEZIQNBigroux. SN FRAIFFR. B EEIR: LuN
already mapped to initiator(s) in this group. EHEMIFFEINIZFHECHMRETLUNAREFAN
5o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

TridentSz #HE FAIXEHFIEF S ANetApp ElementZi {4 FINetApp HCI% solidfire-sano

@ Element X2 FFEENERIT. BRE. MRFEEENEZM. TridentihiR[MEFHIR, EH
IRESRRRER. RIEE. RUE—HNEZMHFARENE,.

UTFREIERAN element-managed [aln LHYE element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

R R fem=m==== fossseesmema====
fmmmmmmmaaa fo e e e e e e e e e e ce e e e fmmmmmaae fommmemaae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmmaae fommmmm s
fressmmsamms e e e I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |

i R e fossmesseemeea==
fm========a fememsessssss s s sese s esosssss=== f======== fememe===s +

Azure NetApp Files

TridentSz FEBAIKCITEF S N\E azure-netapp-fileso

@ EZNAzure NetApp FilesE. BEREGHRIEFHEZE. SRESENSHREN—D. LFZE
:/o G0, WNEREFEHERIEN 10.0.0.2:/importvoll. HBEIEN importvolls

UTTRBIERN azure-netapp-files fgif LM% azurenetappfiles 40517 HE1E importvolls
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetApp&

TridentXz#FFEAIRIEERFESANE google-cloud-netapp-volumeso

M FRAITEEIR backend-tbc-genvl E§ A% testvoleasiaeastlo

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

i e e e e e L
fosssssssssssassassas= femsm=e==== R
f=mm==== fememema=a +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |

R femememame

frossssssssms s fremmmee==== et
fe======s e +

| pvc-a69cdal9-218c-4ca%-a%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-¢c6295fe6d837 | online | true
|

R e S ataat fommmema=e
froscscssssmaseem s e from=m=e==== frecsmssmee e me s s e e e e
fe======s e +

T RENEERNEAFRE—XIEHET S A "google-cloud-netapp-volumes'%::
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4
| NAME | SIZE | STORAGE CLASS
| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====
fm e e
e e +F
| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|
fossssssssssssesessssssasosossssssasssssass fememema=a
frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

BREXE AV

fEATrident. ERILUAGIEZRNEDEE B XHRMMITE . XA TEIRAEHZMHRE
HIRFEIHE BRIKubnetesFIR(PVC), R RILIERIRESE X BT eI EEXERM
MBEXIFEZER; @2, SANRENEAEEHRIERXERR.

ez Al
FIBE XIS R MRMIRRE 3215

* B, SATREREREE
* BULME ontap-nas-economy WREhiEFH, RE Qtree ERIRITFT S B FRIENR,
* BT S ontap-san-economy RehiERFA, RE LUN ZFRFTE B IFIER,

PR

* BENXEZ NS ONTAPAHIIKEIIZF Ao
s U TEREZIFEENIRE . ontap-san, ontap-nas, #l ontap-nas-flexgroup aHle
* BEXBEMAERATRNES.

AIEHEXEREIREITA

* MNRABIFRRPEEEZLMEREM. NEHEEFEK, B, MRERNAERFEK. WIRER
BMRYENEHITIHS.

* IREARREEPHNRMERKGRZE. WEHEINRTER. ERMENMREERRUEZRRANEIER
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Fo

BARMEIRMATE R S IRECE )
B ATEARA/ Bt R AU E X B E X B MER.

RE AT

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQ0",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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puE Sl Nl

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{
"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"
by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
}
]
}
an R R
i
"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{

.config.BackendName }}"

nfl2:
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

FELZENER
1. WFESAN RELNEEAERERANREN. FSEHnE. Fa:

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o
WNFREESAN. EEVEEGIHE X PIREHNE X BB IFER,

Trident A2 ERH B FIERIERY 72 KR (ERo

MR XEBIRASERE—NEBIR. WTridentEHIIN—LEFENF R REIEE—E R T,

NRNASEFEEN B E X B KEBZ64TNF. WTridentERIBMBSRRAIENESB R, WTAEHR
fthiONTAPIREDAZF. WNRERVHEI BMIRE. WELZIER/RRK.

o &~ W DN

ErRATIEZ B HENFSE
EATrident. ERIUEFHRTEFEES. HFE—ITHZPN LR EHFHEZSE,

i@id TridentvolumeReference CR. R LATE— 8¢ % "Kubernetes & = [8] Z [B] L £ #1H = ReadwriteMany
(rwx) NFS#, IttKubernetesZs#lfi#iR s AT

* ALHEE ZNRFIAIGRIIERIRARE M
* EAFFTE Trident NFSEIRTHIZZ
* RKF FtridentctiFHEMEMMIE RN IKubernetesIHEE

LB R R T MKubernetesdi & =ia) Z [BIINFSBHHE,
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re

________________________

TVol €—p

=
3
2

.......................

O [
H

TridentVolumeReference
primary/pvci ;
B e e s T -7 Storage " Y i e e e P - 3
Volume
TRIENI]
RENANTEEAIEENFSEHE,

BLERPVCUHES
Ren R A A ER T RIREPVCHRIHERIIR,

BFEBIrH R TIEFRIECRAIR
EHREER MBI RATENFIE &R FEIETridentVolumeReference CREIIX R,

e £ Bire 2 Fia)H alZE TridentVolumeReference
Biren i = I8]9EF A E & 61 TridentVolumeReference CRELS | FBIREPVC,

o EEM SR TEIREIEMEPVC
Biren 2 TEIMFREE I MEPVCLUERIRPVCHBEUETR,

ECERM B R 2 =8

ATHRZ 2. BEafTEAEZFERGATEAMEE. EHEERN B TEMEENDENRE. &
TR EERF AT,
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T
1. *BEfZTEREE: *CIEPVC (pvcl). MIRFEBIRHRATEHZNNRE (namespace?)

shareToNamespace 1RFo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridenti& 8PV R EFiENFSTFiES,

o O] UFERE S A RRYIRIEPVCEZL Z N iR TiEl, fHul:
trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced,

@ © WRILERHAZEIFrEmA=E *. flg:

trident.netapp.io/shareToNamespace: *

o O] IEMPVCLAEE shareToNamespace BERSRINTRE,

2 *EREIER. *HFREEINEYM RBAC, LIEFEHITGRTRIFAIEETE IR TiEFeIE
TridentVolumeReference CR BIFX R,

3. *Birfn B TEIFMEE: *EBErRTEIFEIES | BIRa& = E/f TridentVolumeReference CR pvcilo

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *BirenBTEIFFEE: *QIEPVC (pvc2) (namespace?) shareFromPVC B FIEEIRPVCHIRE,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl

name: pvc2

namespace: namespace?2
spec:

accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKINFREFEPVC,

#R

Trident=332EX “shareFromPVC' B#rPVC_ERVRE. FHIGEIRPVEIENE B B KB IERIRPVIEIER RN F

. EANEZRPVEHERF. BIsPVCHIPVERAEEHE.

BFFHZES

eI LIRS 2 M e B = RIHZNE, TridentiE MR REr 2 8] LRSHIARINRIR. FHIRE
A=iERIHRNIR. MIFRS|IBERPIERIF=EIE. TridentHIFR1ZE,

{8 ... tridentctl get BHMNESE

fEMA[tridentctl SKARFPR. ERILUETT get BTREMBENGS. BXIFAEE. BHSNHEE

. Jtrident referation/tridentctl.html[t ridentctl B8 FIEIN],

Usage:
tridentctl get [option]
flags

* °-h, --help:. &,
* —-parentOfSubordinate string. BFEERFIAMNESE.
* ——subordinateOf string. BEHERGINEN TR,

PR

* TridentITAZfHLEBIR BB EANRES, BNERAXGHESHtEEHRD LB S

HELSHIE.
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* & RBEBI PR RIBUE FHRPVCHYIAIR) shareToNamespace 8% shareFromNamespace 1R+ MIB&
TridentVolumeReference CR.EBHH AR, HAIAMIERMEPVC,

TAEIEMNBE LHRITIRE. TREMBES,
BEXFMAER ..
ETREXEGRTREHRNEAGEE. BRITUTIRE:
s FIAR "ERRTERIZERES. WMEGRTEEIR)MHello"
* ME _LBESR "NetAppTV's
EinRTERES

BIEfEATrident. &R LUERARE—MKubornetesEEEF P AR Edp B FialI B S S IRE 6
eI N

RIFE ST
REEZR. FRERRERNBRERVEREERE. HBEEBHEBENEFMEE.

©

e R TIa 7R ontap-san ] “ontap-nas fFEIREITERF. AXiFRIETRE,

IRIENI]
RFNNTERAANREE2E,

FeERPVCLITEIES
R R T EPE R T hERPVCHEIERIIR,

9 EFEBir R T F eI CRAILE
EREERMBEIRATBINFAE &R T TridentVolumeReference CREVIY R,

e 7 Eird & ialF 8lZE TridentVolumeReference
Bt & el A & %8I TridentVolumeReference CRULS|FIEPVC,

o EEfre R iE Rl ZPVC
Bires R RN B E G ZPVCLUMIRE & = a5 [ZPVC,

& RA Bnan 2 =(a]

NfpRReN. BaiTRREERZRRGATEMEE. SHEERNBRnRTEAE#HTEHREME
NigfE. BN T BRERIEERF AL,
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B
1. Sourcedi & Fjalowner:(pvcl R R T EFBIEPVC (*namespacel), AT (namespace?  ERANRFRE
FEBIRmATEIHEZINE, cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

TridentiZ I PV HEIEFES,

o IERILUMERES NIRYIRPVCHEL S B =iEl, i,
trident.netapp.io/cloneToNamespace:
namespace2,namespace3, namespacedo,

O . goummssnms - s, .

‘trident.netapp.io/cloneToNamespace:

o & LAFERY EFPVCLAE S “cloneToNamespace 157+,

*

2. EHEER MRBEINEHMN RBAC, URFEInGATEFAEEEEinmATEIREIE
TridentVolumeReference CR BYIXfR(namespace2) o

3. *Birfn B TEIFMESE: *EErRTEFEIES | BIRaE T E/f TridentVolumeReference CR pvcilo

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. Destination@n & = Blowner:(pvc?2 * TEE R E TEIFEIEPVC (" namespace2), {#H cloneFromPVC g%
“cloneFromSnapshot # “cloneFromNamespace 1518 EJRPVC,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

PR
* W TFEAPV-NASE ST RIRENIZ FECERIONTAP, AxiFR i E,

fEFASnapMirrorE %

TridentS2 i$E—1MERE LHORE S SER LRSS 2 ARIFRER. LUBHRAEN
SEHIHIE. EAILMEAER Trident BEXR (TMR) M8 & ZiEEE N FREN (CRD)
SRIAFT LU FIRIE:

* EEZEIGIEFEEXR(PVC)

* MFFEZERREXR

* PETREXAR

* ERMEER TRA ZREWEHES)

* EEBZEIT AR TR R (TE TR NP5 s 2 HAa)

ERIRHRF M
Fiaz el IFHERRE L TRIRSR M+

ONTAP £58%
* Kubernet: {EFONTAP{ERGIRAYIRF B AR Trident&E B _E A RIF7E TridenthR4522.105K B = kR Aso
* YFAENE: SOTERF EFRONTAPSEEE 5 BERIIRFRIPE/RONTAP SnapMirrorZH A, BXIEHE
B. 1580 "ONTAP Hf9SnapMirroriF ] BEiR" o

MONTAP 9.10.17F498. FRrEFRIIEX ANetAppIF AlIEX H(NLG)RIFZ TR A, NLGR— 1 FFZWILNAER
Xt BXRFMMER. 1SN "ONTAP OneffiHRITFRIIE" o
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() 12535 snapMirror BRI

POES
* EEHISVM: ONTAPTREEIRMMEML MFRT. BXRIFMES. BEN "EEH SVM HFHA" o

(D) HERAONTAPER 2B S HIX RN ERNSVMEIRER—H,

* * TridentfISVM*: XEEFESVMMAIN ] B FrEERE Y TridentfE .

SFFNIREHIZR

NetApp Trident Sz 3Ff8EF NetApp SnapMirror I ARFHITEE S|, FHAAUTIRDIZERZIFNEFMES. ontap-
nas . NFS ontap-san . iSCSl ontap-san . FC ontap-san : NVMe/TCP (ZEXK&R{K ONTAP R
9.15.1)

@ ASA 12 RFEAZHHER SnapMirror #1TEE M, BX ASAr2 RANIER, 1SR T ##ASAR2
FHERL" o

BIEEHRPVC
BB T BHERCRDRAIEEEMN _LEZECIEEEXR.

T
1. TEEKubbernetes®E£&f LHITUUTHE:
a. fEES#tiEStorageClassiTR trident.netapp.io/replication: trueo

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. {5 HIBIEM StorageClassBIZEPVC,
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Nl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. fEAAMEREIEREXACR,

Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas

Trident= R ENVERINEME S AN B HRIBIRFRIF(DP)YRES. ARERFREXRIRESFR.

d. $XEXTridentMirorRelationship CRIAFKEXPVCHINERZ FRFISVM,

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

generation: 1
spec:

state: promoted

volumeMappings:

- localPVCName: csi-nas
status:

conditions:

- state: promoted

localVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

localPVCName: csi-nas
observedGeneration: 1

2. ffZ4KhKubbernetes®E B FHITUTHIE:

a. {#Atrident.netapp.io/replication: true2%k 81|32 StorageClass.

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas

provisioner: csi.trident.netapp.io

parameters:

trident.netapp.io/replication:

b. A BRHIRIE S IR REKRCR,
Tl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
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Tridenti$ 5 FA BC B AV X R 2R B 4 FR(SLONTAPRIBRIA BRER ) 8 2 SnapMirrork R 7 3 1T #)9A1E.
C. £ aItIZRIStorageClassEIZ—1PVCLAA{EZZk(SnapMirrorB1x)o
Nyl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

TridentE 0 E 2B 1EE TridentMirorRelationship CRD. MR I X AREZE. NELELIES, WREFEELL
KA. TridentiFHafREEFFlexVol volume B EI SHEE X R E XHNEIESVMEIL M EFXRSVM L,
EEFIRE

ZRIRBKRR(TCR)Z—MCRD. RRPVCZEIERIX AN —IR. BIFTXR EERAE— MRS, IREEE
M TridentFIBRVAS. BRTXR BEBABLUTIRE:

* BRI FIHMPVCERIRGXANBETE. XB— XA,
*RF: AMPVCENEEHAEH. HAIREILEAIEMNEEXR.
© EFTEI AMPVCEREHEBRXANBING. U TFZERXAT,
c MREMBBEESREELXA. ANERBSZEMENAR. NN AERENEIIAKE.
° MREZRIARSFEIXRR. NEFHBRIIARKREEEK,
Rt RN PE S HR Rl R FH HEENPVC
E " RKubbernetes&E8f FMITIATHIE:

* ¥ TridentMirorRelationshipfy_spec.state & EEEHZ| promoteds
EIT IR PE RS AR Bl A HENPVC
FEIT RN PERTE () HAIE. ITUTHZBLURA ZHPVC:

p
1. #£FKubbernetes 8% £, BIEPVCHIRIR. HEFEIERER,
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2. f£EKubnetes&E&E . BlIZESnapshotinfo CRIAFREX A ZRIELE B
5l

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. 'EZ#kKubernetes&EE¥ F. ¥ TridentMirorRelationship_ CRAEY_spec.state F FEE# A _promoted
#_spec.promotedSnapshotHandle . LB AIREEBIAEE R TR,

4. FE”4kKubernetesEEEf . HikTridentiE &R X RIVIRZS (stats. state FER) A ERF o

EHERBEEREGEXR
ERRFEGERR A BEREREHEEA—iR,

p
1. £ ZRKubernetes®8¥ £. HREEFH TundentMirorRelationship_EAY_spic.netVolumeHandle  FEEZHIE,

2. E”KKubernetesE8¥ £, FTridentii{& XRBY_spec.mirector FEXEHE| reestablishedso

HthigE
Tridentz 335X £ HEM —LEHITUTIRME:

¥ EPVCESIZIFH_HPVC
HWEREEE— 1 EPVCHI—NREPVC,

T
1. MBI — (B +5)EEEFHIFRPerbestentVolumeClaim# TridentMirorRelationship CRD,

2. \E(R)EEEDMIFRTridentMirorRelationship CRD,

3. EE(R)ER ENEBEETMF —RK(BFF) PVCEIEFHAYTridentMirorRelationship CRD,
R, EPVCH ZKPVCHIA/N

A LUEEEEPVCHIA/). MRFIESBE LA/, ONTAPKE B &I BEM Bixflevxvol

MPVCHIRERE ]
ZMEFEH. BN HF ZRERITUTEREZ—:

* BIBRREPVC LSRG X R, HRERPIERIX R,
* HE. Fspec.stateFEEEH_promoted_,
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MBRPVC (ZHIE )
Trident2E R EBFEERINPVC. HEZHBIFEZHRBESIXFRo

BT Tr

PR & xR —IRITH, TR SERISHTH: LR TridentSeFMIBR Z 8132 _promoted IR, SN FEZEMH
BREY TMirrorE2 88 F_Promved K& WAEEIMBRIGK R B TMirroriG# Bk, Trident=x¥g At PVCIEF
H_ReadWrite, IEHIBRI2IEISFEMONTAPHZS#ERISnapMirrorTo B, WRIHIERKEEHEEXAPFEA.

NESIBFBRGXRN. EXNERAE_rei®il_ EEHIRESHIFTMirror,

TEONTAPEXABSEFTIREG X F

BIREGXARGR. AIUBENEITXLYXR, ErJLIER state: promoted B state: reestablished F
EBE#MXR. GENERANENReadWrite B, AJLUER_promotedSnapshotHandle_15E E# H a1 &R R
RS EIRER,

TEONTAPERHBE ARG X R

Ea] LUEEFACRD#ITSnapMirrorE#. M HE TridentE1EEZEIONTAPEEE, 12 LU T TridentActionii & &
HRORGIAE T :

Nl

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state RBTridentActionif& EFHCRDAVIRES., ERILIM_suced_. _in Progress _3§_failed3REX
=

£/ CSl ifh

Tridentr] LB ER B EFM IR EH K HiEiZE|KubbernetesEEB¥HEY T /= "CSI #HFM7
BE"S

R

M CSI #a#M08E, A LIARIEXEM ] A KRN SHIERREIA—NESDT R, WS, EEIRMER,
Kubernetes B AIIEMET HENT R TRAMUUITF— I XKERNARETRAEXEEF, e UITFRE
Xt zigl, ATEFESXEREFANTEAHEES. TridentfERCSIFRFH.

THRE CSI RHINNREMESER "It

Kubernetes 2 7 Mt IE—HISHERT:
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* BIEE N Immediate BY, Tridentfli#E&ER “VolumeBindingMode REBERAIFAIMNZENTNEE, BIE
pve RNSAMBEHENISEE. XEIIAZE "VolumeBindingMode. &&AaFISEFIAFNERHIAIESE
B, BIEKAMSER. AT AHIEKHNPODRIITIIER,

* NI volumeBindingMode I8 BN WaitForFirstConsuming , M9 PVC SIEEFISPE KA 4 ERIIZ
T’;ﬁﬂi&; BHEITRIFHEIERFER PVC 89 Pod Alk, Xi¥, SMSIRIERIMERESISEHEBYITXIPRSIRE!
2,

@ WaitForFirstConsumer" HPEBAREBIRIMGE, LIEEEMIIF CSI RN,

ERBHNE
B CSI R, EREBRUTRMA:

* IZ1THYKubernetes&EEE "SZ1FHIKubernetesiii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* EEPIT RN AE R 5| NFRFMNEABPRE (topology . kubernetes.io/region
‘topology.kubernetes.io/zone), TERZETridentZ g, XL WHIMERFEPTA LY, U
B TridentBEZIR B HRFM,
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

%1% RABAIEIMIER

Tridentfzfi G5 AT LAZ T RIRIE Rl B XIS FE M ECE LS. SRR UEE— et
supportedTopologies . ZRAXRZZIFHNHSXFXIEFHTIFTR, HFEHILFIHA StorageClasses , RE
ESZHFXE / KIgPItHINNARERIERE, 728185

THE—MEHREXRH:
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YAML

version: 1
storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' B FRRMEENEHHKIFM O XFIR, XEXIFHOXRRAE
@ StorageClass iR A FETIR. XMTFEEEIRRHIED XIEF 57 X aIStorageClasses
. Trident&2ERIHEIE— 5

BOFT AT NEFEMEN supportedTopologies o 1BE R LLTRAE:
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version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5

svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.
storage:
- labels:

.1o0/region: us-centrall

io/zone: us-centrall-a
io/region: us-centrall

io/zone: us-centrall-b

workload: production

supportedTopologies:

- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-a

- labels:
workload: dev
supportedTopologies:

- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-b

io/region: us-centrall

io/region: us-centrall

EURBIF, reGion M zone IMERRNEMMIIIE. topology.Kubernees.io/zone
topology.Kubernees.io/zone IEEFMEMRERUE,

% 2% EXAIRFIRIMY StorageClasses

RIEANEBPITI /IR MERFRIMFE, PILUR StorageClasses EX N B ERIME
IEEN REVFREM, LUIKAIFER Trident EEEMERNT R F &

BEIUUTRA:
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata: null

name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: extd

7£ biRStorageClassEXH, volumeBindingMode ' ¥§I&EN "WaitForFirstConsumer, {ELLTFEIH

153KEY PVC 7£ Pod 5| ZEIASHITI®E(E, # allowedTopologies T EFEANS XX
1§, StorageClass® ‘netapp-san-us-eastl ELREXMFIHBIZEPVC " san-backend-us-

eastlo

£ 3% SIEMRER PVC

Bll32 StorageClass FIGHIGTEIFin/E, EMERILAEIZE PVC,

BEBRUATRA spec :

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

fERALEROIZE PVC BSBUATE
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Lt podSpec #&7 Kubernetes £ us-East1 KBTI £itXl Pod , HM us-Eastl-a 3 us-Eastl-b X
S AR RO AT T R AR TR

BES LT
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BERUEHE supportedTopologies

AJLAEA tridentctl backend update BFREERIR, UES supportedTopologies Y&, XARF
mEkENS, HENATFELEMN PVC,

THREZERE
* "EERBNER
RS P =bri s
* "SRERMEAD R KB
*IREMNAE"
fERRE

ﬁi%(PVs)EI’JKubberneteS%H&,.“S'Zﬁ%ﬂ’]ﬁ]‘lﬂ““mﬂzlio A LU {ER Tridentl 21561
BRI, SAETridentyMERRIRRVIRIE. MINERIB QIS LUK NIRRT S HEHIE,

5%

ERIEZZHF ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy ,
solidfire-san, azure-netapp-files, #l google-cloud-netapp-volumes E#lo

FriaZ di
EfFARRB. BUIEGINPIRBITHIZEMBE N ZIFEENX(CRD), XEKubernetesiiiZ4m 2R (5140
: Kubeadm. GKE. OpenShift)BJER 33,

INRERIKubernetes 73 &K hRA B & IRFRITHIZZACRD. 152 [EFEERIRIZHIZE o

()  RFECKENEHAIREBBIE. ENRIREBEHIRE, CKE-ERNENIRIRBEHS,

BIZERIR

HIE
1. 8% VolumeSnapshotClass, BXIEMER, HE M "VolumeSnapshotClass's
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https://docs.netapp.com/zh-cn/trident/trident-reference/objects.html#kubernetes-volumesnapshotclass-objects

° “driver' g[@ Trident CSIIREHTEF o

° deletionPolicy FJLIE Delete B Retain. RENAY Retain. FEEE LNRKEIEREBSR
E. EMEEFERARNE 2Lt volumeSnapshot MR EMIFR.

Nl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BZMBEPVCHIIRER,
Nl
° LRGN RIZIIAPVCHIIRER,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o IR AR ABIPVCEIEEIRBIHR pvel REBHBIFIKEN pvcl-snap. VolumeSnapshotZE{i
FPVC. H5XEX volumeSnapshotContent RNEFRRIBAIFT R,

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o &R LIMARE VolumeSnapshotContent BIFR pvel-snap VolumeSnapshotB¥iftEH, o Snapshot
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Content Name FRIFIRMHELEIRIBAIVolumeSnapshotContentif&Ro o Ready To Use BEFRTIREE
AT RIEMHPVC,

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi
MEIREREIZEPVC

AT LUER dataSource FAB ANERBEIZEPVC <pvc-name> {EREIER. € PVC 5, STLUEEMIN
F| Pod £, HEGEREAEM PVC —1FER,

(D PVCRSREER—EmEIE, BH20 "MNENE: TatERAEREEZEMK=KPVC Snapshot
BIEPVC",

TR ERRIZEPVC pvcl-snap fEAEIER.

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SANERE

TridentSz 1813 "KubbernetesTIEC & [REFIS 2", SR EIER A LIEIE "VolumeSnapshotContent WRHFN
TETridentsMERBIZZAVIRER,

a2 Al

Tridenti) M E IR FNRBHR S,

p

1. *EBEIER . Bl VolumeSnapshotContent' 5| F/SIHIRIBAIN R, XRE1ETridentsR BTN RER TIER.

° IEHIEERIRIREBAIZ IR annotations YN trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name">,

° fEH$ERE <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>, X
ZIAEH snapshotHandle  IMEPREBIZEFE M TridentigHAIME—(EE, "ListSnapshots

@ o <volumeSnapshotContentName> HHFCRAZRHI. FEEIGES RimIRERZFRIT
Bico

ANl
LUl VolumeSnapshotContent 5| AEHIREBIIITR snap-01c
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2.

214

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

*EBEIER . *0li# volumeSnapshot 5|ABICR VolumeSnapshotContent MR, MIRIERFIEKIFIAILL
{#H VolumeSnapshot FELATER R ZIE]H,

Nl

UTREEEIZE volumeSnapshot CRE®® import-snap 5/HM VolumeSnapshotContent B4
import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

NP IB(FTCHB I TEMIRIE): *IEPRIBIZRIRFF IR VolumeSnapshotContent “HiBTT
‘ListSnapshots . Trident¥ Bl “TridentSnapshoto

o SNEBIRFRIZEF FHFIKE VolumeSnapshotContent to readyToUse #l VolumeSnapshot to trueo
° TRIdentiR[8] readyToUse=trues

“ERAF *0IE— PersistentVolumeClaim AS|AHE VolumeSnapshot. HMF
spec.dataSource(Eﬁspec.dataSourceRefygfm%JVolumeSnapshot38*mo

Nl



LUITFRGIELIZE—15|FEBPVC VolumeSnapshot B85 import-snapo

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fERRERRE SE

FRINERT. REERLTRERS. UERAEEMRSERIEENENEREM ontap-nas M ontap-
nas-economy JBREIfERF. B .snapshot BRUBIZEMNRBIRE IR,

f$EFvolume Snapshot restore ONTAPAR 1T RERFE LR F A HIRBHIE RIS,

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap archive

()  FESnapshotBlAn, MESMER RS, SIESnapshotBIZExtEMIER MBS E K

MREBIRIIERE

Tridentr] fEF(TSR) CRMIRERIRIRIR (A RE TridentActionSnapshotRestore, MWCRAEE
FKubbernetest&{F. ERIETEHREFSHFARE,

Tridentz#FIREB I E ontap-san, ontap-san-economy , ontap-nas, ontap-nas-flexgroup ,
azure-netapp-files, google-cloud-netapp-volumes , # “solidfire-san’S#lo

Faazal
T EBYERPVCHI ] ARSIRE,

* WIEPVCIRESE R EHE.

kubectl get pvc
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* FINEBRIREAEEME. AILUER,

kubectl get vs

T
1. BITSR CR. bR HPVCHIEIREREIECR pvel pvel-snapshoto

(i) TSR CRUMMLFPVCAIVSHIFERREZIER,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. M ACRUUMIRERIFIR, LG MSnapshotiiE pvclo
kubectl create -f tasr-pvcl-snapshot.yaml
tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

st
Tr|dent:|_f}‘A r;&,.“ %%&*Eo ILJR__]- Lj\q_LlIE H&,m J?'{klu\

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* ERZHIERT. NREMHPE. Trident A= BEIEIXIIRIF, EREBRPITILERIE,

@ * RBEEAIFRNERNKubbernetes B F RIBEN TR BIR IR FTHINIR. A BEEEN AERF
mRTEFEIETSR CR,

FRRE XEXIRIRBIPV
MR EAE RECRIBIOK AL ER . BN TridentEREFH A" EEMFF NS, MEFESREUBERTridentE,

EEEIRRITH 23
INRERIKubernetes 73 & hRA B & IRFRITHIZZACRD.  MET LURIN FRR#ITERE.

p
1. BIEHREBCRD,

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. QIEZIRERITHIRR,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

(:) MENE., FTFF deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml HEH namespace [EE=RES TS

B S
* "R

* "VolumeSnapshotClass"

EREHIRER

Kubernetes A % (PV) B4R NetApp Trident IRt TRIEZ N E (—HEBMRE) 1IN
fE, bHARBREREE—RESIENZMENED,

@ VolumeGroupSnapshot & Kubernetes FEJ— Beta IhEE, B4 Beta hix API
o VolumeGroupSnapshotFT a1k 4s /9 Kubernetes 1.32,

BIREHRR
AT AR S B IRR
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* “ontap-san' IRGHFEF - {ERTF iSCSI # FC thi¥, FEFF NVMe/TCP ¥
* ontap-san-economy - {G&AF iSCSI il

* ontap—-NAS
() NetApp ASAr2 S AFX THE R GRS BRI,

FraZ
* IfRIERY Kubernetes hRZSE K8s 1.32 S B s hids,

* BERRR. BHEBRIMNHRERIEFIZZNBEEXZRENX(CRD), XZKubernetes itzdm iz (7170
: Kubeadm. GKE. OpenShift)d9ER 3,

YNRIERHY Kubernetes RIThRANELEIMPIRIRIZHIZZM CRD, 1BEH[EIE S IRIEIZHIZE] o

@ YNR7E GKE HMRFEIRILFEARR, B RECZIRIRITHIZE. CKE-ERRERRREIRIR
=28,

* 1EIREBIZEHIZS YAML 51, &8 "CSIVolumeGroupSnapshot ThEEI TR B N true”, LUIFAREBAREBER
Fo

* EOIRSHREBZE, CIEPIRNGARREE,
* HRFIE PVC/EEER—1 SVM £, LUEEEFEEIZE VolumeGroupSnapshot,

p

* 7£81# VolumeGroupSnapshot Z Hitll#ZZ— VolumeGroupSnapshotClass, BXxFME L, 1557 "E4H
TREBA"

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:
name: csi-group-snap-class
annotations:
kubernetes.io/description: "Trident group snapshot class"
driver: csi.trident.netapp.io

deletionPolicy: Delete

* ERMBFELCZEGFARITERN PVC, SRXEATERNZIIE PVC,

U TFRAIERLLTAREIE PVC pvcl-group-snap  {EAEIBRIIIRE
‘consistentGroupSnapshot: groupA ARIEEMERE XIS BAE,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* I AEMEEIRZER VolumeGroupSnapshot (consistentGroupSnapshot: groupA )£ PVC H18%E.

LRGSR EARER

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:

consistentGroupSnapshot: groupA

ERARRREEHE

ERILEREABARRBON—E 2 I ZONE MRBRIMES AL, BLEFEHARREN
g,

NEAKHITIR
fEAvolume Snapshot restore ONTAPER 21T R E & X R EI ST iRBHIE RAVIRE,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

()  i&mSnapshotBElAe, MEERERHES. IESnapshotBIAs/EHEHIBFHIEREE X,
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MREBRIRIIERE

Tridentr] fEF(TSR) CRMIRERIRIRIR (A R%E TridentActionSnapshotRestore, MWCRAEE
$Kubbernetesi2fF. ERIFRMEFEFHARE,

BXFAER, BER "MREBEREREE"

PR S A IRIEKEXBY PV
PR B IRIRAT

* @B LURIBREE D VolumeGroupSnapshots, A EMIBR4E HHYEE A NREE,

* MREFASEFEERBIER TR T ZIFASE, Trident S ZEBREZMIRIRE, EABALRHPRIRE,
ARTEEREMFZE.

* IREEADARREET =ME, AREMIRZA, WEFETRERDIRE, HAEERD TR ZETERR
%4,

IRE L RIBITHIZS
WNREFIKubernetes 3 AR A B & RRITHIZZMCRD. Mol LUZIN FArREHITEE,

p
1. BIEEIRIRCRD,

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io0 volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2. gIERRARITH2S
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBENE, FTFF deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml HEH# namespace & T8

S
BRI
R
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