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A Trident Protect 1®iFN IR
T fi#Trident Protect

NetApp Trident Protect {2 {tE& N BIEEFEHIEEIEINEE, 1558 T HNetApp ONTAPEER
ZiMINetApp Trident CSI fFEH RN 282 FH B IR Kubernetes N T2 RYTHEERI Bl 1%,

Trident Protect &t 7B AE =HAIMEN RSB U TEHHNERR. ®RIPNEH%. ©F

WEITE API #1 CLI 12 B shEIhEE,

TR LB B B E &R (CR) B fE M Trident Protect CLI R {3 Trident Protect 1R3FN FATEF.

TS RHA?
1B LAS T 2 Trident Protect BUAEXEX, AGEHITRE:
* "TridentfRIPEK"

Z 3 Trident Protect

Trident{RIFEK

B, ERIEENETIFR. NAERERE. VAERMIFIEEREESEME. HREREN
R85 B R ZE MIin{T Trident Protect BYXLEER,

Trident Protect Kubernetes &£E¥F# A4
Trident Protect 5& £ EEMBIEER Kubernetes F=im¥ks, 8.

» Amazon Elelic Kubelnetes Service (EKS)
* Google Kubernetes Engine ( GKEE )

* Microsoft Azure Kubernetes Service (AKS)
* Red Hat OpenShift

* SUSEIXAHE
* VMware Tanzui= A&
* _E¥Kubernetes

* Trident Protect&Z 7Yz FLinuxit BT = Windows it BT R A ZIF& 10181

@ * HafR% & Trident Protect &R B ECEIZITHAVIRIRITHIB3FIEXEY CRD, BEREIRIRITH
28, BB "X

* BERELDEE— VolumeSnapshotClass, EZEE, 1BEEIR"VolumeSnapshotClass's
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Trident Protect X1 LA N FER IR

* &P NetApp ONTAP #J Amazon FSX
* Cloud Volumes ONTAP

* ONTAP7Z&PES !

* Google Cloud NetApp#&
* Azure NetApp Files

MR fE R IR RE LU FEX:

* BIRIEZIEEN NetApp Z(EER Trident 24.02 REHARAS (EIUER Trident 24.10) o

* HRIEE—""NetApp ONTAPTEf&/GIHo

* BREREA TEEENHNREFED K.

* SIS BT AR RN AR AIEE IR ENE AN AREF R Z TiE, Trident Protect R A EIE

XLEmE T, MREGEEENRRPIEE T A FENGRTE, MHRERKK,

NASZZFEEGRER
Trident Protect 2%t nas-economy H#H{T&MNFRE1RIE. BRIAZFRFIRE. sefEHSnapMirrorE #lIE!
nas-economy %, EEE NI 5 Trident Protect —2{ERRIE 1 nas-economy EEARBE R,

Ry AR SEASnapshotE RNERRS ., WFXLENARER. BREEBEIEONTAPFER
% LIE1T LU en S KR Snapshot B R :

®

nfs modify -vserver <svm> -v3-hide-snapshot enabled

BAI LB W B PNASE KR EITITIU T e S KB ASnapshotB R, HIEHEHE "<volume-UUID> AEE XA
HRIUUID:

tridentctl update volume <volume-UUID> --snapshot-dir=true --pool-level
=true -n trident

@ B TridentGIRECEIEIKE N, EAIUEIAA true FEBRAMRBESR " snapshotDirs
MEEAZEM,

A KubeVirt VM{RiP LR

Trident Protect TEXURRIFIRIERRIB) A KubeVirt IR EX H RFURENRRINEE, URMREIE—HE. &

AR LEIRENECE 73 /AR FINT A 7E Trident Protect ARIRAFEFAARRE, BHFEIMZAED Helm chart &
HRME T BHURECE.

()  fEtEiafesRial, 7 VitualMachineSnapshots JTHEHL (VM) BIEREVSE R SHME.



Trident Protect 25.10 K& E#TARZs

Trident Protect TEHURIRIFIZERABI B o A& FIAR R KubeVirt X RS, LUIFBR—214%. MTrident Protect
25.10 FF4a, EEILMERL T AEZEIITH: vm. freeze Helm Chart LT IEFHBE, ZBHEIA
BHA.

helm install ... —--set vm.freeze=false

Trident Protect 24.10.1 = 25.06

MTrident Protect 24.10.1 744, Trident Protect STEEURRIFIR/ERR B B REFIRR KubeVirt XH £
G, BUALERUTHSZABMITA:

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=false -n trident-protect

Trident Protect 24.10

Trident Protect 24.10 7E#3ERIFIR(ERRIE] A= BohfR KubeVirt VM X4 R AR —EBIMERES. NREE G
FBTrident Protect 24.10 {R#F&8Y KubeVirt VM #038, NMEEEHRITHIBEBFRIFIREZIFOIRBEAXGERAN
REIRRRINEE. X LIMARXHRAL T —EBIRE.

& o] UBC & Trident Protect 24.10 R E BB RIFIZIERAIE VM XHRARFRLEMA R, "[EEREEIL"
RiEERAUTHS:

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=true -n trident-protect

SnapMirrorE Hl|HYER
NetApp SnapMirrorE &lIZhEER] 5 Trident Protect BR & 1E R, EH T LU FONTAPARR SR

* EBNetApp FAS. AFFFIASASEE
* NetApp ONTAP Select
* NetApp Cloud Volumes ONTAP

* &R NetApp ONTAP #J Amazon FSX
SnapMirrorE Hl|fYONTAPEE B E K
IR RIERSnapMirrorE§ll. EHRRONTAPEELHE L TEXK:

* * NetApp Trident *: EHONTAPENEIRARSHVIR Kubernetes 281 B 4T Kubernetes 528% L&A 1TF
7ENetApp Trident » Trident Protect Sx3F{&EANetApp SnapMirrorfs Ri#{1TE S, ZFEARER U TIREIZEF X
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MONTAP 9.10.1F88. FREIFRIIEI UNetAppiF el IEX A (NLG)BIFE iRt . NLGR— 1N Z3FZIINEER
X, BXFMAEE. 1BEE0 "ONTAP OnefffH AU ATIE" o

@ X2 #5 SnapMirror F 1R,

SnapMirrorE HIHI 3 EEREIN
MREIH R EREERIRNE. HREEHNIMEHEUTEK:
* EEBEHISVM: ONTAPTFEEIRMAEL WNERS. BXIFMER. BEEN "S85/ SVM WFEHAR" .

() SR ONTAPSEE 2 Iy E HI% A RERISVMBIRER—H.

* NetApp Trident #1 SVM: I5ExiE SVM 7 rl{# B AREEEE LAY NetApp Trident £,
* BERm: EFEEETrident Protect FARNIFMEIEONTAPEEGIR, UEIBEFIXR,

BT SnapMirrorE%fYTrident / ONTAPEZE

Trident Protect BXKIEE VECE— T RERM BIEEF EFINTF RN, MRIFEEFNBIRERER, AT
REREHYE, BMNARFNZERS RN REFTRNEERER.

SnapMirrorE $#J Kubernetes ££E£EK
HfRIEAY Kubernetes SE8EH B LI T EK:

* AppVault BJi5iaE: REEEFA BARER U AR WMARILEIR, 7 8EM AppVault SREXAI S K A2 X
REH,

© WMggiEE: RERAEMN. FAERNIRM IP RIF5I%R, USCILE WAN RSB AppVault Z BJRTE(S.

@ WS EWIFRTE WAN EEP LR AIERE. TEESH A, B5ERNEMIREERA
FOIEXEEIEE K,

LR H I E Trident Protect

INREHVIFIR #E Trident Protect WEK, SR LUIREB LI T H BEREF L& Trident
Protect, &R LAMNetAppIREXTrident Protect, HEMNEECHIAEFMRPRZEE, W
RENEHTEZHRAERMN, MABIMRLESREEE.
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MNetAppZ& £ Trident Protect
P
1. #hNTrident Helm7Z A& :

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

2. /A Helm &3 Trident Protect, 1XE “<name-of-cluster>"SEB¥ ZFRIS DA LR, HATIRINERMN
ERFIIREE:

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --version 100.2510.0 --create
-namespace --namespace trident-protect

3. (Alik) ERAFRAREER (BINATFHEHR) , BER:

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --set logLevel=debug --version
100.2510.0 --create-namespace --namespace trident-protect

iR AEIERBE BT NetApp2 5 A R HREIE, MAFEER AT IHEI R,

MIAE AR L Trident Protect

MNREHR Kubernetes EEB5 LA IHRI BB, EAILUMAMBHRBRECERTETrident Protect, 7EXLERGIH,
BERIESPHNEBRBRANEIFERNESR:

p
1B LT RRERIEI A it B, BFRS. ARRBHERIENRNEMER:

docker.io/netapp/controller:25.10.0
docker.io/netapp/restic:25.10.0
docker.io/netapp/kopia:25.10.0
docker.io/netapp/kopiablockrestore:25.10.0
docker.io/netapp/trident-autosupport:25.10.0
docker.io/netapp/exechook:25.10.0
docker.io/netapp/resourcebackup:25.10.0
docker.io/netapp/resourcerestore:25.10.0
docker.io/netapp/resourcedelete:25.10.0
docker.io/netapp/trident-protect-utils:v1.0.0

fB4n:



docker pull docker.io/netapp/controller:25.10.0

docker tag docker.io/netapp/controller:25.10.0 <private-registry-
url>/controller:25.10.0

docker push <private-registry-url>/controller:25.10.0

EIREY Helm Chart, BESHREEAILIAIREBMAIIHEA L TE Helm Chart, helm
pull trident-protect --version 100.2510.0 --repo

@ https://netapp.github.io/trident-protect-helm-chart  FAIFGEFILER
‘trident-protect-100.2510.0.tgz FXHEFFENBLEIFIEHHITLEE heln
install trident-protect ./trident-protect-100.2510.0.tgz MAEE
RE—PHREREFEEESIA.

. BIETrident Protect Z&fmp R =(a):
kubectl create ns trident-protect
- BRIEMR:

helm registry login <private-registry-url> -u <account-id> -p <api-
token>

- QIEATFRNEMRE HIIENRINE:

kubectl create secret docker-registry regcred --docker
-username=<registry-username> --docker-password=<api-token> -n
trident-protect --docker-server=<private-registry-url>

. I NTrident Helm A& :

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

- BIBE— 1R AN protectvalues. yaml, IBAREFEELL T Trident Protect K& :
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imageRegistry: <private-registry-url>
imagePullSecrets:

- name: regcred

X imageRegistry # “imagePullSecrets XEBEEHTFAIEAHAGEG, 1%
‘resourcebackup Ml ‘resourcerestore, MIREFHREGHIXIEMRTIIFE

@ EHEERE (190, example.com:443/my-repo) , BIEAMKRFERIPEETER
Fo XEBMHRERFABEEIGEMILAIZEL, <private-registry-url>/<image-
name>:<tag>o

7. {8 Helm %% Trident Protect, fX& “<name_of cluster>"SEB RGN ECLLERE, HATFRIDERN
FHIPFOIRER:

helm install trident-protect netapp-trident-protect/trident-protect
-—set clusterName=<name of cluster> --version 100.2510.0 --create
-namespace --namespace trident-protect -f protectValues.yaml

8. (Alik) ERAFAREIER (BINATFHEH) , BEA:

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --set loglLevel=debug --version
100.2510.0 --create-namespace --namespace trident-protect -f
protectValues.yaml

I BEIERBE BT NetApp2 i A RHBREIE, MAFEN A SR IHEI R,

@ AXHfth Helm Chart EZEi%1, S3EAutoSupporti@ B e A FaLTE, 152% "EfTrident
Protect &%,

ZETrident Protect CLI {4

& AT LIfE A Trident Protect e 21T, B TridenttfI— M Bo  tridentctl’ BT 670
5Trident Protect BE X &R (CR) X EMFZAHIZR,

L Trident Protect CLI ik

EERASSITERIEFZA. BFERHREEATHREFNITEN L. RIBEHITENERZEX64 CPUIE
EARM CPU. HITUTIE,



T &M FLinux amd64 CPURIIE{
TE
1. & Trident Protect CLI }&ff:

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-linux-amdé64

THIEAFLinux ARM64 CPURYIE
B
1. F#(Trident Protect CLI }&{5:

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-linux-armé64

T#HIEAFMac amd64 CPURIEF
HIE
1. R Trident Protect CLI &5 :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-macos-amdé64

T #EFAFMac ARM64 CPURYIE
B
1. F#Trident Protect CLI &4 :
curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-macos-armé64

1. JodfE G 4B FRATAUR |

chmod +x tridentctl-protect

2. BiatF T HEIHEFRIRETEPENNAE, FIW. /usr/bin 3 °/usr/local/bin(fEOJEERE
$EFtPrivileges):

cp ./tridentctl-protect /usr/local/bin/



3. TR LU M I X HEFEIEBRPHNEMIB, EXMIERT. BiHRIGEREFENREE
cp ./tridentctl-protect ~/bin/

@ BT RHREGERZRETEPNEMIE. EILUBIEEEMERANR tridentctl
protect RMBAIIEH “tridentctl-protecto

EFETridentin 1T R EEHEERD
& LUER M E i R RS BhThAEIRENE X iGHF ThREey 1 ¥ 40558

p
1. (R EEERERE:

tridentctl-protect help

B BE5ER
L Trident Protect CLI fft/a, ERILIAZR LS < ERAB#NEINEE,

10

il



J7bash shell/2 B BEh5ER
T
1. BUEESTRIZS :

tridentctl-protect completion bash > tridentctl-completion.bash

2. ZXERPUE—NHERUELEZMZ:

mkdir -p ~/.bash/completions

3. BT HMMIZATEENE "~/.bash/completions' B & :

mv tridentctl-completion.bash ~/.bash/completions/

4. FLUTTARME] "~/ .bashre’ E B RHBIH:

source ~/.bash/completions/tridentctl-completion.bash

NZ shell B A BH5EH
T
1. BIEESTRNZS :

tridentctl-protect completion zsh > tridentctl-completion.zsh

2. ZEERPUE—NHERUSEZMZ:

mkdir -p ~/.zsh/completions

3. BT HMMIZATEENE “~/.zsh/completions' B R :

mv tridentctl-completion.zsh ~/.zsh/completions/

4. BLATITRME "~/ zprofile' £ B R RIS

source ~/.zsh/completions/tridentctl-completion.zsh

11



=

TRshellZE RS, &0 LUERHAtrdentcd-protectiBifFAIan < B EITE Mo

E4|Trident Protect &

BRI LAEE X Trident Protect NEMIABRE, LUBEEIFEISEER,

}EE Trident Protect B 22:& R R4

L Trident Protect f5, &R LIERECE X4 KIEE Trident Protect 258
#lTrident Protect 1&{FIHFESE B R RIVEE,

p

1. BIBE— PR AXH resourcelimits. yamle

2. IRIBERIFIRER,

UTFRAEREXHERTAIRIKRE. HE

12

JjobResources:

defaults:

limits:
cpu: 8000m
memory: 10000Mi
ephemeralStorage:

requests:
cpu: 100m
memory: 100Mi

ephemeralStorage:

resticVolumeBackup:
limits:
CpU. : mwn

nmn

memory:

ephemeralStorage:

requests:

mn

cpu:

nmn

memory:

ephemeralStorage:

resticVolumeRestore:
limits:
Cpu : mwn

nmn

memory:

ephemeralStorage:

requests:

mn

cpu:

mwn

memory:

nmn

mww

nmn

mww

mwn

A= ANSR
=R oA

EXEHIEFE Trident Protect & 28 BV 2 IR PR HIIEIN,

TRIREIBIERINME :

TRRS, 1R B IRIRE AT LT



ephemeralStorage: ""
kopiaVolumeBackup:
limits:
cpu: ""
memory: ""
ephemeralStorage: ""
requests:
cpu: ""

memory: ""

ephemeralStorage: ""

kopiaVolumeRestore:
limits:

cpu: ""

memory: ""
ephemeralStorage: ""

requests:

mwn

cpu:

nmn

memory:

mn

ephemeralStorage:

3. MAXHHHIE resourceLimits. yaml:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f resourcelimits.yaml --reuse-values

BEXRE ETFXAR

L& Trident Protect &, &) LUEARLE X 4R IELK Trident Protect A28HY OpenShift Z4 - FX£IE (SCC)
XL E X T Red Hat OpenShift &£8¥4 pod BIZ 2[EH,

R
1. QIE—1 B AN sccconfig.yamle

2. FscokBURNEIXHH. ARREFRNTEEEBESE.

UTFREIERT SCCIEIRSEMIERIAE:
scc:
create: true

name: trident-protect-job
priority: 1

TRNBT SCCIEMEIS R



2
ellfeS

name

R4k

3. MAXHHRIE sccconfig. yaml:

Description

MERS A UEIESCCE R, R

EBIEEN true’ BHelnZE T
FZtriRopenshi ft MBS, A&
BliEScCcEIR “scc.create, Ul
RAR1EOpenShift EiEfT, =&
2 scc.create I8BHN “false
, MIARZBIREMSCCEIR,

?EI I:ESCCE"J% j]E;]-(o

EXSCCHITR. MiTRERS
BISCCRTEMARMERIRBISCCZ
AT,

Default

true

Trident{RIPEAV
1

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f sccconfig.yaml --reuse-values

IR SR RAEB I X HIEERE scccon fig.yamlo

EeE H{thTrident Protect fEEIZ &

EA] LLEE X AutoSupporti EM e B TEhE LUA R EASEE R, THRER

o5 Type
Bz R string
B ALe boolean
BMZFERER boolean
mEBLE dr R TEERE string
restoreSkipNamespacelLabels string

TR LAGER YAML BCE S4Bl an SATAR S AC B X 03k 1 .

14

T AT ANECE S

Description

FINetApp AutoSupportiEiZEI B
¥ URL, fERIkIhEEE D IEARSS

SBEAEE EE, flF:
http://my.proxy.url o

1% B AT BT AutoSupport{RIBiEE
B9 TLS B true, NAFALZE
HREEE. (UL false)

BRAZZ A5 HTrident Protect
AutoSupportf R4 8 L%, 1B
false EBHEN HEIHEEEEZHA,
BIEMART AFehERZIFE. (
2N “true)

BEME D FIRE IR IR HRR
TEERENES ORTIR. AFE
SN L SOl 2]

BEME D FIRE IR ERHRE

TEIREIES 2RRYITR. AIFE
RIS B TiE)o


http://my.proxy.url

8 YAML X%
TE
1. QBB HHBR values. yamlo

2. EECIBAINMF, HINEREBE X EED

autoSupport:

enabled: false

proxy: http://my.proxy.url

insecure: true
restoreSkipNamespaceAnnotations: "annotationl,annotation2"
restoreSkipNamespacelLabels: "labell, label2"

3. %[5 values.yaml' BB IEMEMNX M, NHBREXH:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f values.yaml --reuse-values

f#F CLI 77&
B
1. EFHLX—Fﬁi%\ ‘“Set‘tﬁlu\;Ej: E%ﬁ\%%&'

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set autoSupport.enabled=false \

--set autoSupport.proxy=http://my.proxy.url \

--set-string
restoreSkipNamespaceAnnotations="{annotationl, annotation2}" \

--set-string restoreSkipNamespaceLabels="{labell, label2}" \

-—-reuse-values

¥ Trident Protect Pod FREITESETS S £

B LAERE Kubernetes nodeSelector T i RE05R, RIET SRS KITH WL T m B A IE1T Trident Protect
podo BRINIERTF, Trident Protect TRFE:_F &17 Linux 9T 5o BRI LURIERE EH—F BE MOXLERHIZ M,

B
1. QIE—1N B AN nodeSelectorConfig.yamle

2. ¥¥nodeSelectorEBURNEIX 4. FARELAXX A LIRS ER T mina . MTREIFRERH#ITRE, 5
. LRXHESHIMRERGIRE. Bt e KA AR &

15



nodeSelector:
kubernetes.io/os: linux
region: us-west
app.kubernetes.io/name: mysqgl

3. MAXHHHIE nodeSelectorConfig. yaml:

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f nodeSelectorConfig.yaml --reuse-values

IR R EOARRH B A S P ERRS nodeSelectorConfig. yamlo

=12 Trident Protect

‘E1ETrident Protect IS4 a3z

Trident Protect £/ Kubernetes WEF AL A)ITH] (RBAC) HE, FIABRT,
Trident Protect et — P RAG A TRIMEXBRIEIARS K, WIREVERIBERZ
ARSI ENZLER, NelLEATrident Protect B RBAC IhRE R B EAAithiz 43458
Fen R = |BYIHIRL,

S EIERRZRAILUARIIAG B BN ZEIR trident-protect. WRILIAIEFRE it & a5
R BEFNFFRNNARZFNNN. EFERESHNROHRBE RNV AT ANEIXEL T,

HAR. ERAFESAEERINSRZEPEZNAEFBIEEECRS trident-protect. EHEENAIE

iR = e e BN AREFHIEEIECRS (REMER. ES5EXBENNBREFERNGZTEFRIENAER
HBIEEIECRS),

RBEEERA AR AR Trident Protect BE X ZREM R, HAEE:

* AppVault: FEEEFMED BREIEHE
@ * AutoSupportBundle: YEigtn. BHEMEMEURAITrident Protect#iiE
* *AutoSupportBundleSchedule: &2 R EUWE T

ENERERKE. BEARBACIRSEE R ENRAIX RBYIIE,
B XRBACHN = #IRAMMRAIABRTIFAES, ESiH "Kubbernetes RBACSZH'"s

BXIRSKFPIER, 155 M "Kubbernetesz 551 A 324"

. EIEMAR P RYIEEAR

N, —MERE—NEREER. —HIEAPN—HEHAR, SHEERNTMRUTES. UEIE—IF
B, IR, TRAMEHAR B REHR DAL S B d KIENER,
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https://kubernetes.io/docs/reference/access-authn-authz/rbac/
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https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

$F15: QBRI HETEUEEEMENER
‘I tIZa R =E. EUMEELDBERIR. AEFIERIEENIIRXER R,

p
1. A IT2AREapR =

kubectl create ns engineering-ns

2. NEHALEHBTIE.

kubectl create ns marketing-ns

20 QUEMBIRSIK, . UESES MR TRPHRRHITRE

ZRIENES N TEERME— N BUARS K, . BENASHEBF IR — MRS, UWEERIBERE
EENMAZEE—F X5 Privileges.

pZ

1. ATIRABIERSK,

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. EHACIERSIK,

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

3% AB MRS IKF SIZ— 1R
ARSSKA ZRATRRSIKAHITRAHWIE. NERMER. FTLURIARIBRAEH 6,

p
1. R IERSIKF IE— A

17



apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: eng-user
name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. NEHRSKF SRR

apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

%45 . tl#ERoleBinding & LU ClusterRole W R 48 E B G MNRARSZ MK -

L Trident Protect BY 2 BIE— N BKIABY ClusterRole 3R, A LUEE IEFF A RoleBinding X4tk
ClusterRole 4BE ZIARS M

S
1. ¥ ClusterRole#E EI TI2ARSS MK

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. ¥4 ClusterRole48E ZIE ARSI

18



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user
namespace: marketing-ns

#55: MWUR
M PRZ S EHo

p
1. BIAIRRAF A AR TERR:

kubectl auth can-i --as=system:serviceaccount:

get applications.protect.trident.netapp.io -n

2. WIATEAR TEABREHAR:

kubectl auth can-i --as=system:serviceaccount:

get applications.protect.trident.netapp.io -n

£6% . ZTItAppVaultit RBIi5IRIFR

engineering-ns:eng-user

engineering-ns

engineering-ns:eng-user

marketing-ns

BRTEONRBEFHIEEERTS. SHEERFERS MR R T IHAppVaulti I RETIHENR,

p

1. 8 FH N AAppVaultilZAEESYAMLX B, LUIRFHF XFAppVaultdyiaaapR, #lil. LU FCRER T AR

FFAppVaultdyif AR eng-user:

19



apiVersion: vl

data:

accessKeyID: <ID value>

secretAccessKey: <key value>

kind: Secret

metadata:

name: appvault-for-eng-user-only-secret

namespace:

type: Opaque

trident-protect

apiVersion: protect.trident.netapp.io/vl
kind: AppVault

metadata:

name: appvault-for-eng-user-only

namespace:

spec:

trident-protect # Trident Protect system namespace

providerConfig:

azure:

accountName: ""
bucketName: ""

endpoint: ""

gcp:

bucketName: ""

projectID: ""

s3:

bucketName: testbucket
endpoint: 192.168.0.1:30000

secure:

"false"

skipCertValidation: "true"

providerCredentials:

accessKeyID:

valueFromSecret:

key:

name:

accessKeyID
appvault-for-eng-user-only-secret

secretAccessKey:

valueFromSecret:

key:

name:

secretAccessKey

appvault-for-eng-user-only-secret

providerType: GenericS3

2. QIEHNAMEBCR.

20
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. B3 H R FHRoleBinding CREUEANBRSBE ZIF Feng-user, 40:

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. I PRE B IEH.

a. RIANRERTERAppVault i RIES

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREFEMTFUTASRIREL:

21



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. Mt AP B S0 LUEREMB 1IE B GHIRIBYAppVault(s B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

TREFEMUTUATASRIRES:

yes

ﬁ:l:

ERHERT T AppVaulti PREV A F N iZBe S5 fE BN AIAppVaultt R T A2 R BUR EIRR(E. HEREERIE
DECRS R X ZIMNIERTIR. BRSBTS GHRBF IR,

BT TridentRIFZ R

1&R] LUfEA kube-state-metrics. Prometheus # Alertmanager FFR T B ¥ 415 Trident
Protect fRIFHVZIRRI RN

kube-state-metrics fRS3 M Kubernetes API @5 £ Rliigtr. B E STrident Protect Z55 1, rILIEREXIFIR
I:Fl I}_'ikll_:\E,Jﬁ%1§Iu\O

Prometheus E— 1T EE, BB LUIEIL kube-state-metrics £ HVEEE, HISHEN AXFXENRN S TFiF
i}E’JﬁSE\o kube-state-metrics #1 Prometheus HERM T —fM 7%, L& LUEIEE B Trident Protect EIEHY
/}_E,Jﬁ\@jk/ﬂa*u’iklu\o

EIREERE RS, 7JEPrometheusF T AR XHNER. FHRERBIEEEN BT

XESRREASHNEENESNXATA; EFEXNEHITEEXUTEENFR. BXAEKIRA
MZH. BEIUTEANXE:

@ * "Kube-state-metrics 314"
* "Prometheus3 4"
° ll_laiu

1$ t»l:tll/-?""Iﬂ

FE{ETrident Protect H B AR RILTE, BHREELEMACE kube-state-metrics. Promethus 1 Alertmanager.
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https://github.com/prometheus/alertmanager
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https://github.com/prometheus/alertmanager
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ZEEKube-state-metrics

& A LUEFHelmZ Z2£Kube-state-metrics,

PIE
1. FiKube-state-metrics Helm&E &, 40:

helm repo add prometheus-community https://prometheus-

community.github.io/helm-charts

helm repo update

2. % Prometheus ServiceMonitor CRD [ B ZI£EEF

kubectl apply -f https://raw.githubusercontent.com/prometheus-

operator/prometheus-operator/main/example/prometheus—-operator-

crd/monitoring.coreos.com servicemonitors.yaml

3. AHelmBE R QB E XX (HU0 metrics-config.yaml)e &R LIRIE

1R

ANy

HIFEBE X A TFREIRE:

23



4

24

metrics-config.yaml: Kube-state-metrics HelImEIXRIC &

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

B ZEHelmBIR R LZEEKube-state-metrics, f5I40:



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

5. ¥ZBB LI T IHBRECE kube-state-metrics, A4 Y Trident Protect EFARY B E X A
metrics BE X HRIFEXHE" o

%%t Prometheus

18 8] L% BB A BB R 3 Prometheus "Prometheus 4",
RIEECHEIRES

S IR AR EIE N EIESS "R

$2 . iEERIETAUMEIME

ZRGETHE. BFEEKERRE DRI

P$IE

KXERIIEIR: "Kube-state-

1. ¥%Kube-state-metrics 5Prometheus® i, ZFiEPrometheusBi®E X4 (prometheus . yaml)HHMMKube-

state-metricsARSZ 15 8. HI0:
prometheus.yaml: kube-state-metrics fR535 Prometheus B95E7K

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- job name: 'kube-state-metrics'

static configs:

- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. figE&Prometheus U EIRISHTIZIREIERR, HiEPrometheusfi B X (prometheus . yaml)HARMLUT

53
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prometheus.yaml: [ Alertmanager &XiXZ#R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

ZR

PrometheusIR7E R] LA MKube-state-metricsUtEE 1617, H M EREERLEER. WE. EAUREMEZR
A& U IR R IENLE

$3% . RRELIRMERET
RXETARENDRTIFGE. EFRELEMAERNESLEURERNALEMAE.,

ERRG FHRK

UTREIEXT HNEEXRBFEHNRSIZRENSHWHEKMNEINRANT™EER Error. EAILBE XILRFIL
LEERVIFIE. HRBILLYAMLER S SEEMEE XM prometheus. yaml :

rules.yaml: EXKWEH Prometheus i

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: b5s
labels:
severity: critical
annotations:
summary: "Backup failed"
description: "A backup has failed."

RBEIREEREENREMBEREER

BEEXGHPIEEENNEE. SUREREESREENREMBELXBEN. FIaNE-Fuptr. PagerDty
« MicrosoftFIPA S EtiBHIARSS alertmanager. yamlo

UTRENGREEEIREESS. LUERSKE FEERXEN. ERBENIFEBEXIURE. ERILEANES
12 “api_url AEEIFIE R {E R AYSlackwebhook URL :

26



alertmanager.yaml: [ Slack & %X ZR

data:
alertmanager.yaml: |

global:
resolve timeout: 5m

route:
receiver: 'slack-notifications'

receivers:
- name: 'slack-notifications'

slack configs:

- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’
send resolved: false

4 i Trident Protect X361
Trident Protect fEEI2 R AEW LB S M NetAppiFHE AN EAIRGE, SIEEXTE

BERNNVARFNAS. BIFMEIMEE. IREEEZEIEEK, W LIEREEX
IR (CR) XX H5E EL EINetAppHFiL = (NSS),
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EACREIEZHE
B
1. BIEBEXZRCRXHHEEDRA (U0 trident-protect-support-bundle.yaml)o

2. RELUTREM:

° , metadata.name:(required )Itt BE X FRNRT, BAEHNIMEEEZE— M E—HSENR,

° spec.tiifik 28Type: (required) BFHERIIENEMZIHE. BERITHIEMZFFE. ITRIEUTC
BYEFR 12 R A IR4R B, FIRE(E:

* Btk
* Fop
° spec.ufE MBERBA: (AI BTFIRENEERZIFEERE LZTINetAppZFFit =, NRKE
TE, MBIAN false, AJHE(E:
= true
* false (ZRIN)
° spec.dataWindowStart: (7] i%t) RFC 33398 BHIFfH, IBEXFEFEENEIETON
FaR B EAFOETE], NERKIEE. MERIAN24/ 0\ 5T, EALEENREEOBIRZ7XA,

YAML5):

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. %85 “trident-protect-support-bundle.yaml' E& IEHEMNXH, M CR:

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

ERBLITREESSE
TR

1. SIEZIFE. BiEShNEBRAEIFERMNEE, trigger-type MERTIUERESAE, TE
EEBITRIRE T QIERE], AILE "Manual '3 “Scheduledo PRINIKE N Manualo

a0



tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type> -n trident-protect

BN REFE

FRE—AZEIFOE, EUMMEER#EHEERRIISRS,

TE

1. Z1F “status.generationState ZiX “Completed RZS. ERILUER U TSIz ERMHE

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. BEEFEARIIENFARL, MESTHEIAutoSupportEl IREXE Hlar <

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

#E "kubectl cp” MBI PHITERLHIZITE, BEERNEMME RBIRETSH.

H & Trident{F3F
& LA Trident Protect AR BIRHFTIRA, UEZFINEEHBEEIR.

* MARZS 24.10 FHREY, FHRERELEITHVRERAIRER R, HRMASEIERERAZIRE (T
IR FEIREERITRIRR) o WMRFALRIEIRIBRERM, ERILUFEHOIZFIRIR AR A
EFZEIRP,

@ FERBTERNSEE, ERUEARMBERFARRITY, AREARSERER. B2
= FEUHRHREERFIA T RIBIIRER,

* WFRBRECERE, FHIRETMRAFIFLN Helm Chart MIREELEHNMABRECETRH
% HIEEBEEX Helm {E5% Chart lrEH#E. BEZER, BEA"MILE TR

#ETrident Protect"s

EH K Trident Protect, iBEHITUTHE,

PSIE
1. EHTrident Helm7ZA&E

helm repo update
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trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html

2. H#KkTrident Protect CRD:

@ WMRIEEM 25.06 ZFIHIRREFALS, WEEHITIF B, EX CRD IEEESETrident
Protect Helm B&H,

a. BTt <% CRD FEIEM trident-protect-crds & “trident-protect :

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}' |
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":

{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}'

b. iZ{TILEF S MBS trident-protect-crds’ B

@ REHF trident-protect-crds BEIREA Helm, FRXFTEEEMIFREA CRD F{EEIFERX
iR,

kubectl delete secret -n trident-protect -1 name=trident-protect-

crds, owner=helm

3. 4L Tridentf®iF:

helm upgrade trident-protect netapp-trident-protect/trident-protect

--version 100.2510.0 --namespace trident-protect

Er LUBE AR TR REEARRENEELS ], --set logLevel=debug Fkan
() %. BABSEIN warn, BWSABLESETHTHEE, ENSHUE
BNetAppZ IS A RISUFIEEE, ML BB H SRS BN,

BIENRIFN AR

fEFTrident Protect AppVault 31 & K EIB1ZEH.

Trident Protect FY7ZfiE 1@ B E X ZEIR (CR) ##8 9 AppVault, AppVault X R EFEEEIE
BE% Kubernetes T{EiZRTo AppVault CR BETZMERITRIFZIE (FluN&EMm. RE. &
S12EMSnapMirrorE ) REAMNMKNERE, REEERARELIENBRME,

ENRRER ERITHIRRIPIREN, BEEFHHMaLITEIE AppVault CR, AppVaultCR $5E FIERIFIE,
&0 LIS B 451 LR BIEA LI AppVault CR BYER.

@ ffafR AppVault CR il F% %= 7 Trident Protect FY5EE% E., W3R AppVault CR RFEERE T AR

AT A S T ety
, RITEERER.
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B2 & AppVault &5 10 IEF 255

TE8UZ AppVault CR Z 7, EHREIEERN AppVault M#IETS 28 F] UMREBSERBXZRATH MR
o

HEB T TAFMEERD

L &fEA CR Z¢Trident Protect CLI 35412 AppVault 3%RBY, EATLLA Restic #1 Kopia IIZEERE BENX
509 Kubernetes 23, MNRIEFISEZRTA, Trident Protect ERAIRIAED,

* Fnh6lE AppVault CR BY, fEF spec.dataMoverPasswordSecretRef FE&IEE % $R,

* {EFTrident Protect CLI £ AppVault 3 REY, i5EH --data-mover-password-secret-ref' - F15E Z HHY
S,

B MRS B TR ERR RN

BEEE L TRAIQEZIEEH, CIE AppVault JIREY, EE]LIIERTrident Protect F b2 AR EERS oh231F
BT B9,

* IRIEFTERNEIES I TR, BRFESZHIES I TAEN AR, . MREE
@ fEfEFARestic. HERERITEEEAKONIA, MTEEIEZIAT R EEE & ResticZ i,

C FRERRFEREIMT. ERFEERERFE—EEFEMER ERMUE. NREE
“trident-protect s A T MIPRSE, REBRER T EAME DRI,

fEFACR

apiVersion: vl
data:
KOPIA PASSWORD: <base64-encoded-password>
RESTIC PASSWORD: <baseb64-encoded-password>
kind: Secret
metadata:
name: my-optional-data-mover-secret
namespace: trident-protect
type: Opaque

kubectl create secret generic my-optional-data-mover-secret \
-—from-literal=KOPIA PASSWORD=<plain-text-password> \
-—from-literal=RESTIC PASSWORD=<plain-text-password> \

-n trident-protect
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S3 RATFE IAM 1R

HITipin5 S3 HRAMNFME (190 Amazon S3. & S3) BY, "StorageGRID S3", BE "ONTAP S3'f
FﬁTrldent Protect Y, ERBERFREMHINAFR ZTIEEGHREFERLENR, LU TEE T EMATrident Protect
TR RN RIEARAV RIS R F. @R LUGILEREEN A T &2 S3 RAFMHMRERINAR,

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Action": [

"s3:PutObject",

"s3:GetObject",

"s3:ListBucket",

"s3:DeletelObject”
I

"Resource": "x"

BX Amazon S3 R EZEE, 1B5SR "Amazon S3 314" o

FF Amazon S3 (AWS) E{HI0IERY EKS Pod Identity

Trident Protect X% Kopia #{iE#5 502512 ERY EKS Pod Identity, IttIHRERISEINXY S3 72 iE@MIZ£IAE), M

=8 AWS EIEFHETE Kubernetes H1ZH,
EKS Pod Identity 5Trident Protect FYE3K
7E¥% EKS Pod Identity 5Trident Protect &5 &FRA 2 B, BRI TEI:

* 8 EKS £8¥E 2 Pod Identity,
* BECIZEAKEN S3 FHEMINIRD IAM A, ETHREZER, BS
* 1AM A5 LU R Trident Protect BRS3 MK F < BX :

° <trident-protect>-controller-manager

° <trident-protect>-resource-backup

° <trident-protect>-resource-restore

° <trident-protect>-resource-delete

B5"S3 RA=EME IAM IR

BXBH Pod Identity LIA3E IAM 8 5RS MK XBXBVIFARIRAR, 1EZ(H "AWS EKS Pod Identity 315"

AppVauIt FCE f#F EKS Pod Identity BY, i5{ER U TEEREER AppVault CR “uselAM: true FRic A EH

HRE
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https://docs.netapp.com/us-en/storagegrid/s3/index.html
https://docs.netapp.com/us-en/ontap/s3-config/
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: eks-protect-vault
namespace: trident-protect
spec:
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-aws
endpoint: s3.example.com
useIAM: true

HHRERIAIAPPVaultE £ R )
FEX AppVault CR Y, EREESFTIELUGREBAENZIR, FIFEER IAM S0 NRAEREIEE

PFRIEREBNABMABMMRE. UTE/LMEHENGLTRRAERTE. ERUERUTROINE TR
HER I RE R,
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Google Cloud

kubectl create secret generic <secret-name> \
-—from-file=credentials=<mycreds-file.json> \
-n trident-protect

Amazon S3 (AWS)

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<amazon-s3-trident-protect-src-bucket
—-secret> \

-n trident-protect

Microsoft Azure

kubectl create secret generic <secret-name> \
-—-from-literal=accountKey=<secret-name> \
-n trident-protect

1B S3

kubectl create secret generic <secret-name> \
-—-from-literal=accessKeyID=<objectstorage—-accesskey> \
—-—from-literal=secretAccessKey=<generic-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

ONTAP S3

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—from-literal=secretAccessKey=<ontap-s3-trident-protect-src-bucket
—-secret> \

-n trident-protect

StorageGRID S3

kubectl create secret generic <secret-name> \
—-—from-literal=accessKeyID=<objectstorage—-accesskey> \
—-—from-literal=secretAccessKey=<storagegrid-s3-trident-protect-src
-bucket-secret> \

-n trident-protect



AppVaultt| &R0

T 28 MRHIZFRIAppVaultE Rl

AppVault CRRfI

ERILUER U FCRRFINE N SRERZF IZAppVault i Ko

* BRI LLUERIEE — 1 B & A FResticilKoriafZEENNZ A B E X 58 Kubernetes®$3, &
XIFEMER. BB BRI TEEEERB]

* ¥tFAmazon S3 (AWS) AppVaultit R, Er]LUEIFIEEsSessionThE. MRERESE
@ R(SSO)H#ITEHMIWIE. NILLHRIFEER, tTHRERNRHIZEFERZANCIENSIR
HERIAppVaultZ e 4 f R fllo
* XFS3 AppVaultiR. EEILUEZEERZE AN HIESIREREH ORIEURL
spec.providerConfig.S3.proxyURLe
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Google Cloud

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: gcp-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: GCP
providerConfig:
gcp:
bucketName: trident-protect-src-bucket
projectID: project-id
providerCredentials:
credentials:
valueFromSecret:
key: credentials
name: gcp-trident-protect-src-bucket-secret

Amazon S3 (AWS)



apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: amazon-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret
sessionToken:
valueFromSecret:
key: sessionToken

name: s3-secret

@ X FfEMA Pod Identity 1 Kopia #iE#2ah28HY EKS IF1E, E0]LUMIBR "providerCredentials’
R FHARIN “uselAM: true 1R1E "s3 ECE,

Microsoft Azure

37



38

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: azure-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: Azure
providerConfig:
azure:
accountName: account-name
bucketName: trident-protect-src-bucket
providerCredentials:
accountKey:
valueFromSecret:
key: accountKey
name: azure-trident-protect-src-bucket-secret

1BHA S3

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: generic-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: GenericS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey

name: s3-secret

ONTAP S3



apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: ontap-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: OntapS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

StorageGRID S3
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: storagegrid-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: StorageGridS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

f£F3Trident Protect CLI 8## AppVault B!

ERILMER U e LT R E s L NS MEMIZF 82 AppVault CRS.

* &R LLUERIEE— 1 B & F FResticilKoriafZEENNZH A B E X ZBiE8Kubernetes®$3, &
CD XEMEE. 15BN [BUER TAFEESR]

* XFS3 AppVaultit R, ERILLEZEERSH A HIESIMETEE HOfLEURL --proxy-url
<ip address:port>.
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Google Cloud

tridentctl-protect create vault GCP <vault-name> \

--bucket <mybucket> \

--project <my-gcp-project> \

--secret <secret-name>/credentials \
--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Amazon S3 (AWS)

tridentctl-protect create vault AWS <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Microsoft Azure

tridentctl-protect create vault Azure <vault-name> \

-—account <account-name> \

--bucket <bucket-name> \

--secret <secret-name> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

1B S3

tridentctl-protect create vault GenericS3 <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

ONTAP S3
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tridentctl-protect create vault OntapS3 <vault-name> \

—--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

StorageGRID S3

tridentctl-protect create vault StorageGridS3 <vault-name> \
--bucket <bucket-name> \

-—-secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

#F “providerConfig.s3 B & %1

BB TR TR S3 RIEIZFECE RN

B Description Default AN
providerCo Z2F SSL/TLS IERIEIE, false ‘B, ‘|
nfig.s3.sk

ipCertVvali

dation

providerCo BHE S3immMEE HTTPS &5, true ‘B, ‘R
nfig.s3.se

cure

providerCo 15ERFEZE S3 IRIEARS I URL, T http://proxy.ex
nfig.s3.pr ample.com:80
oxyURL 80
providerCo I2ftAF SSL/TLS WWIERVEENXIE CAIEP. T "CN=MyCusto
nfig.s3.ro mCA"

otCA

providerCo B IAM B9IIELLAIR] S3 fFiEiE, EHRT false true false
nfig.s3.us EKS Pod t7iF,

eIAM

EEAppVaultz &
f&a] LUE A Trident Protect CLI {4 EB A X EEEEE AR AppVault I RBVE Bo
pZ

1. BEAppVaultitRMAS
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http://proxy.example.com:8080
http://proxy.example.com:8080
http://proxy.example.com:8080

tridentctl-protect get appvaultcontent gcp-vault \
--show-resources all \

-n trident-protect

NI T e
e to—— - fomm - it et T
o +
| CLUSTER | APP | TYPE | NAME
TIMESTAMP |
pom - o pom - e
o +

| | mysgl | snapshot | mysnap | 2024-
08-09 21:02:11 (UTC) |
| productionl | mysgl | snapshot | hourly-e7db6-20240815180300 | 2024-
08-15 18:03:06 (UTC) |
| productionl | mysgl | snapshot | hourly-e7db6-20240815190300 | 2024-
08-15 19:03:06 (UTC) |
| productionl | mysgl | snapshot | hourly-e7db6-20240815200300 | 2024-
08-15 20:03:06 (UTC) |

| productionl | mysgl | backup | hourly-e7db6-20240815180300 | 2024-
08-15 18:04:25 (UTC) |

| productionl | mysgl | backup | hourly-e7db6-20240815190300 | 2024-
08-15 19:03:30 (UTC) |

| productionl | mysgl | backup | hourly-e7db6-20240815200300 | 2024-
08-15 20:04:21 (UTC) |

| productionl | mysgl | backup | mybackupb | 2024-
08-09 22:25:13 (UTC) |

| | mysgl | backup | mybackup | 2024-
08-09 21:02:52 (UTC) |

o +————— - T e T e
e +

2. (AE)EEEENERMAppVaultPath, JEFEBIRE --show-pathso

B 7 Trident Protect helm REAISE T EBREY, REE-FIPHEERTATH, Hla0: -—-set

clusterName=productionl o
fHBRAppVault
15 0] LABEET PR AppVaultit R

@ EMIBRAppVaultXt R Z A, 157 finalizers MilERAppVault CRAEIZEFH, MNRXEM. FlEESS
HAppVaultZFiE D ER P B RBEIE. EEPSEMINIIE TR,



FIaZ Al
R EMIERZEMPRAIAppVaultiIEE R E REBMEHCRS,

£ Kubbernetes s <17 R EffIFRAppVault
1. MIBRAppVaultit R, it “appvault-name  HEMIBRAIAppVaultit REIZ FR:

kubectl delete appvault <appvault-name> \
-n trident-protect

fE Trident Protect CLI il AppVault
1. MIB&AppVaultItR. ik appvault-name’ A EMIERAIAppVaultIT REIZFR:

tridentctl-protect delete appvault <appvault-name> \
-n trident-protect

{# A Trident Protect & X EIEN FHIEFE

SR LB BN A 2F CR FXBXHY AppVault CR KE X Z{ER Trident Protect EIEHY
N BTER

Bll#AppVault CR
EEERE— AppVault CR, 1% CR BEXM N AREFHRITIHIRRIFIZ(EN(ER, #FH AppVault CR EE1F

L4 7 Trident Protect BY5E8¥ L, AppVault CR B 3 EHHFEIFIRR; BX AppVault CR BIRAI, ESIH
. "AppVaultBEX & F, "

EXNRERF

EEEFE N EERMTrident Protect BIEMNE NN AEF. ErILUEIFeheli2NBTER CR I {EATrident
Protect CLI 3k E X BEEIBMN BIEF.
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trident-protect-appvault-custom-resources.html
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trident-protect-appvault-custom-resources.html

EACRAMN AER
B
1. I BRI FCRY 4!
a. BIEBENERCRIXHHIGHEME(FII maria-app.yaml)o
b. BB TEM:

* metadata.name:(required )N BIERFBEXZRENET. FIREEZFENBIR. ERFRIPIRE
FREEMCRY 4= 5| AItE,

* . spec.includedNamespaces:(required )F & =B F NS 1R 285 E N FHIEFE R
ZXEMER. MNARFGATENAB TR, mZIXFRE0EN. JRTFHESNE
Ein & TE AR,

* . spec.includedClusterScopedResources:(F] % )FERALLEMHIEEEGSENBEFEXF
HEESEER R, BN AFERIERRIA. R, MHEMFERIEFXLERR,

* groupVersionKind: (required{8 € EECREIZRAVAPIZA. hRZASFIZEEL,
* labelSelecter: (7] i%&)iRIBEEEERZIRAIIRE X H#{TI6I%E,

* metadata.annotations.protect.trident.netapp.io/skip-vm-freeze: (A]i%) It AR{UERATFTM
EIANEXHIN ATER, 90 KubeVirt 3815, EARXHRF AL RETRRB 28I, I8E LA
EFTERBRHEREIUEAX GRS, WRIKEN true, NAEFRKZB2EIZE, HAT

HRFEWERLE, RISTE T MR, BNREFEXTEEEM, WZRZ I, WREFS)
HBA, MIEERIRMT: "©KkTrident Protect /2 RIS E" .

MREFETCENARFENALRE. FJUERU TSRS

kubectl annotate application -n <application CR namespace> <application CR
name> protect.trident.netapp.io/skip-vm-freeze="true"


trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
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+
YAML

+

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
annotations:
protect.trident.netapp.io/skip-vm-freeze: "false"
name: my-app-name
namespace: my-app-namespace
spec:
includedNamespaces:
- namespace: namespace-1
labelSelector:
matchLabels:
app: example-app
- namespace: namespace-2
labelSelector:
matchLabels:
app: another-example-app
includedClusterScopedResources:
- groupVersionKind:
group: rbac.authorization.k8s.io
kind: ClusterRole
version: vl
labelSelector:
matchLabels:
mylabel: test

1. (F1%) ANEERHRTA R ER SR ZRAIIE:

° resourceFiIter resourceSourcedionCritera: (TfiEBIHE)EMA "Include’ HEE DK "Exclude HibR
FRCREEFPEXNER, 0L FresourceMatchers S LU E X B IR HIBR AR

* resourceFilter.resourceMatcher: resourceMatcherdt &R0, MREHIHAFEN Z N TE

d ENTEEAORREHITRE, SMTHRE. K. RAE)FRFERBENANDIZEHITT
Co

* resourceMatcher[].group: (7] i%)EHiENHRIRENE,
* resourceMatcher[].KIND: (7] 3%&)E ik E RIS,
* resourceMatcher[].version: (7] i%&)E LAY Z JRhRZS,

* resourceMatcher[].names: (7] i&)ZEHiERZERIIKubernetes metadata.nameFE&HHY

B,

%

%



* resourceMatcher[].namespies: (A] it)E kAR IRHIKubernetes metadata.name £

FRyER R =i,

* *resourceMatcher(].labelSelectors *: (7] i%)& JRAIKubernetes metadata.name= & AIHR
TIARBIFTRIB, WPAENX "Kubernetes 314", fl40:

"trident.netapp.io/os=1linux".

@ LHHE “resourceFilter A “labelSelector #{#FH, ‘resourceFilter BI%LiE T
, PR/ 'labelSelector T4 R AR

f5gn:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

2. BN FARERFCRULEEAVIF RS, ERACR, FI0:

kubectl apply -f maria-app.yaml

p

1. ERAUTIAIZ—RIRHNANARFENX. BiESHNEBRATIFETNES. ERLUERESSH
RYIRMRGIFERNSHENBIZFEX P EER RN ER.

SIBLZ ARY, o] LUEREREMRIEENAERBHEREAIUSAXHRS, X{OEFHTFMEML
EXMINFBIEFE, 5130 KubeVirt 3718, ERXHRFAERETIRB 2R, NREEIFEEN true
ZNBREFRAEEEEE, AIUERRBRES NGRS, NRIRETIREN false ZNAREFZKRE
BigE, SBXUHAATIREBHAENAS. WRER TR, ENBREREXHEE RN, Nz FER
AR, MNRERERERE, NAERRERELUTHN: "£BKTrident Protect /2/RIKE" o

BAECAGLTRECIZYAEFIEERE. AJUERIRS. --annotation
© QIENAREFHERAXGRGASTINERIRE:
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tridentctl-protect create application <my new app cr name>
-—-namespaces <namespaces_ to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace>

N AEFHNIXG RS FETHEES N AREFIRE

tridentctl-protect create application <my new app cr name>
--namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace> --annotation protect.trident.netapp.io/skip-vm-freeze

=<"true"|"false">

@Bl LIEF --resource-filter-include # “--resource-filter-exclude' BF 8 & {4 B RIS
‘resourceSelectionCriteria’ HIa02H. 2. hrads. %, JBFRFMGR=IE, W FEIFR:

tridentctl-protect create application <my new app cr name>
-—-namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-namespace>
--resource-filter-include

'[{"Group":"apps", "Kind" :"Deployment", "Version":"v1l", "Names": ["my-—
deployment"], "Namespaces": ["my-
namespace"], "LabelSelectors": ["app=my-app"]}]"

{EF3Trident Protect {RiFN FHTEE

]
JiA

iEE’JFﬁﬁ N AR

1B IR IREM & FiRiFTrident Protect &

@ & PRI LABCE Trident Protect TR ¥R IRIFIRIERR ARG BAN R YL, "7 EE Z X TER Trident
Protect BCE X fF RGURERIER"

BRI TIRE
&) LABERY IR TR IRER

@ NRAENAERFEXFRHS A TR CENFR. NEXEHRRSIB T EANARERFS
MR XLEFREIEEED. RIBHER,
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trident-protect-requirements.html#protecting-data-with-kubevirt-vms
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fEFICRAIEERER

B

1. SIBBEEXFRCRNEHBEESEZ N trident-protect-snapshot-cr.yamlo

2. ERIEMIX M. EEBEUTREM:
° » metadata.name:(required )Itt BE X FRNRT, BAENIMEEEZE— M E—HSENRTR,
° spec.applicationRef: EIiZRIBHIRN FTZFHIKubernetes# #F.
° spec.appVaultRef: (required)N1ZfEIRIBRE (FTEHRE)BIAppVaultiy 2 R,

° spec.relaimPolicy: (7] i%&)E X HIFRIREBCRETIREREIAppArchive= R EHAER. XEKE, B
EIKEN, HREW Retain EH MR, BROEM:
* Retain (BRIA)

" Delete

apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
reclaimPolicy: Delete

3. [FRIEHMEIEEZR XS trident-protect-snapshot-cr.yaml « NMFCR:

kubectl apply -f trident-protect-snapshot-cr.yaml

ERBLITRELIZIRR
p
1. IRRER. BHESHIEBRAGIFEDRIES. Fli:

tridentctl-protect create snapshot <my snapshot name> --appvault
<my appvault name> --app <name of app to snapshot> -n
<application namespace>

BIBIRFEED
TR LARERY 1 R 2o
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@ NRAENAERFEXFRHS A TR CENRR. NEXERRSIB T EANARERFS
MR XLEFREEEED. RIBHER,

FaZ Al
FTRAWS 215 < R EIHARY (8] & LU IT KBS BIE1TRISSE (1R (F. IR hEEFMIRIFHRELI . NHRIER]

RERRI

* BXROEHISIESHIEENERIFAEE. BEW "AWS APISZE",
ﬁ;&AWSJ\/}_ EE?EEIJ-IE':QHL: AN .lﬁ%JL: AWS |AMSZ*§ o
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FFACREIESEH
TE
1. SIEBEEXFRCRXGHBEESEZ N trident-protect-backup-cr.yamlo

2. ERIENXHH. BEUTREMS:

° » metadata.name:(required )Itt BE X FRNRT, BAENIMEEEZE— M E—HSENRTR,
° spec.applicationRef: (required)E&F 3 HIN FFZFHIKubernetes# #F.
° spec.appVaultRef: (required)RTFEE 1D AEBIAppVaultiy & FFo
° spec.dataMover: (F] i&)—1NFRE, BTATENRIENEH IR, JREEIANE):
* Restic
* Kopia (EXIN)
° spic.relaimPolicy: (7] 1&)ENX T MNERERIBEFEREDINLZEHARR. AJ8EE:
" Delete
* Retain (ZRIN)
° ﬁfﬁejlcganapshotReft (AIi%) : REFMIERREBIZIR. NRAEELSEH. WeZENE0D

YAMLA

apiVersion: protect.trident.netapp.io/vl
kind: Backup
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
dataMover: Kopia

3. FHIEHMNEERXHE trident-protect-backup-cr.yaml .\ N FCR:

kubectl apply -f trident-protect-backup-cr.yaml

ERmLITRELIBE N
p
1. &G, BESHNEBRATIFERNES. .
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tridentctl-protect create backup <my backup name> --appvault <my-
vault-name> --app <name of app to back up> --data-mover
<Kopia or Restic> -n <application namespace>

ERILOEREMER “--full-backup iR ERIEE &M BB N NIFEES M. RINBR T, FIESEMNIINEE
& ERALIRER. ENBENIHEERD. REMER. ERRITREED. ARERRTEED
ZEPITIBEED. URAREEMERSERBXEIXE,

RIS NER
TERERT 82D CR BRI LUEARYER:

ANES Type Description AIAE
protect.trident.netapp.io/full-  string EEENEEN NI ESRH. 188N true” false
backup BIRIREE&E N . RIELHREEHNITES

0, ARERRXTEEDZERITIEEED,
UE A PREHIFRE S T E AR KA XL,

protect.trident.netapp.io/snaps string SERENMRBIZIEAIFI RN E]L, 60K

hot-completion-timeout

protect.trident.netapp.io/volum string HIREBA R ] RS 2 = AtEl. 30K

e-snapshots-ready-to-use-

timeout

protect.trident.netapp.io/volum string B ERE 2 IF R E], 5%

e-snapshots-created-timeout

protect.trident.netapp.io/pvc-  string ERFOIRMIFA B AR (PVC) FIAMRAR 1200 (2053%4

bind-timeout-sec i8] (LUFAEAI) Bound iEfERMFIRIRN )
EXO

BIREIRRIPITX

RIFERBOBSIZIRE X I RICIRIRER. &AM ERRIPFNARERF. ERILLERS/ N, X, SEANSAE
BIREBMED, FILUUEEERENEIAHE, ERILIER full-backup-rule TR LHIHEER B &D. A
IMERT, FREEHEHEEEN. ERIITEEENUNEBEEEN BB TRESMERXIXEL,

* BRI LLBIT IR E "backupRetention')3%, “snapshotRetention' AKX FEMNE, HFiE
“snapshotRetention' AZ BIREEMAIITRINEHRFCIEIRE, EXLREZ IR, HE
@ F D TERL S I BRI BRo

* MRAENARFEXRRHS AT R TENER. EXLEHFRSIATEANAREF®
B NBXEFREFEEED. KRR ER,
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fEFACREIEITX
TE
1. SIBBEEXFRCRXEHBEESEZ N trident-protect-schedule-cr.yamlo

2. ERIENXHH. BEUTREMS:

° » metadata.name:(required )Itt BE X FRNRT, BAENIMEEEZE— M E—HSENRTR,
° spec.dataMover: (7] i&)—NFRE, BTATEMRIENEH IR, AJREERDANE):
* Restic
* Kopia (EXIN)
° spec.applicationRef: E&F{HHIN BIERFBIKubernetes® #fo
° spec.appVaultRef: (required)N1FE&E N ABIAppVaultdyZ FFo
° spec.backupRetention: (%F) ERENFMNE. SRAFNEIESD ((URER) .

° spec.backupReclaimPolicy: (Ai%) FEINR&ED CR EEARZHARWMER, MEHLEFAE
Jo RBEEE, EMXHIEESEMR. TRENE (K9KNE)

* Retain (RAIA)
" Delete
° spec.snapshotRetention: (%) BREWIREBHE, SRTAFCETMAIRE,

° spec.snapshotReclaimPolicy: (F]i%) fAEINRIRER CR EHEARBHIN#MIPR, NWREBEELZEHA
Bh. REEE, RBEESHMER. ATENE (KOKNE) :

" Retain
* Delete (RRIN)
° . spec.granularity: It XIBNEITHE, AIgEEUMMNENXRENFE:
* Hourly (EXREIERE spec.minute)
" Daily (BRMEIETE spec.minute F “spec.hour)
" Weekly (BXRIEEE spec.minute, spec.hour, | spec.dayOfWeek)
" Monthly (BEKRIEIEE spec.minute, spec.hour, #l spec.dayOfMonth)
" Custom

° spec.dayOfMonth: (8]i%) IHRIRETHRMBRE (1-31) . WMRAEIRE N Monthlye %
BRI F RT R iR .

° spec.dayOfWeek: (FIi%) I XRINIZITHIEZEE/L (0-7) - EO0 T 7 ®R-EHH., NMRNEIRE
A Weekly, ZEMNIUAFRTEFRIRM,.

° spec.hour: (AIiE) IHRIRLZITAVNESER (0-23) o WMMRKEIREN Daily, Weekly, FHE
Monthlyo ZEMTUAFFFRINRM,

° spec.minute: (F]i%) IHRIFGETTH/ NSRBI EEL (0-59) o WRKIEIZEN Hourly,
Daily , Weekly, B¢ Monthly. ZEMTIAFMER IR,

BRI RIRRA] YAML:



apiVersion: protect.trident.netapp.io/vl

kind: Schedule

metadata:
namespace: my-app-namespace
name: my-cr-name

spec:
dataMover: Kopia
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "15"
snapshotRetention: "15"
granularity: Daily
hour: "O"

minute: "O"

{IRER TR B 5 YAML :

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
namespace: my-app-nhamespace
name: my-snapshot-schedule
spec:
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "0O"
snapshotRetention: "15"
granularity: Daily
hour: "2"

minute: "O"

3. [FRIEHMEIEZR XS trident-protect-schedule-cr.yaml « NMACR:

kubectl apply -f trident-protect-schedule-cr.yaml

fERm<LTHREIE TR
g
1. g GRIPITR. BESPREBRNEIMERNER. .

@ 1&B] LUEA “tridentctl-protect create schedule --help" && Lt en S HIIFAZEEBNE R,



tridentctl-protect create schedule <my schedule name> \
--appvault <my appvault name> \
-—app <name of app to snapshot> \
--backup-retention <how many backups to retain> \
—--backup-reclaim-policy <Retain|Delete (default Retain)> \
--data-mover <Kopia or Restic> \
--day-of-month <day of month to run schedule> \
--day-of-week <day of week to run schedule> \
--granularity <frequency to run> \
--hour <hour of day to run> \
--minute <minute of hour to run> \
--recurrence-rule <recurrence> \
--snapshot-retention <how many snapshots to retain> \
--snapshot-reclaim-policy <Retain|Delete (default Delete)> \
--full-backup-rule <string> \
--run-immediately <true|false> \
-n <application namespace>

A TFEBR LR BIE R HREITE 450

o SEEEZNITRI: A --full-backup-rule FRICUALRHHEHEEE N B E&D. WMRENERT
--granularity Daily. PJBERV(E:

* "Always BREIBRTEED

- BRT{ER: IEE— 1% 1 "HE, AESSMR (B9, "Monday, Thursday") . BXUE:

Ei—. BH—. EHi=. EHM. EHfAR. BN, EHfH.

@ I_J% --full-backup-rule ZAREMAERA TN, ZETHIZ A8 X589

o XIREEITRI: 1B --backup-retention 0 HIEE—PAKFEMIE --snapshot-
retentiono

SN ERER
TRERT QIR RZEIFK (CR) BRI LAEARER:
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Ve Type Description NN

protect.trident.netapp.io/full-  string HEERHTRBEMHNAN, FEUUBHIREN RKE FrE
backup-rule Always BEILIRIEREHITIFEREE&MN SHHYAEE

BENEM. fl, MREEFIRENERT D)
&1, WA LUHEERHITREFNDHNERR/L (

5130, "Monday, Thursday") . BXMMIE
HEN: 28—, 2. EH=. EHM.
EHiE. EH/N. BHAH. IR, WIRR
EEATFEEEUTRENHEER:

granularity i8E M Dailye

protect.trident.netapp.io/snaps string ERREEANREBIRE AT RIEERTE), 604

hot-completion-timeout

protect.trident.netapp.io/volum string HIREB AR ] ARSI EN & IEETE), 30

e-snapshots-ready-to-use-

timeout

protect.trident.netapp.io/volum string BB ERE 2 IFH & IEERTE), 53K

e-snapshots-created-timeout

protect.trident.netapp.io/pve-  string ERFOIRMIFAB AR (PVC) FIIAMRAR 1200 (205344

bind-timeout-sec 8 (UFREAI) BoundiRfEARKEIRIHM )
B

TRIBRERER

BIFFTBRER IR REB IR TR,

p
1. MERSIRERREXAIIRERCR:

kubectl delete snapshot <snapshot name> -n my-app-namespace

iFRE
BFFTBRENH RSN TIRFED,

HREINERIRISE N Delete NN REFMEFMBRFIEEHEIE, ZERBIRIARER
@ ‘Retain’ UBRTIMNIEERR. WRBELBHNE Delete , ENHMIERREENREFMET
» BEFoIMIER

p
1. MRS &1 KEXBIE{ICR:

kubectl delete backup <backup name> -n my-app-namespace
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OEENMRIERVIATS
ERILMERS ST EIEEH#HT. BERMTRMNERIEIIRT.

p
1. ERUTaHLNREMIRIEIRS. BESTHEBRAIFREHHESR:

kubectl get backup -n <namespace name> <my backup cr name> -o jsonpath
='{.status}'

7Jazure-ANF-files (NetApp)iEfEE A& HIER

MREZE L ETrident Protect, MBI azure-netapp-files 772 HE Trident 24.06 Z B QIZRMITE(EfSiH
BETATENEDIERINEE, WINEEERT NFSv4 &, FEARR ARSI IE,
FHaZ i
HRm B UL TEXR:
* {®E %% Trident Protect,
* ZB7E Trident ProtectPEX T — M AEF. EERHRILTEZF, WNBAEFNFRIPIIEERZ IR,
* B azure-netapp-files EFENEFEMEGEIRIEIAEMRES,
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RFFLLT RECED B

1. NRANFHZEFLKETrident 24.10Z I RIEEM. IB1E TridentPHITIATIRIE:

a. AE PEFazure-pv-files B 5N A 2 XELHINetApp/E FASnapshotB % :

tridentctl update volume <pv name> --snapshot-dir=true -n trident

b. HI\BAENXEXPVEHSnapshotBH:

tridentctl get volume <pv name> -n trident -o yaml | grep
snapshotDir

Mie) &7 :

snapshotDirectory: "true"

+
NRKRBARIBER, Trident Protect KR EMEMINEE, ZWREIEENIETLN SABELF
M=El, EXMHERT, FHERDTEBDEEBHNZEXREIZRSHENEXIVERNIRIE,

#R

ZN RTERF EESFER Trident Protect #1T&EMNAME. &1 PVC BAIMEEMNAERF BTSN

o

TR R
{£MATrident Protect XS N FRIZF

] LAfEA Trident Protect MIRIRE & PR E LRIV BIER. KNAREFNERIF—5%
20T, MIIBEREBIMEREZER,

* RRNARFN. HENARFEENERITENSSMZNARFER. MREFEER
ERITER. WesEEREFPBEET.

@ * WTF qtree &, SHFMEDEREIE MR TEHFRGWEATIE. BE, T gtree &, A%
FEMIRERE R 2 E fthan & i8] SR G 2 =)o

* BRI LIERERISERBEXMERE. MTHRELZEER, B2 "EHEZ%Trident Protect
MEIRE"S

MEEREIHthen & =8

Z&f£A BackupRestore CR &M IEIREIRREING R TIEIRY, Trident Protect RTEFEVAR R TiBIHFIRR LN B
2, HARENNBREFRIE— I NARER CR. ATHRIPEMENNERER, FJLUEIRIRSEMIIRE, X
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BRI

* FEOHEREEAEUERRNEMG R T EAIBELSEDFHRRHZEZMEERRIR.
EXREMNPOFERR. BHFHERCEZBEMmRTE. HEFENEREFGHIT

@ &
* [ CR MERIFds B =TIanY, ML Foit|ZBirerB=TiEl, SAIEBNA CR, Trident
Protect {X7£{# /A CLI BN A = BnptliEd & =ia),

FFaZ Bl
HIRAWSSIES R EIEARY 8] B LI I TR BT B TSR RIR1E, R ShEER RIS ERRaT EA. N3RIER]
eI,

* BXREEHARIEDSEEEAREIIFAEE. BB "AWS APISTE",

s BXAWSHEBEEREMNIFAEE. FSN "AWS IAMZHE",

LI&EF Kopia fEREIERIZSME &HEY, EEILUERTE CR s AR ER CLI RiTH!
Kopia EEIIGRIEMERTTA. 1BE8H "' BXET URENZEMNEZER, A tridentctl-
protect create --help & X {EF Trident Protect CLI I EABNEZE L, BEE2HHS,
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fEFACR

B

1. SIEBEEXEZRCRIXGHBEESEN trident-protect-backup-restore-cr.yamlo

2. ERIEMIXME. EEBEUTREM:
° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appArchivePath: AppVaulth7EEFD AT, EAILUERU TaRLSERLERER:

kubectl get backups <BACKUP NAME> -n my-app-namespace =-o
jsonpath="'{.status.appArchivePath}"'

° spec.appVaultRef: (required)TZEHPHNBRIAppVaultdy &R,

° . spec.namespaceMapping: X RIR(EHVIRRE a2 Binds 2 T EHMREY, &M "my-
destination-namespace &t "my-source-namespace NEIFIEFRAE E,

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name
namespaceMapping: [{"source": "my-source-namespace",

"destination": "my-destination-namespace"}]

3. (A ) INRAFEEEFELFENNARFNELERR. BRI THREE R ERSINR IR R

Trident Protect £ BENAE—L AR, EHENSERENAREEXK, Hil, 1R
()  mmsasmemEs BEA— 1 XBA pod, Trident Protect &S XHEY
podo

° resourceFiIter resourceSourcedionCritera: (TMERFRZE)EA "Include’ HEE T "Exclude’ HEFR
HBELEEREFPENHER, AN FresourceMatchersB3LIE X B EIEHHIFRIZR IR

* resourceFilter.resourceMatcher: resourceMatcherXf &0, MRFELIHAPIEN ZNTE
, ENTEERNORIZIEFRITINE, 81N mERE. M. ) FHNFEISEAANDIR{E#HITIT
fico

* resourceMatcher[].group: (7] i) EFiERIENE,
* resourceMatcher[].KIND: (7] &) EffkrYZ RS,
* resourceMatcher[].version: (7] i%)EHkrE RIRZS.

* resourceMatcher[].names: (8] %) & fiEHIZIRRIKUbernetes metadata.nameFEEHHY



# 1o

* resourceMatcher[].namespies: (A] i)E iR IRHIKubernetes metadata.name™ £

PRy R =i,

* *resourceMatcher[].labelSelectors *: (7] i%)&RERIKubernetes metadata.name=xEZFHIER
FIRIZESRFRIR, WHAAENX "Kubernetes 314", HIgA:

"trident.netapp.io/os=1linux",

f5lan:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. FREMWMIEEFZXHE trident-protect-backup-restore-cr.yaml . NMFCR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

1. BEMDTERZEMHRZTE. BESTHTHEBEAFEPEE, It namespace-mapping SEE A
B S ARINERFBEENFEESMET M AR IEFRBEIrEDR “sourcel:dest1,source2:dest2’ &, 540:

tridentctl-protect create backuprestore <my restore name> \
--backup <backup namespace>/<backup to restore> \
--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>
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https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

MEMEREIRIGE R 8]
TR B R & R R B R R =ia.

ez Al

HIRAWS &1E < R EI BT BB LUBIT KBS EIZITRIS IR R IR(F. WNRLHEERRIR(ERRETEA. WIR(FR]
RERRIM,

* BXROELAIELTEEIENERFAEER. BB A "AWS AP,
* BXRAWSHREEVIFAEE. BEL "AWS IAMSZHE"

LIE{ER Kopia fEA% ?E*%EHEEUE%%ET, SR LOKARTE CR FIEE IR CLI RizH|
Kopia EEMIGEIEMERTTA. B8R "L BXETURENZEMNEZER, A tridentctl-
protect create --help & *{EF Trident Protect CLI I EABNEZE L, BEE2HH S,

62


https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/

fEFACR
B
1. BIEBEXNZRCRXHHEEMBN trident-protect-backup-ipr-cr.yamlo

2. ERIENXHH. BEUTREMS:

° ., metadata.name:(required It BEX RBFENZTR; BEAENIFREEFE—H—HSENBT,
° spec.appArchivePath: AppVaulth7EEFRD AT, EIUERU T RLSERLERR:

kubectl get backups <BACKUP NAME> -n my-app-namespace =-o
jsonpath="'{.status.appArchivePath}"'

° spec.appVaultRef: (required)TZEHPHNBRIAppVaultdy &R,

fB4n:

apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

3. (A EMMIRAFEXBRERFENNARFNELTR. HRNEETHIRERRER SRR

Trident Protect & HaiFE—EEIR, RAENSEEENZFREFEEXEK. fiw, WR
()  mmmasERRR A EA— XA pod, Trident Protect FA U BT
podo

° resourceFiIterresourceSourcedionCritera (TR )TEFH‘Include‘:ﬁ"@,a_l?,‘Exclude‘HH‘%
BRI EREFETEXMNER, HIMU TresourceMatchers2 i LE X B IS HIRHE IR

* resourceFilter.resourceMatcher: resourceMatcherXf &R 4H, WMRFHIAPFENX ZNTE
, SITBERAORIREHITINE, SR, #3E. RA)PHFEEENANDIRIEHRHITIT

o

* resourceMatcher[].group: (7] i%)EHiENHRIENE,
* resourceMatcher[].KIND: (7] 3%&)E ik E RS,
* resourceMatcher[].version: (7] if&)EHERI R IRhRZS,

%

&EiRBKubernetes metadata.name=FE&HHY

%

* resourceMatcher[].names: (7] i%)EHi%ER

B,

* resourceMatcher[].namespies: (F] )& HiEHZRHFIKubernetes metadata.name=E&
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FRYER R =iE,

* *resourceMatcher[].labelSelectors *: (7] i%)#&EAYKubernetes metadata.name = EXHHIER
TIEEBFRB, WHFAENX "Kubernetes 314", ff40:

"trident.netapp.io/os=linux"o

fB4n:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. FHEHRNEEFZXMHEE trident-protect-backup-ipr-cr.yaml . MFCR:

kubectl apply -f trident-protect-backup-ipr-cr.yaml

ER<LITRE
p

1. BEHERIFBEHZTE. BESTNEBRAFERNER, backup BHEERARIAANGRET
BEFMBFPBIR <namespace>/<name>, f5lU0:

/.

tridentctl-protect create backupinplacerestore <my restore name> \
--backup <namespace/backup to restore> \
-n <application namespace>

MEEREHthEEEE
NREREEFHIAEA. ERILEENTREIEMER,
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* HIEfEMA Kopia (ENEIBTS IR ME FHET, ERILLERETE CR FIEE TR ER CLI KiE
%l Kopia EAAMIGBIEMERNTTN. BER " BXETUEENENNESES. £/
@ “tridentctl-protect create --help' & X {EM Trident Protect CLI s I BN EZELE, BB
<o
* £/ CR SR B =R, “AsFatlZBiresRa=Ia, AEHENA CR, Trident
Protect {X7EEH CLI YA = BrhtliEsr& =8l

Fazal
HRE R A TR

* BirEEF B2 L% Trident Protect,
* BFREERER LIS IR S EER D BYREE BRI BIApp Vaulthy 73 ER BR 12,

* MB{RTEIE1T AppVault CR B, ZshIFIZE] LUZEZES] AppVault CR HE X IR R 1Z(EH@, tridentctl-protect
get appvaultcontent 85, WIRMLEIRFIPELETGR], BRI M BIREEE LY pod HIiE1TTrident Protect
CLl

* RIRAWSZIE S E AR Bl UPITIERIKELIEITHIRRIEIE, MRSHEERIRIZIERREIH. NiR(Ea]

BES R,
° AN BEYURRIESHEIIEAEMIEMAEE. BB "AWS APISHE",
° BXRAWSHEFEREMIFMER. BN "AWS 14",

TE
1. {#FTrident Protect CLI {410 & BAr&%EEf L AppVault CR BB R4 :

tridentctl-protect get appvault --context <destination cluster name>

() ®EREGEN LEEATURRFTIRNSE S,

2. MEtREBEE T HAppVaultIEHRRE

tridentctl-protect get appvaultcontent <appvault name> \
--show-resources backup \

--show-paths \

-—context <destination cluster name>

BT e L A2 RAppVault PRI A& ). BEERIGER. NN AREFRRIR. BE &I,
N
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e b +

| CLUSTER | APP | TYPE | NAME TIMESTAMP
| PATH |

e fomm - tomm - o
o tom e +

| productionl | wordpress | backup | wordpress-bkup-1| 2024-10-30
08:37:40 (UTC) | backuppathl |

| productionl | wordpress | backup | wordpress-bkup-2| 2024-10-30
08:37:40 (UTC) | backuppath2 |

3. fEFAppVault& FRFAIER R AIEF TR BAnsER:



fEFACR
1. SIEBEEXFZRCRXNGHBEESE N trident-protect-backup-restore-cr.yamlo
2. ERIEMIX . REEUTREM:

° » metadata.name:(required )Lt BE X FRNET, BAENIMEEEZE— M E—HSENET,
° spec.appVaultRef: (required)TZEHPHNBRIAppVaultdy &R,
° spec.appArchivePath: AppVaulth7EEFRN AT, ERIUERU TRSERLERER:

kubectl get backups <BACKUP NAME> -n my-app-hamespace =-o
Jjsonpath="'{.status.appArchivePath}"'

()  mEBackupRestore CRFFA. EAILUERSE2RREINHSEEEHNE,

° . spec.namespaceMapping:iF/FIE(ERRAr 2 =82 B inen 2 = EIRVIREY, 3 "my-
destination-namespace &1t “my-source- namespace ﬁ,&t%iﬁqﬂﬂ’ﬂééo

f54n:

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-backup-path
namespaceMapping: [{"source": "my-source-namespace", "
destination": "my-destination-namespace"}]

3. ERIEMMEIER XS trident-protect-backup-restore-cr.yaml « MACR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

FEREG<SITRE

1. ERUTHRLERNAER. BESHHEBRANFMRPNER. SRTERNSHERE SSRGS

ZT e Ed R T E M B IERBBirdn B =iEl. L ISOURCE1: dest1. Source2: dest2, 54l
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tridentctl-protect create backuprestore <restore name> \
--namespace-mapping <source to destination namespace mapping> \
--—appvault <appvault name> \

--path <backup path> \

--context <destination cluster name> \

-n <application namespace>

MIRERE R H Athan 2 == 8]

ERILERABENER (CR) XEMNRBIMEHIE, MEIFENGRTEH/RIRRRETE. HIEER
SnapshotRestore CR #RIBIFREIAR RS EZ (a8, Trident Protect RTEMMS B TEIFERNBIEF,
R FENN BREFRIE— R BRER CR. ATRIPEMENRNAER, AIUBIRIRERHNIRE, HEFIER
It

* SnapshotRestore 3z#F “spec.storageClassMapping B 1%, {B1X /R BirfziEERMER
MEfEEIHRE, MREZIRXIMEZ StorageClass MR EAFRMFMEGIR, NIkERES

@ 5o

* £ CR MERHFHHmRBTIEN, #akFoheliZBirtrR=<IE, AIFBMNA CR. Trident
Protect {X7E{# M CLI A & BnheIZa &=l

Faz Al

HIRAWS &1E < R EIHARY BB LUHITEAIHKET EIZITRIS IR R IR(F. WNRLHEERRIZ(ERRETEA. WIR(FR]
RERRI,

* BXEHARIESEIEAEIIIFAEE. BEW "AWS APISTE",
* BXRAWSHEFEIEIIFHAER. 1FEN "AWS IAMIZHE",

68


https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html

fEFACR

B

1. QBB EXFRCRNEHBEESEZ N trident-protect-snapshot-restore-cr.yamlo

2. ERIEMIXME. EEBEUTREM:
° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appVaultRef: (required)TZfi&IRIRANBRIAppVaultdy &R,
° spec.appArchivePath: AppVault7ZEREBABTHEERR, ERIUERU THRLSERLERE:

kubectl get snapshots <SNAPHOT NAME> -n my-app-namespace -0
Jjsonpath="'{.status.appArchivePath}'

° . spec.namespaceMapping: iR RIR(EHVIRR R TEE| Binds 2 T EHMREY, &M "my-
destination-namespace &t "my-source-namespace NZIFIEFRAE B,

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path
namespaceMapping: [{"source": "my-source-namespace",

"destination": "my-destination-namespace"}]

3. (A ) INRAFEEEFELFENNARFNELERR. BRI THREE R ERSINR IR R

Trident Protect £ BENAE—L AR, EHENSERENAREEXK, Hil, 1R
()  mmsasmemEs BEA— 1 XBA pod, Trident Protect &S XHEY
podo

° resourceFiIter resourceSourcedionCritera: (TMERFRZE)EA "Include’ HEE T "Exclude’ HEFR
HBELEEREFPENHER, AN FresourceMatchersB3LIE X B EIEHHIFRIZR IR

* resourceFilter.resourceMatcher: resourceMatcherXf &0, MRFELIHAPIEN ZNTE
, ENTEERNORIZIEFRITINE, 81N mERE. M. ) FHNFEISEAANDIR{E#HITIT
fico

* resourceMatcher[].group: (7] i) EFiERIENE,
* resourceMatcher[].KIND: (7] &) EffkrYZ RS,
* resourceMatcher[].version: (7] i%)EHkrE RIRZS.

* resourceMatcher[].names: (8] %) & fiEHIZIRRIKUbernetes metadata.nameFEEHHY
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# 1o

* resourceMatcher[].namespies: (A] i)E iR IRHIKubernetes metadata.name™ £

PRy R =i,

* *resourceMatcher[].labelSelectors *: (7] i%)&RERIKubernetes metadata.name=xEZFHIER

FEZRIBRFAIR, WPFAEX "Kubernetes 321", f5IY0:

"trident.netapp.io/os=1linux",

f5lan:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. FAEMIEEZRXHE trident-protect-snapshot-restore-cr.yaml . MACR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

1. BRIEEREI e R =E. KiESPREERNFRPHER.

° snapshot " BEHERARA NN RZTEFREBZIR *<namespace>/<name>,
° Itk “namespace-mapping’ 2 § S 0 RN SR G FRENRERS FE X N ERBITER

*sourcel:dest1,source2:dest2' &,

fBgn:
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M

IR

Ay

s

at,
Be

tridentctl-protect create snapshotrestore <my restore name> \
—--snapshot <namespace/snapshot_to_restore> \
--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>

HREBIER [ B AT B =ia)

B] AR IS R BB IR R B R f 2 == iEl,

Fiaz i

RAWSSIES R EIHART 8] B LT KT BRE1THIS 3R RI21E, WNRSHEIERFIZIEIRELIER. NiR(Er]
=M,

* BXARNEBYURRIESHEIEANEMIEAEE. BB "AWS APISHE",
* BXRAWSHEFEREMVIFHAEE. FSN "AWS IAMZHE",
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fEFACR

B

1. BIEBEXZRCRXHHEEMRN trident-protect-snapshot-ipr-cr.yamle

2. ERIEMIXME. EEBEUTREM:
° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appVaultRef: (required)TZfi&IRIRANBRIAppVaultdy &R,
° spec.appArchivePath: AppVault7ZEREBABTHEERR, ERIUERU THRLSERLERE:

kubectl get snapshots <SNAPSHOT NAME> -n my-app-nhamespace -o
Jjsonpath="'{.status.appArchivePath}'

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-hamespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path

3. (A ) INRAFEEEFEXFENNARFNELRR. BRI THREE R ERSINR IR R

Trident Protect & EEER—LE 7R, EATNSEREORBFEXK, I, MR
()  mmsasmemEs BEA— 1 XBA pod, Trident Protect &S XBAY
pod.

° resourceFiIter resourceSourcedionCritera: (7B E )& "Include’ S E &K "Exclude HiR
RBLAREEEFPEXNEER, R0 TFresourceMatchersB# A E X BEEIEHHBRH AR IR

* resourceFilter.resourceMatcher: resourceMatcherif &40, MRFLIHAPENX ZNTTE
éEEﬂ‘]JI%VF?UOR?E%f’Ei&ﬁIEEE, FINTTERER. M3 RE)PHFEIGEIANDIR{EHITIT

* resourceMatcher[].group: (7] i) EFiERIENE,
* resourceMatcher[].KIND: (7] &) EffkrYZ RS,
* resourceMatcher[].version: (R i%&)E LI Z RhRZS,

* resourceMatcher[].names: (7] i%&)E iR ZIRRIKUbernetes metadata.nameFEEHHY

%

B #Fo
* resourceMatcher[].namespies: (A] it)ZE kAR IRHIKubernetes metadata.name™ £
PRy E =iEl,

* *resourceMatcher[].labelSelectors *: (7] i%)&RERIKubernetes metadata.name=xERFHIAR
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BERZFIRFRIR, WPFIEX "Kubernetes 324", fIY0:

"trident.netapp.io/os=1inux",

f5an:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. FHERNEEFZRXMHEE trident-protect-snapshot-ipr-cr.yaml « MACR:

kubectl apply -f trident-protect-snapshot-ipr-cr.yaml

ERBLITRE
TR
1. BRBEREIRAs R =TE. KESTREBRAIFMEPIER. fIi:

tridentctl-protect create snapshotinplacerestore <my restore name> \
--snapshot <snapshot to restore> \
-n <application namespace>

RETRIBEHRES
ERILEARSITREEEHIT. ERMEIKMIERRIERPIRZS.

pAL
1. ERAUTHLURERIBEINRS. BESHNESRAFRFNES:


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

kubectl get backuprestore -n <namespace name> <my restore cr name> -0
jsonpath="'{.status}'

EFRE%%Trident Protect i Ei8 &

TR UERERRE (BIIER. eRTENREMEFMEED) BEXMERE, LUARE
R EE K,

R RMEER SR EHRB & R R AR

ERRM RS 1RE AR, Biran & PR ENITESR SRS =8 FRR AR ER LA, IR
Rep AT AR ERSBRT RSP AEFERNESIE. HABSEEFENEANESITE. UESReE=ERHE
ILES, XEFET Bires R =R LR SR ERIF A Zo

NRIEEEF Red Hat OpenShift, 1555@0 /= 8p 8 =T ELERETE OpenShift IMEHRRIEZ(FA,
@ BT ELEREHARITER pod <F OpenShift ;zéJ:—FjCQ’JEﬁ (SCC) EXRNEEN RN L 2RE,
HERILAREMAS BRI, RTHEZER, BESH " OpensShiftze £ FLIRIE

]
o

ERITER R PERSIRIEZ AT, A LUBT IR BEKubornetesFIE T 23K BA 1L BT a3 iEl PR EANEWE
7 RESTORE_SKIP NAMESPACE ANNOTATIONS. fflg:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation k
ey to skip 2>}" \

-—-reuse-values

WAITIRE SR IETSIR1ERY, EfAar B BRI Z AT LR,

@ restoreSkipNamespaceAnnotations ] restoreSkipNamespaceLabels r&5ihED
HIEFET51R1E, WIRTENIIA Helm ZREAEIECEXLIRE, MTHREZER, BEN "ILEH
fhiTrident Protect fEEII&E"S

WREEA Helm RET RN BIERF, “--create-namespace Eif, A F45HFIE name I7&#, EIME S
FE3E#2i1dF2F, Trident Protect RS EHIEIBirds B TiE), BIIREHRATEINES FirR =8 fETA
, WEBEFHABMGRTENE,. NRIMESEGITEALLE, WSKEESHIE|BirsR=<TE, mAME
EE®

Nl

UTFREERT —NEMBERSRTE. S e REHEE RTINS, EaUEEBireR TR
TERIERVIRTS. LUS’Z’I‘TE%I]’I‘T BTG RTEPHNAGHES S .
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EPITIE RS R EZ Al
TR T HITIEREEERBREZ BIR AR BAR 2 BRI

CEEZReS(El Lyy=d R
& FiElns-1 (F) * #57.One/f: "updatedvalue" * IME=E

s FRE. YW "TRUE"

* SHIE=HIPAA

* name=ns-1

R TEns-2 (BtR)  * tRE.One/f: "TRUE"

s FRE=NIN: "false”

ERREZE

TRERTRRIEERBSREETROIBETFGRZEIRE. BERMELERA. FERRERES. HE

‘name in& BB S Birm & < 8] IThg:

* FnE. XW/E: "TRUE"

s FE=NIN: "false”

* Role=database

* name=nS-2

GEE=AESIE] FrE Lo
R TiEns-2 (B4R)  * #7F.One/$E: "updatedvalue"

© &HUME=HIPAA
© TRt

* Role=database

RNTFR
ATNMERRATRERFNEMFE,

TR BREY

X “spec.storageClassMapping' B4 E X MBI BIEF VI G Z6EL 5 B inse 8 _ LR EESER0BREY, f&nT L

EEBEREEFERFRSEEF Z BE SN A2 FIYEELL BackupRestore 12{FBY7F /SRR b ThAE.

« il *

storageClassMapping:
- destination: "destinationStorageClassl"
source: "sourceStorageClassl"
- destination: "destinationStorageClass2"

source: "sourceStorageClass2"

SRR
AT T RAPZFRHECEZIMITARER, NRAPRBEHIRE TR,

RYOFERRIAE,
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FrE Type Description B0 ME

protected.trident. string RUBIEB IS S IRIEEIEMNSKETE (UBHNEAf  “300°
netapp.io/data- ) o

mover-timeout-

sec

protected.trident. string Kopia NAEFHSRAKI RS (LIKFT REM) . “1000”

netapp.io/kopia-
content-cache-

size-limit-mb

protect.trident.ne string EEMOEMIZFAERR (PVC) BANSE AR E (LI 1200 (2053%h)
tapp.io/pvc-bind- FAEBEAI) Bound IRERMEIRIMER. ERFFRAEMR

timeout-sec £ CREE (FMPME. &NMtinE. REME. R

Rrting) . NRENEERHIEFLEFTEES
BgiE], BERAESAIE.

fEFANetApp SnapMirrorf1Trident Protect £ W FI 2R

fEFTrident Protect, &8 LAF]FANetApp SnalerrorE?kE’Ja—rfE%JIjJﬁb, G EIEFI RN A

%F‘ FEAMN—TEFERREGES—NMFERR, TIEERER—SENERERNREEZ

T REMBER IR ERRIE Y6 B RN EANARE

T‘LF*DW[‘EE%%EET’EHJ?IEH\ Bires R EE PRSI E R SRR = E PR E AR EAEILES BN
8% 8] R B ARan & (6| A A FE AR R SAR A #EEE‘,T?T_E’JEHH girE. UESRETEPHE
IEEEO REFETEReSRTE LIRS SR EREA TR

INREFEH Red Hat OpenShift, BESWERHRTIENERE OpenShift FEFRMEE(ER, &
@ BEEERBAEIREN pod BSF OpenShift €2 L TFXLIE (SCC) EXHIEHNREMELZ LI E,
HEARLUAREMASHIRR#, ST HREZELR, FSH"OpenShiftd e £ L9530

n
o

ERITIRR SRS IRE 2 AT, A LUEIE 1§ BEKubornetesIFIE T = 3R [ LE B AR a8 == Bl R BV EAR AR
7 RESTORE_SKIP NAMESPACE ANNOTATIONS. f5l40:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation k
ey to skip 2>}" \

-—-reuse-values

WATIRE S FEETSARIERT, EAe BT EVERMRE IR EX.

@ restoreSkipNamespaceAnnotations A0 restoreSkipNamespacelLabels rE5MEH
RS2 1E, MRIRTEMIIE Helm REHARIACEXLIRE, MTHRELZER, BEH 'ILEH
fiTrident Protect AEEIIRE"S
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WREEA Helm RET RN AIERF, “--create-namespace Eif, A F45HFIB name IF&#, EIRE S
[E3%1%3 %8, Trident Protect 2 IFE EHIZIEIrmE =iE], BINRRHEZTEMES R T ELE
, B EFHANEIRSGRTENE, NRMESREGRITEALE, WEHEEHZIBirma=iE, mAME
CETE

ANl

UFRAERT —NEMBFSsA<E. §1 o2 TRESAERNERNIRENTE, o UEEBIrGETaEE
ERERRES. URAR MR EE B R T EFRA S HEE T

FEPITIE R FERR BRI EZ Al
TRRAT PITIE RN LB IR EZ RGN BAR2 R EHIRES:

R TE) o koS
2= Ens-1 (J§) * t57£.0ne/#: "updatedvalue" © IRig=te
* P, W "TRUE" * BFME=HIPAA
* name=ns-1
R TiEns-2 (B4F)  * #7F.One/$E: "TRUE" « Role=database
* FRE=NIN: "false"
REREZ G

TRERTERREABEEZIREE R BIFHGRTENRS. BRNELRF. FERPAEREE. HB
‘name tFEEEHUS Birsh & e LD :

GRS FRE RE

R TEns-2 (B¥R)  * #rF.One/$E: "updatedvalue” * name=nS-2
* fRiE. WU "TRUE" " BRE=HIPAA
s fRE=AVI: "false” © IR=4%7

* Role=database

@ &R LABC E Trident Protect TESBRIPIRERR B REM AN GRS, "7 EEZ X T E A Trident
Protect BLEX B RFFEEE"S

PR TS Iz I ERRIBI AV THEES

jéj £ AppMirror X R 1RIFEHNN BERFE, ERIZENREE BN R EIRERE IR SHITENMEXIEET

* EHPERTEHAE, FITHEWSBMNREEEFRIZIBIRER. BETFHEMRCIREN]. KEEBE, T
HERNEETVARERTR, HBEEAEXIEERRERT.

* ERABYERAEFRFEZ G, VAR LFAERENRITEFERFREER. SRNAER AN BRNA
PR, XERITHFRRY, FIBMBRUBELEERTT
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BTHBEXAITHFNEZER, 158" E1E Trident Protect 1178+

REEHIXA
REEHXAZSRUTHE:

* EFETrident Protect 11BN FZFIREBRUINE (BIENAEFD Kubernetes HIRUN N BREF B INENSE
TRER) &
* FERREHITR (B iEKubbernetes BRI R & A M & E3R)
IR B QB IREBRYATIE]
5
1. 7T REEE E. NENBERLIEAppVault, RIBEMZEMEIREIER. BFRHRG" AppVault B E X FEIE" L

BEE TR
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{£FACREIZEAppVault
a. SIEEENREBECR)XHGHHBHEG BRI trident-protect-appvault-primary-

source.yaml)o
b. BEUTEM:

* * metadata.name*:(required_) AppVaultE & X ZRIIZ R, B0 MEEFRMBIR. RAEHIX
AFAENEMCRY 45| BIHE,

* . spec.providerConfig:(required )TZf& RIS EIREIZF 1 RAppVaultFTEEEE. NEN
IREEIEFE— P BucketName A ME M EMMHERIFMER, BIC FIMANE. RASHIXRFR
=2 E’JEP&CRY#’%‘? |FAXLE(E, AXEMRMHEAAppVault CRSRAI. EE " AppVaultEE
XJ\/ 0

* . spec.providerCredentials:(required )Tzfi# 331 15 E R EIZF AR AppVaultFr BRI EME
ERS| Ao

* . spec.providerCredentials.valueFromSecret:(required )R EIEERN K H R,
* key:(required)E MHIEENZ AN E META.
* name:(required)B & Lt FEHERMINZN BRI, S FRE—dr R =TE+,

* * spec.providerCredentials.secretAccessKey*:(required )BT IhIaiR 2RI R 2 ER,
BN 5*, spec.providerCredentials.valueFromSecret.name*,

* o spec.providerType:(required ) FHEIRMEEMHIINE,; FI0. NetApp ONTAP S3. &
FAS3. Google CloudZ{Microsoft Azure, RIHRE(E:

= aws
= azure

= GCP

* BAS3

= ONTAP S3

= StorageGRID S3

C. FHEMIEERXMHfG trident-protect-appvault-primary-source.yaml « WFCR

kubectl apply -f trident-protect-appvault-primary-source.yaml -n
trident-protect

FEABLITAREEIEAppVault
a. glEAppVault. BESHHESRAEIFERHNES:

tridentctl-protect create vault Azure <vault-name> --account
<account-name> --bucket <bucket-name> --secret <secret-name> -n
trident-protect
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2. ERER L. SIBERMAERFCR

3.

EACREIEIERN BT
a. SIEEENXARECR)XUHHGHEH R (I trident-protect-app-source. yaml)o
b. BRELUTEM:

* metadata.name:(required )N FATERF BE X R FEHNRT. FIE FEOEEFENZIR. AREFIXR
FrEEMCRY 45| BIthE,

* . spec.includedNamespaces:(required )—"E&r & XIHF KBRS AR AIEE, FREGRA
"IEﬂ%ﬂ’ FraEFEIE IR QE/J\nn@:-ﬁIEﬂEI’J,B.\ BUEE A5 HaY e & == (Bl P IZ1E RV 2
o NAERFRRATEIMIETILLERA,

TEIYAML :

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

name: my-app-name

namespace: my-app-namespace
spec:

includedNamespaces:

- namespace: my-app-namespace
labelSelector: {}

C. FRHEMIEERXMHG trident-protect-app-source.yaml « MACR:

kubectl apply -f trident-protect-app-source.yaml -n my-app-

namespace

ERmLITRELIRRNARERF
a. QRN AER. Fl:

tridentctl-protect create app <my-app-name> --namespaces
<namespaces-to-be-included> -n <my-app-hamespace>

(FIgt) 7ERE&ER L, WRNAREFHITIRE, IR AEERER LN AREFEM, MNRBLILPE

, WEREBSFF T RITRIRRIZTT, UERSRMVRE, ZCRIRFRIR, BSHE "I2RFIRE",

4. TERER L, SIBEHITRI CR:
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BRT TEREMHT RSN, BWEE—RIRPIEERETY, RERAN 7 X, UEENF
ONTAP SE: 2 BI4EIPERARIR. XATMRIRIBRZ A 7 X, BREBHIRERFEREE
Xo

MREEHERT, ARG UERAXERIRES 7 R#ETREIRF. SMFAERRIEE
R B, BAREFmE ERREBLCKFIMEVERR, MAZE HiE.

RN AEFNAB I ELREFIFNREER, WAFEIMIMIITE,
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fiEF CR RIZEHit%!
a. RN AREFLIREH TR

I QIEBENXEBRCR)XHHIGH A (B trident-protect-schedule. yaml)o
i. EEEUTEM:
* * metadata.name*:(required )it %I BE X & IRHIZ R,
* spec.appVaultRef: (1) EXNS IR FFZRFH AppVault BY metadata.name FEZIT

(e}

* spec.applicationRef: (%) ILEXNSIRN ATER CR B metadata.name FEZILAD,
* spec.backupz £l: (required)ltFER NWMEFER. BEMIZE N0,

* *spec.enabled *: WK E Htrueo

* o spec.granularity: 4K E N Customs

* spec.reck #N: EXUTCHEIR A BEAFIE S EFR.

* spec.snapshots £l: HINKE N2,

YAMLA

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
name: appmirror-schedule
namespace: my-app-namespace
spec:
appVaultRef: my-appvault-name
applicationRef: my-app-name
backupRetention: "0O"
enabled: true
granularity: Custom
recurrenceRule: |-
DTSTART:20220101T000200%Z
RRULE : FREQ=MINUTELY; INTERVAL=5

snapshotRetention: "2"

. BRAERNEERERXHE trident-protect-schedule.yaml [ZFACR:

kubectl apply -f trident-protect-schedule.yaml -n my-app-

namespace

£ CLI g2 EHt %!



a. SIZEFIITY, HRESTFHEERNEREHHESR

tridentctl-protect create schedule --name appmirror-schedule
-—app <my app name> --appvault <my app vault> --granularity
Custom --recurrence-rule <rule> --snapshot-retention
<snapshot retention count> -n <my app namespace>

il

tridentctl-protect create schedule --name appmirror-schedule
-—app <my app name> --appvault <my app vault> --granularity
Custom --recurrence-rule "DTSTART:20220101T000200Z

\nRRULE : FREQ=MINUTELY; INTERVAL=5" --snapshot-retention 2 -n
<my app_namespace>

S. EEMER L, SIEBE—SEERER LN ANAppVault CREEMERIIER BIEFAppVault CR, HEH
R AN trident- protect—appvault—primary—destination.yaml)o

6. WFACR:

kubectl apply -f trident-protect-appvault-primary-destination.yaml -n
trident-protect

7. T‘ BirsREt L BN BIER U2 BArAppVault CR. RIBERIFEIRMER. ZERPHVIRAI" AppVaultB7E
= /J_"Llﬁé“ﬁﬂ’]ﬁiﬂ

a. IEBEENFRCR)XEHEEM R (B trident-protect-appvault-secondary-

destination.yaml)o
b. EEEUTEMY:

* * metadata.name*:(required_) AppVault B TE X ZIRHN B, 1EIC RN RIR. EAEFIXRFR
FHNHMCRXH=5|ALLE,

* . spec.providerConfig:(required_)Zf&fEAEEIRHEIZF AR AppVaultFT R EEE . NEHIRHER
#64% “bucketName™ U R E R E AN ERIFME B 1@13_FFEJiEI’J{E lﬁﬁ%‘]?&f?ﬁﬁfﬁﬂ’JEﬂECR
XH£5|AXLEE, §xEMRHEREINAppVault CRSRAI. EFE " AppVaultE E X &R

* . spec.providerCredentials:(required )TZfiE ¥ {E A E R MIZF 150 AppVaultP & BV EREHER
5| F,

* . spec.providerCredentials.valueFromSecret:(required &R EIEEN K B Z1H,
* key:(required)E MHIEFNZ AN B X Z .
* name:(required) B E It FELEMVIEN R, S FE—mE=TEF,

* * spec.providerCredentials.secretAccessKey*:(required )T iR I0)iRIHIEFAIIHIRI R, BFR
[ 5*, spec.providerCredentials.valueFromSecret.name*,
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* . spec.providerType:(required ) TFHEIRMERFMDIAS,; a0, NetApp ONTAP S3. BFS3
. Google Cloudg{Microsoft Azure, FIRE(E:

aws
azure

GCP

BHS3

ONTAP S3
StorageGRID S3

C. FRIEMINEERXHE trident-protect-appvault-secondary-destination.yaml < 2

FHCR:

kubectl apply -f trident-protect-appvault-secondary-destination.yaml

-n trident-protect

8. EEFERE L, BIZ AppMirrorRelationship CR X4

84
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BoitliEm A TiE,



FFACREIEAppHREZR X&
a. SIEEENREBECR)XHHBHMG BRI trident-protect-relationship.yaml)s
b. FEEUTEM:

* * metadata.name:*(I4 ) AppiRfgR XHBENXZRRHZFR,

* . spec.destinationAppVaultRef:(required )ItEX NS Birsdf L BHARN AIEFEIAppVault
A FRITEL,

* . spec.namespaceMapping:(required_)BFrFlIReRE =B SMEN N FFZF CRAE X HY
[ 2R dn & == (8] L g,

* spec.sourceAppVaultRef: (required)Itt{BEXANS RN FTERBYAppVaultE FRICED,
* spec.sourceApplicationName:(required)Ltb{B# NS ST RN B2 CRAAE X VRN FBIER

#94% FRITAC,
* spec.sourceApplicationUID: (X)) IHENNSEERENBIEF CR B ENXBERNBAEFR
uID [TAD,

* spec.storageClassName: (F]i%) iR R EERNEMELEN BT, FHEEMNNPERESIRF
IR W EIEIZAIONTAPTESE VM, SNRKIRBEMSE, MBACERER EHNBIATFEHEE

* spec.reck MM : ENXUTCH Bl BERFMES EFRE.

YAML )

apiVersion: protect.trident.netapp.io/vl
kind: AppMirrorRelationship
metadata:
name: amr-16061e80-1b05-4e80-9d26-d326dc1953d8
namespace: my-app-namespace
spec:
desiredState: Established
destinationAppVaultRef: generic-s3-trident-protect-dst-bucket-
8fe0b902-£369-4317-93d1-ad7£f2edc02b5
namespaceMapping:
- destination: my-app-namespace
source: my-app-namespace
recurrenceRule: |-
DTSTART:20220101T000200%
RRULE : FREQ=MINUTELY; INTERVAL=5
sourceAppVaultRef: generic-s3-trident-protect-src-bucket-
b643cc50-0429-4ad5-971f-ac4a83621922
sourceApplicationName: my-app-name
sourceApplicationUID: 7498d32c-328e-4ddd-9029-122540866aeb
storageClassName: sc-vsim-2
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C. {FRIEMHIEERXHE trident-protect-relationship.yaml « MFCR:

kubectl apply -f trident-protect-relationship.yaml -n my-app-

namespace

FERGSITRELEAppIRE X&7
a. IEEFH A AppMirrorRelationship 3%, HIEIESHMESIRACIHFEFNER:

tridentctl-protect create appmirrorrelationship

<name_ of appmirorrelationship> --destination-app-vault

<my vault name> --source-app-vault <my vault name> --recurrence
-rule <rule> --namespace-mapping <ns mapping> --source-app-id
<source app UID> --source-app <my source app name> --storage
-class <storage class name> -n <application namespace>

ot

tridentctl-protect create appmirrorrelationship my-amr
—-—-destination-app-vault appvault?2 --source-app-vault appvaultl
-—recurrence-rule
"DTSTART:20220101T000200Z\nRRULE : FREQ=MINUTELY; INTERVAL=5"
——source-app my-app --namespace-mapping "my-source-nsl:my-dest-
nsl,my-source-ns2:my-dest-ns2" --source-app-id 373£f24cl-5769-
404c-93c3-5538afbccec36 —--storage-class my-storage-class -n my-
dest-nsl

9. (A] E)EEIRER L. RESHIXANRS:

kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

IS B AR R

&M Trident Protect, &RILUGERININ AIEFSKIERZEIBRER. MIRERFLEENXR, HIENARERFTE
Btngeds LB, SNRIREERF LRIV FAIERFIETEIETT, Trident Protect AR{EILIZN AR,

p

1. EEIREEE L, YRiBAppMirorRelationship CRX (40 trident-protect-relationship.yaml),
¥*spec.desiredState*FIEE XY Promoteds

2. {R17 CR Xt
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3. RZFCR:

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

4. (7] k)RR BN AR R L SIRFTE AR IR,
S (A EMBEEHKXRIVRE:

kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

ENRTHERBERXR

ENASIRERERBRUENXR. MITENRTIRER. RIGRNARFRRNERETHNNARRF. XER
S8 L IEEETHIN B PRMBEVE R E SR E T

TR R S E I BARER ERM AR, AEBEFEIE,
()  srssismias N B RRFNFRERENEE L.

p
1.\ ERERL. SIRENAREFIRE. XFrIHRBREEFNRERNEL.

2. (£Btr&EEE L, YRiBAppMirorRelationship CRX 4 (I3 trident-protect-relationship.yaml),
¥ spec.desiredStateFIfEE NN Establisheds

3. %1% CR X4,
4. IZACR:

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

o NREEBRER LI T AARIPIHRIREIFEERBNARER. BREBR. EARZHITIHZSH
EIRBE M

RAEHRTHERBER KR

RAEHRTHFRZEFRXAN. BIRNBREFRRANRNARER. MERFRNBR. TR ER
N T2 PR BBV B LR B T 3kKo

p

1. R ERER £ MIFRAPPIRER XARCR, XEEBIRMAR. MRMBETERN LEEARIPITL. 5
R EMIERo

2. BERRVBTIREERXANCRXENATFHEERKIGEEFX R,
3. WIRIVHT BAR(H9ATREEEF)ECE T R MAppVault CRS,
4 EE—MEEHLREERIXR. HERERMRE,
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RENAREFERGE

HIERZERF MY, Trident Protect 2N AIZF % EIBInFiEEl, FNS4SEHIERIGRFERRK.
Trident Protect ZfFIERN BREFHRHEEHEIBRUE, ARBHRERZEBTRNARER.

EXMIER T ERHRM BT

p
1. ERER L. SIB— P XHIRR:
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fEFACREIE X AR
a. Z2RERNBERFIFRIPREITR
b. l#Sh*%#1Snapshot CR314:

i QIEEBENXEBRCR)XHHIEEMRA (B trident-protect-shutdownsnapshot . yaml
)o
i. GO TEM:
* * metadata.name*:(required )BE X BIRHIZ TR,
* spec.appVaultRef: (required)tt{E 5 RN FFERFBIAppVaultimetadata.name = £ /T

o

* spec.ApplicationRef: (required)tt{EXAS RN FATEF CRX 4 HImetadata.nameF E&IT

o

YAML= 1

apiVersion: protect.trident.netapp.io/vl
kind: ShutdownSnapshot
metadata:

name: replication-shutdown-snapshot-afc4c564-e700-4b72-86c3-
c08abdbe844e

namespace: my-app-namespace
spec:

appVaultRef: generic-s3-trident-protect-src-bucket-04bobdec-
46a3-420a-b351-45795e1bbe34

applicationRef: my-app-name

C. FRHEMIVEERXMHfE trident-protect-shutdownsnapshot.yaml . MHACR:

kubectl apply -f trident-protect-shutdownsnapshot.yaml -n my-app-

namespace

fEABLTHRELIZXARR
a. IEXHIRIR. RKIESHHEERARFIES. Fla:

tridentctl-protect create shutdownsnapshot <my shutdown snapshot>
--—appvault <my vault> --app <app to snapshot> -n
<application namespace>

2. 7EREER £, XIFARBTME. REKARBAVRES



kubectl get shutdownsnapshot -n my-app-namespace

<shutdown snapshot name> -o yaml

3. EREE L, FAUTHSEK shutdownfapp.statues.appArchivePath*HI{E, HIZRXHRENRE—D
DBMAERZ, IFRRE—TFIIZEHNMERS):

k get shutdownsnapshot -n my-app-namespace <shutdown snapshot name> -o
Jjsonpath='{.status.appArchivePath}'

4. AT BIREEBF BT RS BERUERRE TS, FRA 1T LU

@ EHRFEEISSIENE25 P, BFEEEE "spec.promotedSnapshot 7ZEAppiEf& X RCRX {4
. HEEERENEE REIS DIRRHNEARLZT,

S MITHM R MEFBIS T B[R AEMBESHIEZZEF XA

6. TEFHVRERE R AFPITE,

&R

RASHIESHLTIRE:
* RZE S ANRIBIRN ATEFERKubbernetesF RS E— MR,
* B MIBRERIETRRN BIEFBKubermnetes B IR((REBPVCHIPV). aILUE E=EIERBTRN ATERFHIPod,
* XFlPodfa. BANBEFNELIEREBHHFETES.
* SnapMirrorx ZRHlf. MiEBITEMIFIR/S ES.
* LI R BIKubornetes R IRIG FE RTEXI A TR N FFZF XA E EHI M B EIE M X A FI R IRBHIE R,
* REEMEIES,

B AR SRS BIR AR R

fEMTrident Protect, ERILUBE U TS RFFITEHIEILZIREELIM HEMRE", FIMERIBEHAEHNT
fEMAZER, Trident Protect AN AEFENER (BFREAY) LORRNAER, AEBREERHME.

IR M E e R B 2 BATRI R R T8, W RIATHRE:

* MEPERZINST IR,
* RAEFHETEFIXR.

@ BIPRTIEENEMRTIRE. BAXRIEFERERBIREFENBIREENSIE.

* REERIGR.

p
1. TR MEHEL HEERBZEFX RIS E,
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2. TR ENBREFER S RIS R,

MRS K &
TR FER IR E R X R, MFNARFENXRE. SFER MRV ARERFZEREXR.

p
1. LA EAAERF L. BFRApPIRE XACR:

kubectl delete -f trident-protect-relationship.yaml -n my-app-namespace

{E B Trident Protect TN AIERF
&R LUBIE M E &SRR SR Z B A RN FME R Z BB RN AR,

@ IBNARRE. NiZNARFEENPFIERITERISIBZNARF—EIE. IRFELR
ERITER. WeaElRIEFPBEET.

BN AEFIRE
BEUTERTHRITEOMERZE. EIUBHITRENSEHNIERES,

efERIE—5E
RN ARFREIE—EH. FIRRBAEHHBEEEREIE—5%8.
p
1 BT g EZ—:
a. "Gl RAR"(F)
b. "Bl & 7"(RX)
2. ZR—EH L. RIBERETREBERED. FITUTREZ—:
a. "MIREREREIE" (R X)
b. " MEPIEREIE"(EX)

fEEIHthEeEs

ERNARFRERTRNER ITESHRRE) , BEREHLEEN, ARBENERITENES.

ERIRERERE L E % & Trident Protect,
()  cIuERETRERZEEHILARE ShapMiror S5,

p
1. "BIEERD"(EX)
2. BIREEBREH LB REFMHED ERECEAppVault CRo
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3. TEEMRER L, "MEMIRREIE"S

RNAEFMN—NMAEREIB R S — I EESE
ERILET R ENEREIEFER, BUARFMN—IEFESIBE S —MFEE.

BIan(MIERCRAHEBRZEA) -

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: "${snapshotRestoreCRName}"
spec:
appArchivePath: "${snapshotArchivePath}"
appVaultRef: "$S{appVaultCRName}"
namespaceMapping:
- destination: "${destinationNamespace}"
source: "S${sourceNamespace}"
storageClassMapping:
- destination: "S${destinationStorageClass}"
source: "S${sourceStorageClass}"
resourceFilter:
resourceMatchers:
kind: Secret
version: vl

resourceSelectionCriteria: exclude
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fEFACRIZRTRER

B

1. SIBBEEXFRCRNEHBEESEZ N trident-protect-snapshot-restore-cr.yamlo

2. ERIEMIXME. EEBEUTREM:
° o metadata.name:(required )t BEX RFEHBFR; FANEHIFREZE— I —BSENRT,
° spec.appArchivePath: AppVault P 7ZEREBABTHEERR. EIUERMU T RLSERLERR:

kubectl get snapshots <my-snapshot-name> -n trident-protect -o
jsonpath="'{.status.appArchivePath}"'

° spec.appVaultRef: (required)TZfi&RIRANBRIAppVaultdy & iR,

° . spec.namespaceMapping: X RIR(EHVIRRE a2 Binds 2 T EHMREY, &M "my-
destination-namespace &t "my-source-namespace NEIFIEFRAE E,

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: trident-protect
spec:
appArchivePath: my-snapshot-path
appVaultRef: appvault-name
namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]

3. (A& NRERFEERERFNNARFHRELRR. BERNESSHRHEEREMENZIRAIHIE

° resourceFilter.resourceSourcesionCriteri: (&R E) “include or exclude’ B F S & S HbR
fEresourceMatchers I E X BIZIR, AL FresourceMatchers 83U E X B IR HBRZR

* resourceFilter.resourceMatcher: resourceMatcherdt &40, MRIFHIHAFEN ZNTTE
@ CATBERORIREHITE, SR, M3 RA)PHFEEENANDIRIEFTTIT
o

* resourceMatcher[].group: (7] i%)EHiENHRIRNE,
* resourceMatcher[].KIND: (7] 3%&)EifikrE RIS,
* resourceMatcher[].version: (7] i%&)EHEHIZ RhRZS,

%

%

* resourceMatcher[].names: (8] i%&)EfiZEHZFIRRIKUbernetes metadata.name=FE&HHY

EZY S
* resourceMatcher[].namespies: (7] i%)ZEhikAI R IRHIKubernetes metadata.name > £
s R =iE,
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* *resourceMatcher(].labelSelectors *: (7] i%)&RAIKubernetes metadata.name=FE&AIFR
TR FREB, WHFAENX "Kubernetes 324", H40:

"trident.netapp.io/os=1inux",

40

spec:
resourceFilter:
resourceSelectionCriteria: "include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=1linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. FRERNEERXHE trident-protect-snapshot-restore-cr.yaml . WMFACR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

I LITRETRRE

1. BREBERFIEMERTE. FESHHEERNIFERIER.

° snapshot B EARANHRTEFIRERZFIT <namespace>/<name>,
° Itk “namespace-mapping’ S#{EH E S 2 REERFREENEEMITEIEA NIEHEIREN

“source1:dest1,source2:dest2’ &,

f5an:

tridentctl-protect create snapshotrestore <my restore name>
--snapshot <namespace/snapshot to restore> --namespace-mapping
<source to destination namespace mapping>


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

EI2Trident Protect H11T5)F

RITEBNE—MBEXERE. ERLKHEEENSRENAREFIITRRIFFEESE
7. flgn. MREF— T HBHRENARER. WA LUERRITERERR ZBIEEFREHE
FEES. AERRBTMEMESS. XFrURERNAERF BRI,

HATHERYRE

Trident Protect SZ#F LA T JLAAITEFEE, BEEURTENBIEITRL:
* FRRER

* REER

* WEH

* &inla

* ERE

* IR

MITIRR

BITHEIRRIPIRIER. BITHEFRUATIRFE A E:

—_

- AEMERN B E X RERPITIERH S AN AR LIE1T. ERLUREFELIBMETERRENBENX
BRERTEES. (BIRERIXEERTRTINFEE A RIEE AT E,

- WIRER, WEREXHRGKRE, "THREZXTEMTrident Protect EEE X fFRGUFLERIER"
- ITEIERIPIR(E.
- NREA. RERNX A RFIRAEIR RS

- AEEANBE IR EERITHBHRERANNE SR Lin1T, ErIUREFZEMZTESHRENEEX
BRIFEEN. EXEENERFENRITIRFRER R A EE,

a A W DN

NREIB S MERRERHITHES (B, FURIR), MEEFRIEXLEEBIRITIRF. B2, ATURIEFRZEE
RUEERARTITIRG. Bla0. AN REBFEAFREEEANEENRITINF:

1. BRITIIRIRET

2. BERITRRIREY

3. BERITEMAIRER

4. BRITEMDEED

() SEEEArERIERENEH. CRIRFRAER.

EEFHIERERRITHERA Z 8], MIBENE#ITIR, SR "kubectl exec” <&
C) MRS, FEEFFERERRTERE. EMRERARENESD. UBEREN—%. »
. EELUEN RIEFE R G =E. ERRBHEDR. ARNRNARER,.
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@ IR IREBRTHITES RN, EeLEMIBR T KubornetesZRilR.  MIXLE BB UG BIFETTIRER B 17 AR
E LR IR IR EH,

BEXEEXPITEWHNERZ IS
AN AREFALRITERN, BEERUT/LR.

* PITEBRNNERBIARITIRNE. FESRITEBRTLE|BE—MEZA.

* Trident Protect BRAITHF BRI A LIATHIT shell FIAMIE RS

* A KNRHIF96 KBo

* Trident Protect A1 TH# F & EMERITA X RBEMLES FEH TIRE. &M HIMERE.
BTFRTEmEER RS2 2AHETHNBEFNINEE, EItEMBERESRIEETE X

@ ITHEWIBEITA R E, WMRERXBENHITEBNS SN SIRBIRE. BREEEHEEBCE. NE

EHHRBIZEEFBEE. MAFEITXEES, XEWS. &RRRITHEDPERZETRE
REEMDETM.

HITHImIERS

TEAN AR ANSRERITESN. PIURRITERINmES. UEEEWELENSS. NTEMESESE
HERERASERGHNNARER. MEREEEH. BRI TRERTARNAE(GIMElasticsearch),
B imikes. ERILCIBRITHNTERERR LETHARE. EF—E=MEERNAR LIETHAR. MR
BMTHEIRS M mERR. NXERERFSEEEENNEETESER. 8T IITERRZSAUE10T
P pvin

ANEITEBNE NLIERMER ENFREAN KRR FNER, AW FSASNAEN, BFRERASSELE
BITHXERIMAS, SIEBRMENRANERENFER 2 (RE2) 18X, ZIEEAFSIFEEMLETIRFHRS

F3RVILIEES. B XTrident Protect FTEHITH FiT ISP I IENFRANEZRIFAES, BB "[ENIFERIAT2
(RE2)IBEZHF"S

@ NR G R Tia kR AR TR R e E R EZ RIE TRIITHES. HEERN RN BT
UFAREsR=ER. MR = EjhiEsd XN AT Biree& =i,
HITHRA

&A1 "NetApp Verda GitHubIE" . TF#iEH FApache cassandrilElascearchE & LN AIEFHESSHITHE
£, BAAUEERRFIHTBENAMESCHBEEXHITES,

BUEHITIES

&) LAE A Trident Protect AN ARRFEIZBEXPITHF. ERBAEMEE. EERBMGNIRT GELIZER
THFo
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fEFACR
B
1. BIEBEXZRCRXHHEEMB AN trident-protect-hook. yamle

2. EE L TREMUCEETrident Protect IS EEFAC S

° » metadata.name:(required )Lt BE X RRNET, BAENIMEEEZE— M E—HSENRT,
° spec.applicationRef: (required)EE1THRITIE#HIIN BIERFHIKubernetes & 1o
° *spec.stage *: (required)—NFRIEHR, IERHRITHEBNEIREHRENW M ERIETT. PIEEE:
-
ozl
° spec.action: (required)—NFFFE, IBTRHMITEBERHMITIRE, RIGIEENTAAITESTIE
23EBOLEC, PIRE(E:

= Snapshot

* &ip

RS
° *spec.enabled *: (A EERILHITEBNEEALRERREH. WRKIEE. MEIAME true,
> spec.hookSource: (required)B&base644RiIHIIEFR AN FERT SR,

° *spec.timeout *: (A] i%&)—MEF, BTFEXATFRITEBREBITZKNE(UD AR, &/IME
F1H. MRKREE. WEAMEN2573,

° spic.argeft: (7] &) ARITIEEHIEENYAMLEBET R,

° *spec.lt EcCriteria: (FI iEWRARENBVANETIR, SMMRRITERIRES. S§THRITERER
Z R LURIN10 MR

° spec.[t figCricera.type: (P] iE)WRIRMITHITMERSRBENFRB, JEEE:
' AR EIRRMER
" AERE
* BERW
= PodLabel
= NamespaceName

° spec.lt ftCricery.value: (A] i) FARIRHITHBHIESSHENFRIBRENRER,

YAML):



apiVersion: protect.trident.netapp.io/vl
kind: ExecHook
metadata:
name: example-hook-cr
namespace: my-app-namespace
annotations:
astra.netapp.io/astra-control-hook-source-id:
/account/test/hookSource/id
spec:
applicationRef: my-app-name
stage: Pre
action: Snapshot
enabled: true
hookSource: IyEvYmluL2Jhc2gKZWNobyAiZXhhbXBsZSBzY3JpcHQiCg==
timeout: 10
arguments:
- FirstExampleArg
— SecondExampleArg
matchingCriteria:
- type: containerName
value: mysqgl
- type: containerImage
value: bitnami/mysqgl
- type: podName
value: mysqgl
- type: namespaceName
value: mysqgl-a
- type: podLabel
value: app.kubernetes.io/component=primary
- type: podLabel
value: helm.sh/chart=mysqgl-10.1.0
- type: podLabel
value: deployment-type=production

3. fEAEMMEERCRXHE. MACR:

kubectl apply -f trident-protect-hook.yaml

A <LITRE
p
1. gUBHITH. RIESHREBRAFRHNER. Fli0:



tridentctl-protect create exechook <my exec hook name> --action
<action type> --app <app to use hook> --stage <pre or post stage>
--source-file <script-file> -n <application namespace>

FEIBITHITIEN

ERIF s TRITHES LOETIE. EEAEREEFTEFNENSITER. BFohTRITED. &F
BEFBEE. BERIMANR,

FHBTHITERESRMERTE:
1. gIBERED. LEOQRTWRERFHNHECEEN. MNMBEEBINEITUE
2. WEGEBITRITED

22
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fEFACR
B
1. BIEBEXZRCRXHHEEMR N trident-protect-resource-backup. yamlo

2. FEBE L TREM UITEER Trident Protect NS EF AL S

° %Tmetadata .name:(required )t BE XX RHATR; BAEHNIMEEEFE—HE—BSENZ

° spec.applicationRef: (required)ENEIE &% H BRI BIERFBIKubernetesZ 1o
° spec.appVaultRef: (required)fFfE&F BN ABIAppVaultdIZ FF.
° spec.appArchivePath: AppVaulthFEFDARBHERR. EaJLUERU TR SEKLRRER

kubectl get backups <BACKUP NAME> -n my-app-namespace -o0
jsonpath="'{.status.appArchivePath}"'

YAML):

apiVersion: protect.trident.netapp.io/vl
kind: ResourceBackup
metadata:
name: example-resource-backup
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name

appArchivePath: example-resource-backup

3. fEFEMREERCRX /G, MACR:

kubectl apply -f trident-protect-resource-backup.yaml

ERBLITRE
p
1. glE&E G, BiESHNEBRATIFERNES. .

tridentctl protect create resourcebackup <my backup name> --app
<my app name> --appvault <my appvault name> -n
<my app namespace> --app-archive-path <app archive path>

2. BEENNS. EAUUEEERAUTRAIGS. BEHRFTMR:

101



tridentctl protect get resourcebackup -n <my app namespace>

<my backup name>

3. W& EEL:

kubectl describe resourcebackup <my backup name>
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$28 . BITHITHEN
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fEFCR
il
1. SIBBEEXFRCRNEHBEESEZ N trident-protect-hook-run. yamlo
2. BT B U CEEB Trident Protect MBS A E
° » metadata.name:(required )t BEX RFENBF; BANEHIFREE— I H—BSENR
o

° spec.applicationRef: (required)ifafRIL{ESEED B 17 6)ERIResourceBackup CRAEYL
R *EFBFRLED,

° spec.appVaultRef: (required)ffRILESEELS B 1 EIERResourceBackup CRHR
#appVaultReflILAZ,

° spec.appArchivePath: F{RILESEEDS B 18I ResourceBackup CRH
AYappArchivePathITAZ,

kubectl get backups <BACKUP NAME> -n my-app-hamespace -o
Jjsonpath="'{.status.appArchivePath}'

° spec.action: (required)—NFRFE, IERHITEBRAITIRIE, RIGIEENEARNITEDS
TSRS EBILED, AIRE(E:

= Snapshot
- &
- RS

° *spec.stage *: (required)— " FRER, FBRAITHEHNERIEREINMNNENSTT. LES
BITASEEAEMMN RIS TIES. TIEEE:

" I
-l

YAML):

104



apiVersion: protect.trident.netapp.io/vl
kind: ExecHooksRun
metadata:
name: example-hook-run
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name
appArchivePath: example-resource-backup
stage: Post
action: Failover

3. EAIEMMEIEFTRCRXHE. MACR:

kubectl apply -f trident-protect-hook-run.yaml

ER<LITRE
p
1. QIR FopITHEBIETIERK:

tridentctl protect create exechooksrun <my exec hook run name>
-n <my app_ namespace> --action snapshot --stage <pre or post>
-—app <my app name> --appvault <my appvault name> --path

<my backup name>

2. WEPITEBSITIRS. BAIUESETIGES. BIHRIETM:

tridentctl protect get exechooksrun -n <my app namespace>
<my exec hook run name>

3. fikexechZs BITHRUBERZFMAERNNRES:

kubectl -n <my app namespace> describe exechooksrun

<my exec_hook run name>
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& Trident Protect
NREEMIABARARE IR, FTaEEEZFRTrident Protect 2H{%,

Ef%BRTrident Protect, BEHITUTHE,

P$IE
1. BIB&Trident Protect CR X4 :

D 2506 REBRSTRZUSE.
helm uninstall -n trident-protect trident-protect-crds

2. #%B&RTridentfRiF:

helm uninstall -n trident-protect trident-protect

3. #4&Trident Protect #34 =/8]:

kubectl delete ns trident-protect
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