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=1 Trident Protect

EIETrident Protect A5 R)IE &

Trident Protect £/ Kubernetes WEF A BHIAA)ITH] (RBAC) HE, FIANBRT,
Trident Protect et — P RAG A TRINREXEIFIARS K, WIRENERIBERZ
BRPSISENTEEXR, NalLiEATrident Protect B9 RBAC THAESR E XA HITHIX 5 TR
e R = |BYIAIRL,

EMEERIRARILUARENAG R TIEFAIR trident-protect. W LAIGR)FRA Hithdn & =ia]F Ay A
Bo BiIEHIMEBFEMNBAERNGN. BRECEREZSHNRADHIGERNNBEFRINEIXLER 5T,

HAR. EUAFEBAEERINSRZEPEZNAEFBIEEECRS trident-protect, EHEENAIE

iR = e e BN AREFHIEEIECRS (REMER. ESEXBENNBEFERNGZTEFRIENAER
HIEEIECRS),

BIERABEIA R EBE SN Trident Protect BENX B BEMNR, HPEE:

* AppVault: FEEEFMED BREIEHE
@ * AutoSupportBundle: YEfsin. BHEMEMEUEAITrident ProtectfiiE
* *AutoSupportBundleSchedule: &2 HEUE T

ERERIERER. 15FEFARBACIRFIEE R X BINRHIXTRAVIFIE,
B XRBACYUMAZHIFT ZIRFFRRAVIA D BIFME R, 1EBIR "Kubbernetes RBACS 14",
ABXBRSHEANEER, 52N "Kubbernetes ARSI 214"

5 BIERARFRIILIRAE

g0, —MERE—MEBEER. —ATRERPMN—AEHRAF. SBEEERNTHUTES. USIE—IF
1B, LIRS, TRAMEHAR B REHR DL S B d KIENER,

E1P: QR HRTEUEEENENEIR
‘I tIEen R =E. EUMBELEDBERIR. HEFIEEIEENLRX LSRR,

p
1. A IT2AREm R

kubectl create ns engineering-ns

2. NEHACIEHmETIE:


https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

kubectl create ns marketing-ns

%28 SIBFAIRSIK,. UESES TR ERPHNEFRHEITRE

TRIEMNE N FHRTRHRRMHT—INBRINRSKA . BENAESEAAFAIE—RSKP. UEERREREE
EENAZ ElE—F K53 Privileges.

p
1. RTIZACVERSK

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. NEHACIEMRSIKF,

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

B3 AT THRS K E—ER
ARSIK P ZIRATRARSIKFAHITEMINIE. MRME. ATLURAARMFRA ERH 612,

p
1. A IERRSIKF 2 — 1 E1A:

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. NEHRSKF SRR



apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

%4 . tliERoleBinding%t R LUE ClusterRole 3t R4 E EIF M ARSZ K

Z#ETrident Protect BY=8IE— N ERIABY ClusterRole 3%, 0] LUEI I A RoleBinding &1t
ClusterRole 487 ZIARS MK o

$IE
1. 3§ ClusterRole4fE E| TIEARSZ MK :

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. ¥ClusterRole4BE ZI EHARS M



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

58501 MEAR
MR RZ2 S EHo

p
1. WBIATEAF A AR TERR:

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. WINTEAP AR EHERIR:

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

$£64 . BT ItAppVaultit R ) AR
ERITEDNRBFHEEIETS. SEEERFEERZ TNAPE T AppVault3d REVIAENFR,

p

1. 8UEFH L AAppVaultilZHEYAML B, LR 3AppVaultdy AR, #ll. L FCRER T AP
FFAppVaultByif )R eng-user:



apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

2. QIEHNAMBCR. EEHEEREBR TG ATEPRERIRIHRNIR, F90:



apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. B3 H R FHRoleBinding CREUEANBRSBE ZIF Feng-user, 40:

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. I PRE B IEH.

a. RIANRAERTERAppVault RIER

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREFEMTFUTASRIREL:



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. Mt AP B S0 LUEREMB 1IE B GHIRIBYAppVault(s B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

TREFEMUTUATASRIRES:

yes

ﬁ:l:

ERHERT T AppVaulti PREV A F N iZBe S5 fE BN AIAppVaultt R T A2 R BUR EIRR(E. HEREERIE
DECRS R X ZIMNIERTIR. BRSBTS GHRBF IR,

B TridentRiFE R

& AT LUfEA kube-state-metrics. Prometheus # Alertmanager FFR T B 41% Trident
Protect fRIFHIZIRRIRERIR

kube-state-metrics fRS3 M Kubernetes API B{E £ RiiEtr. B E STrident Protect 55, rILIEREXIFIR
q:l /}?Jk?ﬁmﬁﬁﬁfm I8N0

Prometheus E— 1T EE, BB LUEIR kube-state-metrics £EHIEEE, HISHEMAXFXENRNS TFiF
iy-E’JTZE'\o kube-state-metrics #1 Prometheus HERM T —HM 7%, L& LUGEIEE A Trident Protect EIEHY
Iﬁ%&@%’ﬂ*”'{klu\o

LIREEBZ RS . FEEWPrometheusFTALZENER. HIEEBAZIEEREN BT,

Elk:bﬂ?%z':ll@ SHEEMESNXATA); EBREXNEHITEEXUTEENFERE. BXAKIRA
M3zHs. BB ES X!

@ * "Kube-state-metrics 4"
* "Prometheus3 14"
° lliaiu

1f5 Ainh} Ei

E7ETrident Protect Fie R RIEE, BEELREMNAIE kube-state-metrics. Promethus #1 Alertmanager.


https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager

Zi#EKube-state-metrics
A LIEFIHelm & ZEKube-state-metrics,

3
1. #MNKube-state-metrics HelmE&, #I40:

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update

2. ¥ Prometheus ServiceMonitor CRD [ A EI &8 :

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus-operator-

crd/monitoring.coreos.com servicemonitors.yaml

3. AHelmBREIZEAE E XX (IS0 metrics-config.yaml), EAILIRIEEMNFIEBEEX U T REIEE



metrics-config.yaml: Kube-state-metrics HelImEIXRIC &

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

4. BEIEFEHelmBE RF L EKube-state-metrics, F180:



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

5. BRI T IRBABCE kube-state-metrics, L&Y Trident Protect SERBIBE XX BEMTEFR: "Kube-state-
metrics BE X HRIFEXHE" o

Z%E Prometheus

& LU BBV AR EPrometheus "PrometheusZ 14",

LEENEERS
TR LURIR R AR ER R E IR "IER

$£25 . EERIETAUNREIE
LIETAR. CRESEEENNRIE

p

1. ¥Kube-state- metrics%Prometheus%EﬁZo “RiBPrometheusBi & X4 (prometheus . yaml)FH A NKube-
state-metricsfRSZ 15 2. H40:

prometheus.yaml: kube-state-metrics fR5Z5 Prometheus BI5ERK

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. figEPrometheus UG ZIRIEHE EIREIERE, HmiBPrometheusfiE X4 (prometheus. yaml)FHRIMUT
=i
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prometheus.yaml: [ Alertmanager &XiXZ#R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

ZR

PrometheusIR7E R] LA MKube-state-metricsUtEE 1617, H M EREERLEER. WE. EAUREMEZR
A& U IR R IEN B

37 EEEHRMERBEIT
BxETARENNEATEE. CREREMELRNEBIE LR ERNLEIE,

iR EHRK

UTREIEXT FNEEXZBFHNRERENSHIEKMNEINMEANTEEZR Error. EAILLBE XIELRFIL
LESZRVIFIR. HRLLYAMLER B S EERIEEE XM prometheus. yaml

rules.yaml: EMXXKKEIH Prometheus 1

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}

for: 5s
labels:

severity: critical
annotations:

summary: "Backup failed"

description: "A backup has failed."

REREERLENRHEMBEBELEER

BEEXGPIEEENNEE. SUKEREERIEENREMBELRXEN. FIaNEFHitE. PagerDty
« MicrosoftFIPA S B HIARSS alertmanager. yamlo

T REGRELIRERESS. LUERSHE NEEAIXEM. BEREENIFERENXIRG. BB HANER
1 api_url AERIF IR A {ERBYSIackwebhook URL :

11
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alertmanager.yaml: [ Slack & %X ZR
data:

alertmanager.yaml: |
global:

resolve timeout:

5m
route:

receiver: 'slack-notifications'
receivers:

- name:

'slack-notifications'
slack configs:

- api url: '<your-slack-webhook-url>'
channel:

'#failed-backups—-channel'
send resolved: false

4 ¥ Trident Protect 156
Trident Protect F =12 R AE
EE%E%DEFHEF? AE.

5 EL S X NetApp2 i1 E ARVE SRV R, BEEXRE
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EACREIEZHE
B
1. BIEBEXZRCRXHHEEDRA (U0 trident-protect-support-bundle.yaml),

2. RELUTREM:

° , metadata.name:(required )Itt BE X FRNRT, BAEHNIMEEEZE— M E—HSENR,

° spec.tiifik 28Type: (required) BFHERIIENEMZIHE. BERITHIEMZFFE. ITRIEUTC
BYEFR 12 R A IR4R B, FIRE(E:

* Btk
* Fop
° spec.ufE MBERBA: (AI BTFIRENEERZIFEERE LZTINetAppZFFit =, NRKE
TE, MBIAN false, AJHE(E:
= true
* false (ZRIN)
° spec.dataWindowStart: (7] i%t) RFC 33398 BHIFfH, IBEXFEFEENEIETON
FaR B EAFOETE], NERKIEE. MERIAN24/ 0\ 5T, EALEENREEOBIRZ7XA,

YAML):

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. %85 “trident-protect-support-bundle.yaml' E& IEHEMNXH, M CR:

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

ERBLITRELESSE
TR

1. SIEZIFE. BiEShRNEBRAEIFERMNEE, trigger-type MERTIUERESAE, TE
BEBITRIRE T QIERE], ATLE "Manual '3 “Scheduledo PRINKE N Manualo

a0



tridentctl-protect create autosupportbundle <my-bundle-name>
--trigger-type <trigger-type> -n trident-protect

MRS e
ERE—RERHOE, RLURHERSEFISHRRIIABR,

S
1. 243 “status.generationState EJ3X “Completed K%, ErILUERU TS MEERHE:

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. BXFERRIEHNAMEALS, KEFEMAIAutoSUpportE FIREXE H8r <

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

#E "kubectl cp MBI PHITER L HIZITE, BEERNEMME RBIRETSH.

FH L Trident{F1F
&BI LUK Trident Protect AR BIR#ThRads, LUIEZFHINEET B E HEIR

* MARZS 24.10 AHRES, FRHERENETTRYRIBAIAES R, HERIMASMEIEEREZIRR (8
LEFHREBEZITLIRE) o WMRARPEIRKRKM, &7 UAFohE)EHIRE LSRN A

EFREIRIP.
@ FERBERSE, ERUEARMBERFIEREIY, AREAREENER. B2, X
=FEFHRHAEERFIA T RIBIRER,

* WFRBERECERE, FHIRETMRAFIFEDN Helm Chart MREEENMABRECEFRH
A, ARIEEHNBEEX Helm E5% Chart AR E. EZES, BRI MLEEMERS

#ETrident Protect"s

EFHLKLTrident Protect, iEHITUTEE,

HIg
1. B Trident Helm7Zf&E:

helm repo update

14
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2. H#KkTrident Protect CRD:

@ WMRIEEM 25.06 ZFIHIRREFALS, WEEHITIF B, EX CRD IEEESETrident
Protect Helm B&H,

a. BTl E <% CRD FIEIEM trident-protect-crds & “trident-protect :

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}'
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":
{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}'

b. iZ1TILEF MBS “trident-protect-crds' EZK :

@ REHE trident-protect-crds' BIREA Helm, EFXEIREEMIBREAY CRD F{E{IFER
iR,

kubectl delete secret -n trident-protect -1 name=trident-protect-

crds, owner=helm

3. 4L Tridentf®iF:

helm upgrade trident-protect netapp-trident-protect/trident-protect
--version 100.2510.0 --namespace trident-protect

SR LU AR TR RECE AR AREIRIEE R . --set logLevel=debug FKkap
() 4. BABSESAN warn. RUEBBRASRA U, ENTTLR
Ej]NetAppi'Z?%Amblfﬁlﬂ A, EE&EIL;\ U_‘ZEEL“;JLFTO

15
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ENERNAEI RS, 23Kk, SRERABENGTE, ZFrBERaEL, WAREHEFE, BMRESR
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