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1i& - FDockerByTrident
ZRERBIIESHE
T T E R E S BRI ETR S, RS A SEEE Trident,

FIEEKR

s TN ER T HEFAEEX "EX',
* R ERETZHFM Docker hr7As, INRERY Docker iASBEIRY, "ZEHEME"

docker --version

* WIER S EAEEN L REMNEE M INEIRF .

NFSTH

ERERTENRERZNGLLENFSTA,

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =ENFSTAREMEDIAENA. UHLERSEEIEBNEY.

iSCSITH

ERERTENRERAANHTLRISCSITA,
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-

mapper-multipath

2. 197 iscsi-initiator-utils iR ZSZ &9 6.2.0.877-2.el7 HE=hRAS:
rpm —-gq iscsi-initiator-utils

3. BHEIRENFoh:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BRZEE:
sudo mpathconf --enable --with multipathd y --find multipaths n
@ ffafR detc/multipath.conf contains find multipaths no under efaults .
S. M4fR iscsid M multipathd IETEIBTT:

sudo systemctl enable --now iscsid multipathd

6. BEHB5h iscsI :

sudo systemctl enable --now iscsi

Ubuntu
1. RENTRERGE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. 17 open-iscsi lRASZEH 2.0.877-5ubuntu2.10 ES kA (FHFNFES) B¢ 2.0.877-
7.1ubuntu6.1 HEEARAS (XFTF Focal ) :



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF

sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(D iR detc/multipath.conf contains find multipaths no under efaults .

S. MREBREHIE!T open-iscsi M multipath-tools :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe &

ERERTENRERANGLLENVMe T,

* NVMeZEERHEL 98 = Ak Zs.

@ * YNRKubelnetes TT RBINIZIRA KA. SHENVMeR 4 EARER FERIRIZARZS.

R R BIRIZAR A E B BNVMet 4 BRI N,
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RHEL 9

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERERTENRERFNGLREFCIE,

* {NRI%iE1TRHL/Red Hat Enterprise Linux Core-OS (RHOS)M LT 5 5FC PVs&E&EH. 15

=

7£StorageClassH#E7E "discard mountOption A ITILAT T [B][E]UWR, 1EEIH "Red Hat X1
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath
2. BRZBE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(D ffifR detc/multipath.conf contains find multipaths no under’ efaults .

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. BRZBE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ fffR detc/multipath.conf contains find multipaths no under efaults .

3. #41R “multipath-tools' B2 B IF1Ei51T:

sudo systemctl status multipath-tools



TR ZETrident

i& A FDockerfy Trident®] 5i& F FNetAppEfi&ETF S HIDockerE SR AL EHIZEM. ©XIF

MTFEF A E Docker THMEFEMFRECEMEE, FHRH—MER, BTFERFRFNME
fthFa.

Z A TridentSLBI AT ARBIBSER —EN LIE1T. XA UERHEZEEIZ NMEEAAMEFMEAER, HeEBEEXBT
Docker HHITE(E,

EEBHNAS
BRI HERRHIESE" . BEH XSRS, BEEHE Trident.
Docker &G H7E (1.13/17.03 NESHRZA)

FIaZ Al

MREERTIFHES EPFERABZETrident Docker 1.3/17.03 ZBIAYARZS. 1BHR T LETrident
#HIZFHEFEDockerTiFEIE. ARBERRERNGZE.

1. {2 IEFR B ETEBTTRISEA)

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. E¥iB5h Docker o

systemctl restart docker

3. FRE X% Docker 512 17.03 (HhRZs 1.13 ) HEShRAS,

docker --version

NREHRABIH, "LENENLE"

pg
1. SIBECE XA H IR T R 8 E LT

° config ! BAAXHRA config. json , BIERILUERFMENEARZN, FEZERAXHRIEE
config &, MECEXHLIMMTENRY LR /etc/netappdvp” BRF.

° log-level . IEEAEICRAEF| (debug, info, warn, error, fal) o ZAIAMEN infoo,
° debug : FEEEEEAAXEEIER. BIAMER false . NRA true , MEBEZHELS.
I AEEEXHEE—MIE:
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sudo mkdir -p /etc/netappdvp

ii. BIERECE 4!

cat << EOF > /etc/netappdvp/config.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. FRZEEG RSB Tridents EEHR “<version> J & IE1E R RIEMFARZS (xxx. xX.X)o

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. FrafEATridentfE A BECE R4 HRITFE,
a. Q&R "firstVolume" %

docker volume create -d netapp --name firstVolume

b. ERBRBEICIREINE

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

C. flf&% "firstVolume" :

docker volume rm firstVolume



E4h5% (1.12 HERRRA)

FeaZ B
1. W{RIEBE L Docker RZS 1.10 HE S AR,

docker --version
MREHRRAETH, BEHENEE,
curl -fsSL https://get.docker.com/ | sh

2 RIS TR0 R hRASHYIR BRI TR S
2. BIRENENRSEE NFS # / 5 iSCSI .

il
1. LEFAE NetApp Docker ZiH
a. THHBREHENBRER:

wget

https://github.com/NetApp/trident/releases/download/10.0/trident-
installer-25.10.0.tar.gz

tar zxf trident-installer-25.10.0.tar.gz
b. #BohEIIEFERFEPHENMIE:

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

C. NECEXHEIB—MIE:
sudo mkdir -p /etc/netappdvp
d. BUEECE 4!

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. WETHEIHHEREEEX GG, FRMBNEE X4 Bo =X # PP #HE,
sudo trident --config=/etc/netappdvp/ontap-nas.json

() mdeEE. ZUSEHEFHBRIAEHHINtADP,

BrhFiP#ZE. @R LUEADockerip ST REIZMEIES,
3. plg#E

docker volume create -d netapp --name trident 1
4. BEhAZBYECE Docker %

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

S. MB& Docker % :

docker volume rm trident 1

docker volume rm trident 2

ERG BN B Trident

BXRETFRAFINARFHIRBIR TS, 1BE0 contrib/trident.service.example 7EGit repo. &
STRHELERILESZ . IBHRITLATRIE:



1. Bt EHZIERNIE,
MREFEEBITZANEG, WEBRTT N ERME—R R

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. 4RI, BOEER (55 217) ULRERmZEFZMAEEXHRE (58 917) URMENIFE,
3. EFMNE systemd LUENEK:

systemctl daemon-reload

4. BARS.
RABIETE * Jusr/lib/systemd/system’ BRFPAX KBNS, LEHRSBRIRE,

systemctl enable trident

°. BEhBRSS.

systemctl start trident

6. EERZ

systemctl status trident

() SUEERBTIME, BIET systenctl daemon-reload B9, fEE THRAHNEMH,

FEREENE, Trident

f&o] R e AHLKIEE FDockerfTrident. MIASXM EEFERNEFEEAFM, EHEK
T2, B—EFEERIREl. “docker volume IERIEH NG SREASHIN. NEBARERET
FEHE. HIEHEMETAL. EAZHERT, XREE/LH,

4k

HITU TS BHRIERF DockerfyTridents

p
1. FIHMES:

10



docker volume
DRIVER
netapp:latest

2. R

docker plugin

1s

VOLUME NAME

my volume

disable -f netapp:latest

docker plugin 1s
ID NAME DESCRIPTION
ENABLED
7067£39a5d£5 netapp:latest nDVP - NetApp Docker Volume
Plugin false
3. FHRIEM
docker plugin upgrade --skip-remote-check --grant-all-permissions

netapp:latest netapp/trident-plugin:21.07

@ Trident 18.01hREXL T nDVP, &N EHIZMBRIEFH LK "netapp/ndvp-plugin’ E| “netapp/trident-
plugin’BR{&,

4. BHREH:

docker plugin enable netapp:latest

o WIFERERAItEH:

docker plugin
ID

ENABLED
7067£39a5df5
Plugin true

6. WIFEERA .

docker volume
DRIVER
netapp:latest

1s

1s

NAME DESCRIPTION

netapp:latest Trident - NetApp Docker Volume

VOLUME NAME
my volume

11



WNRE MIBRRZATrident (20.10Z BIRIARAS)FH2RE Trident 20.108XEmhiids. NFTEEZIBEFE1R.
BEXFAGER, 1B85H "R MRBELEIR. WNZALES. ARMBRIGESG. A

@ EE@EIEEMIMIVEE SHR L EMEMNTridenthR4: docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

N
ITUU T S BENEE R FDockerf Tridents

T
1. MIBRIEGTCIENFRE S,
2. B PR M:

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. MBRIEM

docker plugin rm netapp:latest

ERE
e UE AR AR < U RARIER BIEE M TridentIRchiZF B ERMACIE. SefEMMIFRE

docker volumeo

ellfese
* EREARTR B SRS

docker volume create -d netapp —--name firstVolume

s RIEEBEHISE TridentSEfIM%E

docker volume create -d ntap bronze --name bronzeVolume

12



() mEREEEF ST, BERRHREFNRIAE,

* BERINNEAR/N. BZHUTRA, ERRENERFEE 20 GiB BI%E:

docker volume create -d netapp --name my vol --opt size=20G

EARNAFRERT, ZFNRES— eS8 TiEYE (fil: 106, 20GB,

3TB) o MRARIBERML, MAIAEN GRNBMAIURTH2H9% (B, KB, MB,
GiB, TiB) 5 108& (B, KB, MB, GB, TB) . HZEB{IEM2898ER (G=
GB, T=TB, ...) o

llESe
* GIBRERIE A Docker H—HEMIBRILS:

docker volume rm firstVolume

(D) @M soliarire-san BAREEY, LATOBSBIMI AR,

AT TS BFRIE B FDockerdyTridents,

RS

fEFBY ontap-nas, ontap-san, # “solidfire-san’ ZEIXEIFER, TridentA] AR EE. {FHEY "ontap-nas-
flexgroup'2%#& ontap-nas-economy FEhiZF A2 fE. MNIMBELIEMEECIE—MHBIRE,

* REELMEERE:
docker volume inspect <volume name>
* MR ECEME, XRFFHEIEMIRE:

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume>

* MELEMBARBEENE. HWIRERZCIERIRE:

docker volume create -d <driver name> --name <new name> -o from
=<source docker volume> -o fromSnapshot=<source snap name>

13



Nl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",

"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

paEIbiN=ielbe s Sy

MRBFEEPX. HETridentZIHEXH RS WEBLUERTrident *(X @12 B 281410 /MBI HIZ & (3
HeE) (B0, ext4 TEBETridentiAlaEUA ~ /dev/sdcl)o

IXhizRr T ARV BT

B FEREIZ A — AR AYEDR n, ER] LI IR SR e E X Lt sk B E X 455
BXERTEERENEFERRFRILD, BFSRUTRE,.

TELIRIRFHRREAXEETEFEE R, EmITRERFERE, €8 -o BEMFREETNE, XL
&= JSON ECE XA AFRIE.

14



ONTAP #&3%IN

NFS. iSCSIMIFCRYERIZAMEIELUTARR:

PRI
sAR

sTUETRE

sSnapshot S

sSnapshot Tl

splitOnClone

PUTMINEBUER T NFS * R * -

Description

BEHNRNRINT1GB,

TEENERES, RRIANFEE. BBYEN none (F51E
BPE) M volume (EHEH) o

32 E=% Snapshot BERIGSE NFAEE. HIAMERN
none, ®RA=BENAELIERE, BRIEEFEMREES
HITEH. BN EONTAPAZL LHAEE—R
A"default"BISREE. LLREESBIERFHRE /DS \BFR
B, mMNEERENHENSERE, JLUE SRR
EHEMRERPHE R KIS RBHREBIE

.snapshoto

IR ERIGIREBIMZIRE TR B 2 tbe BRIAMEH no
B, XEKREIMREIERT snapshotPolicy , ONTAP
1535+ snapshotReserve GEE RN 5% ) ; MR
snapshotPolicy 9 none , Mi%EE 0% . Ee]LIEECE
XEFRFRE ONTAP [SimigEEIA
snapshotReserve {8, HEIEHERB{ER ontap-nas-
economy. LISMIIFERE ONTAP [GimRYE Bl 1EI,

RS, RERERERE ONTAP ZEIMERE
wHDEME. BIMEA false. ERMEENFELEERE
o, RFECIERILAEREMEREDFS, K
NARKAIRE B EAREFENERNNZ. fli. 5
THIRER LT A RE0E. BRETERDNENHE
=il EtE&RFIIAMFD 7efEo

E#E LB FNetAppEIMZE(NVE); ERIAT false’s B
AR, HATEEEE RIS NVE MiFaIHEH
NVE .

MRESIHEATNAE. N7ETridentPECE RIS
#8345 B FANAE,

BXFAER, FEE: "Tridenttl{A 5SNVEFINAEED
BfEA"

REBRATENDEREE. XEREHIEEZENIFE

RS (R) HESBESR.

15
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il

unixPermissions

snapshotDir

exportPolicy

securityStyle

UTFMEDUE AT iSCSI * 1R * -

peirtd|

fileSystemType

spaceAllocation

)
BEUUTRA:

* BIE—1 10 GiB &:

Description

ET R FIEHINE RS IRENINR. FIABRT,
NIRBIEERN ° -rwrxr-xr-x , WUAMFERTE
0755 &/, HEB root HHFAEE. XEHEHFIER
eI,

BEIGE RN true HoliE .snapshot HRENE PG
AUEEINE R, BIMESN false. R RME
.snapshot RINBERT. BERLTFREARS., FLem
BR(BIAIE 75 MySQLEMR)TE LI T AR TR T
.snapshot BRA M,

REBRATENTHREE. FRINMEN defaulto

KERTFIHRENLZEER. RIAEN NIX . BNE
A UNIX M mi BINEER,

Description

BTN ISCSI EMXHRT, FAIAEN ext4
o BMEN ext3, extd Ml xfso

BHISE N false ¥XRHALUNKZBISECIIEE. BRIA
BEA true. RZHETEIARBEFHLUNT AIES
ENBf. ONTAP =mEFENAHBER, IFEITHE 781
ONTAP 7 EAMBREGER B ahEW=al,

docker volume create -d netapp --name demo -o size=10G -o

encryption=true

* QIE—HHRRY 100 GiB &:

docker volume create -d netapp --name demo -o size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* SIEBRAT setuid IS

16



docker volume create -d netapp --name demo -0 unixPermissions=4755

B/INEAR/INA 20 MiB.
MR KIETE REBINE BHIREBFEEE N none, MTridentiZERA0%HIIRIBINE,

* BUETRIRERE B LTIRIENEHE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* QIE— P TIRRREEE BE X IRIEFAE S 10% BE:

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

--opt snapshotReserve=10

* QIZABRIBEREM 10% BEXREBABNE:

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* {EF3SnapshotRIZAIEL. HiEZTONTAPHIZAIASnapshotFi E (@ E H5%):

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element R {4-%3%10

Element EM= B REEXBEHNA/NIRSHRE (QoS) L, SIESEH, RKER o
type=service_level' S TEHEESHRXELR QoS HEL,

£ Element IRGHIEFENX QoS FRZFRFNE—FT B E/DOIE—FRE, HiEESEEXHTRMNINKENE
N, BARMEL IOPS,

Htt Element ZX{HE 02 ETEIE!

1IN Description
sK/ HEHAN, BN 1 GiB SHEESH.. . “defaults”
: {"size”: “6G"}

17



I Description

AN fiEF8 512 8¢ 4096 , BAIAA 512 SECERH
DefaultBlockSize o

Nl

BEERLUTEE QoS EXRIRFIACE X 4!

"Types": [
{
"Type": "Bronze",
"Qos": |
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

FELERERER, BRINE="REEX: 9, RENEHE, XEIMEEE.
* 8 10 GiB &5

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G

18



* 8l 100 GiB Hfi5:

docker volume create -d solidfire --name sfBronze -o type=Bronze -o
size=100G

LI&* E ITAN
ERI LS B S AR B 1THEH R, WS BSRY757ARIZETT Docker fAFRY A TR

gk BiS LU TTE R R

PR
1. MREEEERARNNIEEREG A ZBEMERR Q)BT Trident. BERUW TAREEXLEREY docker
plugin:

docker plugin 1s

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

o B EIEREFN N 2 IF TSR Z R, WRERIXERE. el AEAEREEIER.
2. gFﬁﬁﬂﬁtElu\laiy i%z & Eﬁﬁ?ﬂﬁ\?ﬁulﬂ%ﬁ'ﬂﬁﬁzi

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true

HE, TEREEFNERTERBEHNATIER:

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

docker plugin enable <plugin>

19



3.

MREEEN LEBITHBIXERE. MENWPEEREE /var/log/netappdvp BF. ERRAERHE
FIEHE. BIBTE -debug BT,

— R R HERR IR T
- HAPBINSENRRREETY, SHEEEANAL. NRREXMER, ERRLEREBIEEN

, BRIEZBINTER:

TFPHZNEIZRMA . $8F] unix /run/docker/plugins/<id>/netapp.sock . connect . no
such file or directory

XEREREGTERE. FIENE, ZEGENRT2ENAEIERINGE, ATUEEISEHAIEBREINAS

ia]d

* NREE PV BEHEIR SR LA, EHR rpcbind BEREHIERIET. WENIRIERKERFARIR

HEEESE, HINE rpcbind BB IEFEIETT. ERILUBTIEIT systemctl status rpcbind EHFN
TRIGE rpebind ARSZ VIR,

EIEZ M TridentsSL{F)

NRFEFLEERHEHZSNEMEEE, WEESZ Trident 25, ZNEFINXEIET, TN
LIk Trident BY, RS {LIHHER © -alias’ 1EINEY ° -volume-driver’ JEI A EHIRHAR
[EH92 FRo

Docker £ &G (1.13/17.03 HEShRZA) HHE

1.

2.

3.

20

BEEER 2 MEE X AR E— KA,

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json

BESE S, EEHMAIBMEEX .

docker plugin install --grant-all-permissions --alias gold
netapp/trident-plugin:21.07 config=gold.json

IR RIEE NIREHIZF R MHYE,
e, WFEEE:

docker volume create -d gold --name ntapGold

fpan, 3FREE:



docker volume create -d silver --name ntapSilver

&4t (112 HERRE) WPR
1. 5/ B E XIEEHTER ID BEIAA NFS BB

sudo trident --volume-driver=netapp-nas --config=/path/to/config

-nfs.json

2. FAEENXEEIER ID BEhAH iSCS| & IEH

sudo trident --volume-driver=netapp-san --config=/path/to/config

—-iscsi.json

3. N MIENIZFSEHIECE Docker %!
f5lan, X+F NFS :

docker volume create -d netapp-nas --name my nfs vol

540, x+F iscCsl :

docker volume create -d netapp-san --name my iscsi vol

TFHEHC B LI
E5 N ERTERTident BN AR %M,

£ RECE IR

TIeFERMNMERETE. XLEAREERMENERTFFAE Tridentfid &,

JEIN Description el

vehRZs FEE XA = 1

storageDriverName FHERSHIZFF B R FR ontap-nas, ontap-san,

ontap-nas-economy,
ontap-nas-flexgroup,
solidfire-san

21



1PEI0 Description T 5

sTRIERIE EEMAPNERISR. PAINME: staging
netappdvp o

limitVolumeSize EXRNALERS, FIAE: (R 109
SR 1 L HE)

FEMTERERER storagePrefix(BIEHIAE). BINBRT, solidfire-san’ IRshiZF G2
BILIGE, MAEMAIS. NetAppi2il3iDockerSBETEMIFEMMAID. HEIEAIEEDERE
1B HRIRRB0E R BB EIDockeriR A, INEHTZRH S BRI FHETEH R M AKIE.

&R LUE AR NETRE QNS N E EIEE X RN, s ETERTFREIEHISSRE, AXNMISERIA
EX/NBRG, S0 ONTAP BLE—T5,

1PEI0 Description el
sA/ WMERRNERIAKR D BUAME: 16 106
ONTAP fcE

fR7 bR BECEEZIM, EEA ONTAP BY, EB] BAEER LA R INRIED,

vl Description 5

n®E B H ONTAP &E12 LIF B9 IP #hlit, #&8] 10.0.0.1
IeETeREEZ (FQDN) .

dataLIF Y LIF BY IP ik, 10.0.0.2

* ONTAP NASIRZHIZE*

: NetAppf2IFETE dataLIF,
MRFKIFHUEEEBER. N Tridentf
MSVMIBEREUGELIF, &ErTLUtE
EEATNFSEHIZEMNT LR
EiHA(FQDN). LUESIZER
IUDNS3EEZ N dataLIF Z [a]#
TR ETE,

SAN ONTAPIREHIEF: EE B
FiSCSIsKFC, TridentfEA"ONTAP
M LUNBRET R IR ZHRRR
JEFREMISCSIEFC LUN, 3N5RER
MENX. MEERES dataLlIFs

sVM E{FFAY Storage Virtual Machine  svm_nfs
(SNREE LIF REBE LIF, M7y
WAIRTN)
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1PEI0 Description T 5

BR& BT EEIEHEEENERE vsadmin
=i BT EER L &ENED secret
Ba EMENRS (ALk; WRIKET agorl

RE, WRITEHESEL SVM) .
FtF “ontap-nas-flexgroup JX5HFE
Fr. kTG 2R, 2EZASVM
HPFER SR FECEFlexGroup

[e]

limitAggregateUsage ok, MRFREBILESL,
NECE XY

~J
ul
o°

nfsMountOptions JINFSEHEIATUATTIEAITH]; PA' -0 nfsvers=4
IAN"-0 nfsvers=3", {ViEAT
‘ontap-nas 'l “ontap-nas-
economy RopfEF, "15E LI
B NFS EHEEEER"(FEX)o

igroupName Trident2 /N T R OEMNEIE netappdvp
igroups’ A netappdvpo

BT REE RN E S,

{iEFTF ontap-san JRafiZERF,

limitVolumeSize AIERMETRAE A 300g

gtreesPerFlexvol 8 FlexVol 95K qtree FUMTE 300
50, 300EEA, EAIAEN 200

o

*FF ontap-nas-economy JXEf
. WEARITFEENX S N qtree*
HIER A FlexVol ¥,

sanType *NZ#F ontap-san WREWfERF. * iscsi IRAT
BFHiscst.
‘nvme ' NVMe /TCPERETFYLH@E
B “fcp SCSI (FC) &R
“iscsio

limitVolumePoolSize * ontap-san-economy ontap- 300g
san-economy X Z FHIREITEF. *
FEHIONTAP ONTAPLFE!
FIONTAPLE F LR phFz
BIFlexVol K/
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TR LUMERRANETRE R LZNE N E L iEE X kT

sSnapshot R

B

sSnapshot iy
=4

splitOnClone

e

unixPermissi
ons

snapshotDir
exportPolicy

securityStyl
e

fileSystemTy
pe

DERBE

skipRecovery
Queue

/=30
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Description

TEIFAEIRI; none (FFEIACE)H volume (F)
EFARISnapshotKrE. EXIAN none

?apshoﬁ‘ﬁ%’a’ﬁﬁtb\ ERINEA" LUIZZONTAPERIA
f

BIZRERNEEMRRIFS . BUIAN false

E#E LB FNetAppEIMZE(NVE); ERIA false’s B
EAILLIE, TSRS EIRTS NVE BiFaIH B A
NVE o

MRERIHBHETNAE. NETridentPEEENEAE
#33% B FANAE,

BEXFAER, FEF: "Tridenttl{AI SNVEFNAEED
BER"

N FEEERNFSE. NASIEBIEIAN 777

BTFiHR B ZAINASIEIR . snapshoto

EFEAMINFSEFHEREAINASIETT, ZXIAN default

AT ihr] EEEENFSERINASIEDL,
NFSE#F mixed Ml unix Z2ER. BIAMERN

unixo

SANIEEIEIZ M RAREL. BIAN extd

BEANDERE, BIAN noneo

WipRER, SdEFMERRIMERY, IZEIMERE.

Al

false

true

777

FFNFSv4. A"TRUE"; ¥
FNFSv3, 7y"false"

default

unix

xfs
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‘ontap-nas ' #M “ontap-san WEIFERENE N DockerERIE—ONTAP FlexVolo
ONTAPXIFENEBH TR ZIA1000 FlexVol. B ERE12. 0001 FlexVol HBINRENDockerE
EXRFTEUIEF. MZEBEFEEENASHRAAZE. EHNE ontap-nas BF
FlexVolIBHEMINEE. BliNDocke r BRI EIRBHTEIE,

WRFRFEH Docker BB FlexVol FREIFTBERLARISER, 151%&#F ontap-nas-economy" 8 ontap-san-
economy" XENFEFo

LIt “ontap-nas-economy IREHIEF & £ B E IEHIFlexVolE ¥ Docker& 832 JJONTAP gtrees. qgtree HIH™
RBeeizaFIt, SMEBETRRZAYE 100, 0001, SMEBERZOE2, 400, 00014, {BFLIS
BE2ZEIRM, 1Z ontap-nas-economy IXEHFEF Az 3FDockerE& fil E IRIB DL 7e b,

@ Docker SwarmB iRz #51lt “ontap-nas-economy IR&NFERE. EADocker SwarmASEZ N1
R ARSI,

It “ontap-san-economy IXEHIEF S 1E B I B EEHIFlexVol B HE MHEDockerE R AONTAP LUN, X%, =
4 FlexVol FEARNPRF— LUN , FHEBILUA SAN TIEAHIREE T B, RIBEHIETINTE,
ONTAP &M EE 5% H1F 16384 I~ LUN . HTER TER LUN , FILIIRENFEFS23F Docker HHEIRIR
T,

1#6#% “ontap-nas-flexgroup” — M IREHIEF KIS BN ENHITRIERE . ZEATESEKIGSHTHZIXH
HIPBZEEl, FlexGroup Hy—LEIBAB FAAGIEIFE AI/ML/DL , KEIEFM DT, WEWE, R, XEEFEEE
%, BEEFlexGroupERf. Trident=ER DAL SVMBIFTE RS, Trident FHY FlexGroup XFEFEEFRIUT
BI:

* 2% ONTAP 9.2 S E SRS,

* BIEASUESEY, FlexGroup X3z NFS v3

* BN SVM B H 64 il NFSv3 FRiRfT.

* BINEYER/)\FlexGroupF{ 5/& AR/ 100 GiB.

* FlexGroupE A2 F5e &,
B XIERTFlexGroupBIFlexGroupfI TIEREHBIER, 1B " (NetApp FlexGroupHE iz ESLERAISLHEIER)

o

BER—IFRHRESREN AR &, EAILLBI1TZ 1 DockerEiittsl, EF—NMEMR, Z—1

ontap-nas-economy € “ontap-naso

TridenttY HE X ONTAPH &

ERI AR Privileges IR {RBIONTAPEEE A . XIFFALMERAONTAPEE R ABAE TridentFHAITIRIE. MR
ETrident/RECEFEERAF R, NTridentiFEAEEIZRIONTAPEE: A & RN TIRIE,

BXEUETridentBEX AEINFAER. BEN TridentBENX BEEME"S
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{EFHONTAPS TR E
1. FRAUTHSRERAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BRBMSIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F3 System Manager
EONTAPRAEIESRTHRITUTHE:

1. PIZEEXAE:
a. BEEEHAFICIEEENX AR, 1HIXE Cluster > Settings*s
g)EESVMé&%UﬁUEQEX%é\ IR 171#E> Storage VM required sSvM>>i&E>HFHA
b. 1%4%*F P M A B EZ A& KB ().
C. YA TIEE R,
d. EXFAERNMN, AEEE*Save®
2. BAEmstEITrident user: +7E*Users and Roles*TUE_ EHITIA T H
a. f AP FEERMER+*,
b. EIZEFMFENAF S, AETE MIRER N rouser I E— 1A,
C. BEREFS

BXFMAES. BFERLUTRE:

* "HTFEEONTAPHEEXABR"H"EXBEXHE"
* ERABNAR"
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ONTAP E2& X415

<code>ontap-nas</code> JXEHFZFHINFS 1]

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code>ontap-nas-flexgroup</code> JXEHFZFHINFSRA!

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",

"exportPolicy": "default"



<code>ontap-nas-economy</code> IXENFEFHINFS 1!

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code>ontap-san</code> JXENFEFAJISCSI 1]

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code>ontap-san-economy</code> IXENFEFHINFS 1]

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"
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NVMe/TCP <code>ontap-san</code> JX&hiE % 1l

"version":

1,

"backendName" :

"storageDriverName":

"NVMeBackend",

"ontap-san",

"managementLIF": "10.0.0.1",
"svm": "svm nvme",
"username": "vsadmin",
"password": "password",
"sanType": "nvme",
"useREST": true

<code> ONTAP —</code>IREHiEF IR FFCHISCSIR !

"version":

1,

"backendName" :

"storageDriverName" :

"ontap-san-backend",

"ontap-san",

"managementLIF": "10.0.0.1",
"sanType": "fcp",
"svm": "trident svm",
"username": "vsadmin",
"password": "password",
"useREST": true
}
Element {4 ACE

MRT2REBEEZIN, 7EEH Element 244 ( NetApp HCI/SolidFire ) B, & BT LAfE X EEIEIR,

WET
I

7

sVIP

Description

<a
href="https://&lt;login&gt;:&lt;passw
ord&gt; @&It;mvip&gt;/json-
rpc/&lt;element-version&gt"
class="bare">https://&lt;login&gt;: &l
t;password&gt; @&lt;mvip&gt;/json-
rpc/&lt;element-version&gt</a>;

iSCSI IP itz

5l

https://admin:admin@192.168.160.
3/json-rpc/8.0

10.0.0.7 : 3260
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1IN Description

FHP B FR E{FEFM SolidFireF FAF (1R k&
HE, MelEE)

InitiatorIFace ¥ iSCSI m=ERFINIERINEORY
, JRIEEEO

it QoS #3E

LegendPrefix FHRERY Trident £EMFIZE. IR

I(ERMNE1.3.2 Z18IkRZs

B TridentH M B ERITHLR. T
FEIRE I EABEH @I volume-
name/5 /M EIEYIHE,

solidfire-san JXEIFEFAZHF Docker Swarm o

Element 4B & X 4Rl
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docker

default

BB LT RE

netappdvp-



"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 )& PR
B %I Trident’5 Dockerss & BT M A AR HIAOE S,

¥ Trident Docker S MIBRRAALKE 20.10 RESHRAESZSHALRY, HEFEE
U e B R iR

GBS AR
1. 2R,
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docker plugin disable —-f netapp:latest

2. MBRIERM

docker plugin rm -f netapp:latest
3. BTIRMEENING config BEREHREREN

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

RPN EKEXNNE LN 2 N FER.
@ XE Docker EFIHHIRTl, BPIHESBENFRBIRMERE Windows B1R, "EE IR
25773",
Docker SwarmMI LT A ETrident T 2 N E N EEFM IR oIIEF A S IR,

* Docker Swarm BFifERERFFMIESE ID EAEE—EIRRRT.
* HiEREFRLZEET Swarm £BFHNEN T S,

* B (B Trident) X AT SwarmE B PN E N TR L8IREIT. HFTONTAPHY IEA TN LAKRAH ontap-
san WENEFHTIES I “ontap-nas. EflE2M—REBEXLERE TEITHREIER.

HRPoIEF 2R EFAFAFNANTI. XEFFTEISBANEMERBAES. MKBHEHN"RRE
E" i, Elementt—IRIHEE 24 B A BN ZTEIDFRR.,

NetApp B Docker FIBAEH %, BB EMTRETRIFHRAILUIRA,

MR EFE FlexGroup , MTEE -/ FlexGroup EE— 1M EHZ N5 EAER FlexGroup
MEINE ST, ONTAP RZECE % 1 FlexGroup .
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