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Azure NetApp Files

Ao & Azure NetApp Files [Fim

&ET LU AZzure NetApp FilesER & A TridentfVGim. & A] LIERAzure NetApp Files/gimiE
ENFSHISMB%E, Tridenti®ZHHERIEE B 19X Azure Kubnetes Services (AKS)SEEf#1T
EREEHE,

Azure NetApp FilesIRapfZFi¥4E S

Tridenti2f T LA FAzure NetApp FilesTZ IR EIEF RS EEIHITIBE, SIFMNIHRIEREE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IRohiZF Y EIRT ZFRYIARIET T RS

azure-netapp-files NFS NERSE Rwo. ROX. rwx. RWO nfs, smb
SMB P

AEEM

* Azure NetApp FilesfREZ AR+ \F50 GiBHIE., SNRIFEKRMER/. Trident= BnitliE50 GiBE,
* Trident{¥ 235 E FIWindows T & _HiE{THIPodHISMBE,

AKSHZE G )
TridentXz#F" <& 517"Azure KubnetesfRS3 58, EF AT ESMIRENELZIESIE. B
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* ZE T Trident, EFEFEEIETE "Azure" B “cloudProvidero

Trident & T

EFATridentiZ BT L& Trident, 184%4E tridentorchestrator cr.yaml LUSIRE
‘cloudProvider /4 “"Azure", BIUl:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

Zfie

3
U T RAMERIFIZEE £ TridenttE R 2E cloudProvider Elazure “$CP:

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

U TR ZETridentHEIREIRE cloudProvider ' 4 “Azure:

tridentctl install --cloud-provider="Azure" -n trident

EATAKSH=E %

BT =B 5. Kubnetes Podr] LUBEE N TIERAE B 71T B IRIERIFRAzure ZIR. MAEIREAEH
MAzure 18,

BEAzureRIBAR SR, B

* EAAKSEE R KubbernetessE 8%
* TEAKS Kubelnetes& 2 FERERI TEf EH S {5 Foidc-Issuer
* B&R%ETrident. EAEHE “cloudProvider B F48%E “"Azure™ # "cloudldentity §E TEf1 EATIRAY



Trident =&

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE
‘cloudIdentity ' I&E ‘cloudProvider '/ “"Azure"
azure.workload.identity/client-id: XXXXXXXX—XKXKXX—XXXKX—XXKXXK=XXXKXXXKXXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit
it
FERAUTIMETEIRE =iRBiERF(CP)F* = B4 (ClyfrE8E:
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

T RANELE TridentHHEAIFIE T
SCI'I®E ‘cloudIdentity:

2188 cloudProvider NAzure $CP. HEANIBETE

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. # cloud-identity $CI:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1y
"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location Z/DEE— "FIkFM"s BTrident 22.01BHE location EHEEHWECEXEGTIER
WIEFEE, RIS ENMIE B2,

* LI cloud Identity iBIREX “client ID MA"FFSDECRIIEE B9 HIEPRIEELLID

azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXo

SMBEHEMERK
FZo|ESMBE. EHNIMAER:

* BEZE Active DirectoryHiZE1%E|Azure NetApp Files, iE5 I "Microsoft: BlIiEFEIEAzure NetApp Files
#YActive DirectoryiE#z",

. —AKubernetesﬁﬁ\ HAEE— M LinuxiZHIgs T = UK ZED—1NBE1TWindows Server 2022F9Windows T
ET A, Trident{XZ1FEE | WindowsT &5 _FiE{THIPodBISMB%,

* B/b—1EE&Active DirectoryEHEM TridentZ 8. LU{EAzure NetApp FilesB] LA [EActive Directoryi#17 &%
IE, 4R A smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEE AWindowsRSZHICSIKIE, ACE csi-proxy. 1BEM "GitHub: CSIHTIE" 8¢ "GitHub: i&F
FWindowsHICSI{LIE" & FEWindows_Liz{THIKubernetes T 50

Azure NetApp Files [5ixAC & LA
T #RIEF T Azure NetApp FilesBINFSHISMB/GIRAC & I H EE B & R,
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[EUmEC BT

Tridenta] FREHNEIHEE (FW. EIMME. IRSEFNFME)EBERAUETRNAE M EEIEAzure NetApp
Files®. H51ARIVARSHRHFFRIILAD,

Azure NetApp Files/Gimte it 7 X LA BT,

S

vehRZ
storageDriverName
backendName

ssubscriptionIDo

AR 1D,

ZPFU% ID,

clientSecret o

sARSZ 45!
&

resourceGroups

netappAccounts

REM
virtualNetwork

ssubnet

Description Default
B 1
FHERTNIZRFRY BT "Azure-netapp-files"
BE X B F /e WEhiZF R AR + " + A F AT

Azure 1TIEABITTIR ID

NREAKSER LERATREM
IR M9RTE,

N e EMRIES ID

INRIEAKSEE: LERIEER M
=M. WEnk,

N R EMRIE PR 1D

INRTEAKSER LERE ST

=B WAE,

N FRtE R MR RE P iR A

INRTEAKSER LERE RN

=B WAE,

st , SR X BR 22— " (FEAN)
B ISR Azure LB E TR

NREAKSER LEATREM
IR MI9RTE,

BAFmEeAMARNTRATIR "I" (EimiksR)
RAFmEE LI AR NetApp tKF "[]" (FCTHikes)

LIS

BFmEBLAMFRNAEMTIR " (Cimikss, B
BEEIRFMBYEIANLERI R R

£k

Microsoft.Netapp/volumes HY

FRIRY R



=K Description Default

WZEIHEE — N &N —2HvNetIhEERTRER
Basic 3{ Standard. M4ZINEE
EEFRBEMXEB I, FIREREE
TR ER. 18%F
networkFeatures 1RFXEHAILL
IeE. NM=SHEREXMK,

nfsMountOptions FEELRITHI NFS $E33%E, SMBEE "nfsvers=3"
ZrE, BERANFS 4.1558HE. 58
¥E nfsvers=4 EIES DIRAVES
EINFIRAIEENFS va.1, 1FESER
EXHIgENEHRN=BEE SN
Ao B A% B B EEIN,

limitVolumeSize MRIFEKRMEANEILE, WEE " (BRIAER T RREISLHE)
=N
debugTraceFlags WEEHBRN EERNERINS. &~ T

B, *\ {"api": false, "method

. true , "discovery": true} ",
PRIEEEEHITHIEHRH T EIF
%@E’\JEIE'E\EF%, BMEERLETH

BEo

nasType ACENFSESMBEEIE, kM EIE nfs

nfs, smb HAT. FIANER T
BZENTRRNFSBILBEANT,

supportedTopologies oIt i in 2 R RV X AN X35 Y 51

xR, BXIFMAER, BER 4

CSI $ah,
gosType F QoS KA BEhEFnb. Bzh
maxThroughput REMTFHNRAETHE, RUN 4 MiB/sec

MiB/F). XEZ3FFE) QoS BEM,
()  axmemsmdaEs. S0 TREAze NetApp Files BHIRLTEE",

FRE R ZER

YNRELZEPVCETURE"No Capacity Pools"(RILEIFE M) IR, WIEBIN AR EM FIaER A XEXBIFRRNIR
MBTR(FM. EIANE. SEt). MRBATEIE. TridentiFiERECIRGHITLIMNAzZUre iR, WIERSE
EEEREYENAE.

BME resourceGroups, netappAccounts, capacityPools, virtualNetwork, # subnet RILAfE
RRERMATLRERMEIEE, ERZHERT. BIERAT2RERR. ENEIMAIUSZ I ERRIRL
Fco

@ INREPALE S5 Azure NetApp Files(ANF) KA L FARRNFIRAH, WEEERIRFRAT!
KBS, B EIANLEIEE FIRE,

o resourceGroups, netappAccounts, #l capacityPools {Eeislhites. B TFRBAM—ARERES
AtEEEHETANZR. HETUUERAEGHRIEE. T2REAMEAUTHE:
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Type 3o

Resource group < RIFA >

NetApp M~ < &R >/< NetApp T >

AEM < FIR4H >/< NetApp 1K >/< REHM >
REHARILE < FIRA >/< ML >

Subnet < BIRA >/< FIRLE >/< FH >
LiE

TR LUBE R AL B XAV ER 7 RIS E U P IETCRIZHRIFINE R E, FEN [RHIEE] THIFAER.

B Description Default

exportRule FENSEHFN, "0.0.0.0/0
exportRule Mg U CIDRERRE
RTRBERIPv4IIESIPv4FMLH
BES2REYIR. SMBEER

o

snapshotDir 1= .snapshot B RBIA] 1% 3FFNFSv4. A"TRUE"; XF
FNFSv3, 7y"false"
sKIN EREARN "100 7 "
unixPermissions MENUNIXRPR@AD/ GEEIEE) "™ (FusIheE, FEEITEPTIN
o SMB&EERE, HEZ58)
THIERE

UTRAIERTRAZSHEHRBANBRANENESELE, XBEXEHRNRESTT .



RIREE

10

XEANNRIEERICE. FHRIEER. Trdenta2 KMEFRECE N BEZIKZAAzure NetApp FilesBIFR
ENetApptk P, BEMMFW. HBENEFEREEEF— NN FM L, BT nasType BET. Eit
2 nfs WARNEE. EREANFSEEE,

HERINIFFIaERAzure NetApp FilesHZIXF LR, IHECERIEMBERE. BXfrL. EFENFREC
BENESREFINTSER R E,

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



AKSHIZE B %

WEIREEESHINEE subscriptionID, tenantID, clientID, # clientSecret, EFAZE
B8 ZREN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet
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EAFAKSH=Z%

tEIHREEESHMNEE tenantID, clientID, M clientSecret, 1EEASIREEZRHERN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

ERRENRERIISERS A EKE

tEmEEESREERETEAzurel eastus " BEMH "Ultra, Trident2 BRI (IEZRIKEAzuUre
NetApp FilesBFrEFW. HEENEEP—FWEHE— I FHE.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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BEF5) QoS BEMBFIHRHG

HERE B IS HRETE Azure B “eastus BB F L) QoS AEMMINIE,

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anf
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelLevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3



SRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"

14



REPVHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE
Kubernetes FRElEFRTXEARSZRANEIFMES, WILINEIFEER. EIUITERTREX M

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2



XFRINCE

Tridentr] LURIEIHFI AT XA TEI HACE®S, supportedTopologies tb/SiRACE AR ATt
FMRRAXKIFEMDXTIR, HAEENXIGH S XEXNSE M KubnetesEEEE T = LR HRIX G153
XMELA, XEXIFMNSXKRIEFERPIRENAFETIR. N TFEEEHRRENE S XIGM X
FiEZR. Trident2E ERKIFHXIF RS, EXFMEE, BB FEH CSI A,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct

clientID: dd043f63-bf8e-fake-8076-8de9%9le5713aa
clientSecret: SECRET
location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

TFHEERTE X

LIFAZA storageClass ENXEIE LIRTFE M,

ERIRHIENX parameter.selector FE&

fEF parameter.selector EAI AT MERE StorageClass BFHEESNEMN, HEEIEEMPENX
BN A H.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold

provisioner: csi.trident.netapp.io

parameters:
selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver

provisioner: csi.trident.netapp.io

parameters:
selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze

provisioner: csi.trident.netapp.io

parameters:
selector: performance=bronze

allowVolumeExpansion: true

SMBERIRAIE X

f#F nasType, node-stage-secret-name, #l node-stage-secret-namespace. &ALUIEESMBE

FIRHFrEERYActive Directory &1,
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RiAdr R = e ENEAREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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@ nasType: smb XFFSMBERMAYHIELES. nasType: nfs 3 nasType: null NFSHIAYIHE
PR T

IR
IERREEX G, BITUTE<:

tridentctl create backend -f <backend-file>

NREwHEIZRY, NEHEELIEE, ERILUETU L KREFEETURELRERRA:

tridentctl logs
WEHEEREXHFHHNR@EG, Ee]LABRIETT create 85,

Google Cloud NetApp&

FCE Google Cloud NetApp+E /i

WME. &AL Google Cloud NetAppE&HL & A TridentdVf5iR. & AT LUEHEGoogle Cloud
NetApp% [aimiEiENFSFISMBE,

Google Cloud NetAppERETEFIEAER

Tridenti2ff T "google-cloud-netapp-volumes' B F 5 & BENRIIEF. ZIFNIHRIER E1E
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXSHiERE 7308 EE S FEHIARIET SHRXHRS
google-cloud- NFS XHFRS Rwo. ROX. rwx. RWO nfs, smb
netapp-volumes SMB P

EATFGKEN=&%

BE = H{7. Kubnetes PodA] LUBIEEA TIEAEH B 91T BB IRIERIFIRIGoogle CloudZER. MA A
isRIGoogle CloudEiE,

E1£Google CloudFFIBE= &7, EAI:

* EFAGKEZBE M Kubbernetes& 2%,
* EGKEEE LB TERHIMRUNET Rt LAl ERGKETTHIBIR S 28-
* BB Google Cloud NetApp B EIEF (A /GCP .admin)A Rl B E X AEHINetAppARS Ko

* BRETrident. HPEEATIEE "gcp"WaieMiZFMATIEEHGCPIRSIKFNEITIR. TEHAH T —
Nrfls
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Trident iIzE 7T
EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE

‘cloudIdentity 1&E “cloudProvider '/ “"GCP" iam.gke.io/gcp-service-account:

cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.como

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

e
FERUTIMEESIRE mIREERF (CP)' I = &7 (Cl) /rSRIE:
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LUF RGNS ZETridentHERIFIET 24518 E cloudProvider " HAGCP “scp, HERIFIETE
SANNOTATION I&E “cloudIdentity:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. M cloud-identity
SANNOTATION.

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident



EZACE Google Cloud NetApp#& /5
fEAZE Google Cloud NetApp Volumes/FitZ #i. EEEMFEHE U TER,

NFSERIRITE R

WNRIEE B RERGoogle Cloud NetAppEHEFUEFEH. NEEHIT—LEYIREIE A 881 E Google Cloud
NetAppEHMBIENFSE, B2 "HiaZa1"

7EA2E Google Cloud NetAppE/GiHZ B, IBHEREHE LTS

* BEEE A Google Cloud NetApp#&ARSZHIGoogle Cloudtk ., i5£% "Google Cloud NetApp#&",
* 8#YGoogle Cloudtk PRI B RS, EZH "FHEDIE".

* BB NetAppBEERAEIIGoogle CloudiRSBMHF (roles/netapp.admin, 1HER "SNFILRIEER
BIRR",

* [ERIGCNVIK P BIAPIZSAX . IBE I "CIEARSS ik & A"
* FiE, BB EFELEA

BXRUNMENIEE X Google Cloud NetAppEHIA RN RRYIFME R, 1B5EIH "&£ E X Google Cloud NetApp#&HIif|a]
R"s

Google Cloud NetApp Volumes/Simec & iEIAN R
T fi#Google Cloud NetAppE iR E XA EEILE R H.

[E U A B T

BT RIRERZTE— Google Cloud XIHFECES., EEHEMXIENEIES, Ea]UEXEMGIH,

B Description Default
vehRZs YRE8 N 1
storageDriverName FHEIREHIZERFBY R FR 81E

storageDriverName 14
MFSTE A9"gosle-Cloud
NetApp-volumes",

backendiName (AR E T IRETERF R + " + AP
FH— 5

storagePools BFiEERTRIRENEFFE NN LESE,
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



REPVHECE

EREE A E— X HPREX SN EMM, EIthE— *ﬁ'q:'ﬁﬁTﬁEX storage » WREHZ M FEM
TRAENRS SRS MEHEEKubbernetes BB RNXLEARSZ RANBIFMEIE. NXLERITIRIEEE
B, BIVIIRERAFX oM, Flal. UL TRAIF performance « #r&EM servicelevel FRAFKX
7R,
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snapshotReserve A exportRule FB{EFRAE VBB EIAES
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zqg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

ERTFGKEN=&1%

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident®] LIRIBEXIZA ] BRI A TE HECE S, “supportedTopologies' b /SiREDE AR A T et
FNEHRNKIFEMSXTR, TSNS XEXNS SN KubnetesE 8T s _EArE PRIXIFF 5
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version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

T—FRHA4?
IERREEX MG, BITUTE<:

kubectl create -f <backend-file>

EWERTEMINEERR. BEITUTHS:

kubectl get tridentbackendconfig
NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2£fd1£f£f9-0234-477e-88£d-713913294£65
Bound Success

MREIHEIEELEN, NEKEEEHINRE, ErILAER vﬁﬁﬁ):ﬁﬁuﬁ kubectl get
tridentbackendconflg <backend-name> . HEBITUTHLSEEHEURERR:

tridentctl logs
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

FRFEEARHENX parameter . selector :

fEF. parameter.selector ERLIANEMERE StorageClass "Il BFREEN. EEEIEE

MBI Ho
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

BXREFMEENFAES, B0 CIEFES

SMBERITRAIE X

f#F nasType. node-stage-secret-name'#l ‘node-stage-secret-namespace, &AILIIEESMB
EHIRHEFTFEVActive Directory 8, ERIE B E{A/FARAIActive Directory i P/ RS9 ] F{ET R B2
Ao
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RiAdr R = e ENEAREE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
SR T EEATRENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

BN ERAFENER

34

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}



(D nasType: smb XFFSMBERMAYHIELES. nasType: nfs 3 nasType: null NFSHIAYIHE
PR T

PVCE Xl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

BIEPVCEREHE. BEBITUTHS:

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
genv-nfs-pvec Bound pvc-b00f2414-e229-40e6-9b16-ee03eb79a213 100Gi

RWX gcnv-nfs-sc 1m

ACE NetApp HCI T SolidFire [5if
T RRUN{A7E TridentZ & AR 8 2 MR Element/Simo

ElementIXcpiZF1FHER
Tridentig T “solidfire-san’ A F S & EF@BIEHIFHERIERF. IFNIHRIRIAETE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

‘solidfire-san FMBIEHIZEFHF file Ml block HEN. WTF Filesystem’
BRI, TridentRBIBE—NMNEHEIE—IXHFREF. XHARKLEA StorageClass BT

IXEhiERE i EIEN ZHEB9IGRIET SHEHRNXH RS
solidfire-san iISCSI iR Rwo. ROX. rwx. TEXHZRS, RigiR
RWOP %o
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IXShiER Y SRR ZHRVIAFRIETC SHROXH RS
solidfire-san iSCSI XHERS Rwo. RWO1. xfs , ext3,

extd
Friaz 8l

ZeiEElementFiRZAl. BEEHREUTENRK,

* 1&1T Element MR ZIFEFHER ST

* NetApp HCI/SolidFire BB RSAA AP NEE, AIRTFEEE,

* FiG Kubernetes TET m&#N LEE YA iSCSI TH, BN "TET S ESERE"
e iR D & 17510
BXEmEEERN, B2 TER:

B2 Description Default
vehRZs RLEH 1
storageDriverName FEREHIZ AR TR B2 9SolidFire SAN
backendName BE X &S FiEgin "iSCSI_"+7Zfi#(SolidFire) IPhit
i A fERMEFEIEN SolidFire 8589
MVIP
SVIP 7Z6i& (iSCSI) IP #hitFNi%O
R ENVATFEN—HER JSON I
HIFE,
P B FR EFERANMER AR (WREKIHT,
melE)
InitiatorIFace 1§ iSCSI mEMRFIAFEENZEO default
UseCHAP EFCHAPX}iISCSI#{ TR 758 true
iEo TridentfEFACHAP,
pIGIE: EEABIAIRILA ID FIR TR N TridentByifFa]£HRYID
Eyit] QoS #3E
limitVolumeSize MRIFKRMEAXNEILE, WE " (BRIAER T RREISEH)
BRM
debugTraceFlags WA EERNERINS. Bl =

. {"api": false. "METHO"
. true}

(D) R cebugTracerlags , MAFGEETHIE AR BRI B SR,
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T BIEIEECE solidfire-san EE =&AL RWIREIIERE

WRBIERT —NEmX Y, ZXHER CHAP BMI0iEHERYFE QoS RIE =MEREHITEE, A5,
EIRATRERE A 10PS storage class SEE X FMER UERE R EFHFEE,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

T2: NEHIMEZEEREE solidfire-san EBEINHMIREHIZEE
RGBT B R E IR IRE X X4 LUK 5 | X LY StorageClasses,

FEERY. Trident= ¥ 7 fEH ERRE EHZIEIRTFMHELUN. AT HERER. FRERERALURITE RSN ENH
FAEE XITE

£ FEMTRINRAIEREXXHH. NFEEFELIRE THERNRIAME. XEFMEBIRET type ESilver, [E
POBEFRHITEX storage #d. FURAIR. REFEHBZIKEECHRE, MELEFEHSES LEHIRE
HIERINME

version: 1
storageDriverName: solidfire-san
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Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d
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LI R StorageClassEX5|A 7T LREIA, #F parameters.selector FEEH. F StorageClass#B= i
FAETATFHEEENEN M, SREEEEIHPENENHH.

&5—"StorageClass(solidfire-gold-four) R EIHE— P EME, XEM—— MRS TR
Volume Type QoS. Ex/g—“StorageClass(solidfire-silver)=EREMIIREIER4RERTFE
Mo TridentiREEZFM R, HBRBEEEFEENR,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4d

THREZER
* "BIHIEA"

ONTAP SAN IXGhiEFE

ONTAP SANIRzHFEFH#EIAR
T f230{a{ER ONTAP #0 Cloud Volumes ONTAP SAN IRGHIZFECE ONTAP fSif.

ONTAP SANIRZHIZFiF4E 2

Tridenti2 {7 LA FSANTFEIX N2 F RS ONTAPEEF#H1TIB(S, ZIFRVIAIIERNBHE. ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXehiERs X HER ZFEFRYIAIERTC SR H RS
ontap-san HTFFC R Rwo. ROX. rwx. RWO EXHZESF; FRiGHIgSHE
AJiSCSI P
SCsil
ontap-san BEFFC XHRG Rwo. RWO1. xfs, ext3, extd
#JiSCSI
Scsi RoxHIrwxEX R AR
N FARAA,
ontap-san NVMe/TCP Rwo. ROX. rwx. RWO EXHRS; FiaRigE
P
"/EL
NVMe/TCP
HNEMER
EI,
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REhiZRF X BRI FEFBIIAIPIET SFERIX RS

ontap-san NVMe/TCP &4 Rwo. RWO1. xfs, ext3, extid
BENR RoxMIrwxEX F RABIE
NVMe/TCP N AR Ao
HEMIFR
EI,
ontap-san-economy. ISCSI R Rwo. ROX. rwx. RWO TXH#ZRS; FIRREHE
P
ontap-san-economy. iSCSI XH 7S Rwo. RWO1. xfs, ext3, extid

RoxFIrwxEX 4 RAEBIR
X TFAATH,

* £ ... ontap-san-economy REHKAMEFERE RIS TN, A2ERIE "2
HIONTAPER!",

* f£M ... ontap-nas-economy REHXKAMEFEHETHIHS T, ARERILE "SZiF
@ FIONTAPZEIRS" 1 ontap-san-economy To/AERIRENFIEF

* YE/DER ontap-nas-economy FUNMIBEIN. REMERBIENER,

* NetAppNEINIEFTEONTAPIKENFZF A FlexVol BEME K. {EONTAP SANFRYb, FERT
AR Trident>Z 35 AIRERFNE FH AN M BFlexVol&,

PR

TridentfZ LAIONTAPSSVME IR R B 11iE1T. BREAEHEBRF vsadmin HsvMARF. HEFH "admin' A
EHRABNEMZINAF ., XFanazon FSx for NetApp ONTAPEFE. TridentN{EFRAEERF
‘vsadmin ' svMAF LLONTAPT sVMEBIER B1E1T. HEFERAEEERACHNEMITNARIET
*fsxadmine Ut “fsxadmin' BF REEERMEREEEIEGRAF.

WREEFA “limitAggregateUsage &8, NIFERFHEBERNR. FAmazon FSx for NetApp
@ ONTAPS TridentE&{ERES. limitAggregateUsage A iEA T “vsadmin 1 “fsxadmin' AP
KPR, WMRIBEUSE, BEREREK,

BRI AITEONTAPHREIZR — A LI = iRk shiz FEARIRFIE ERp AT, BRI FRIGXF M. KRS
hRZSEY Trident SRR EZ RNEM AP, NEARTSERE S S HiH.

NVMe/TCPRIEMF RN
TridentfE A A FIRshIEF ZHFIEZ R MEREFIFIR(NVMe) 1Y ontap-san:

* |Pv6
* NVMe&RYIRERF 72 f£
* JFAENVMeHB A/
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* S NTETridentIMRBIERINVMeE. LUETridentr] AE R H 4 a5 E HA
* NVMeZs#1Z KR
* IEE R IEIE & X HK8sTi =(24.06)

Trident Rz 45

* NVMe R4 #5089 DH-HMAC-CHAP
* & EHMTIERF (Device maper. DM)ZE&1E
s HITTME

@ NVMe 1X3Z#ONTAP REST API, A3zf ONTAPI (ZAPI),

EZ({FFHONTAP SANIRGIIZFECE [T
T #R{EFAONTAP SANIKGHIEF EC B ONTAPGIRAIE KM & 15 I IEED,

2K

FFFrE ONTAP /5i%, Trident ESRZE/DE—PNEREDEL SVM,

"ASARERG"SHMONTAPRS (ASA. AFFHIFAS) EFMEEMNLIL EBFIARE, EASAT2
(D) 749, CREEITARMARES. BER X MIREXE, MMANTEASA 2 RAREES
53 ER4 SVMo

BiLE, BRAIUEITESNRER, HelEERER—PMIREFIEFEESE. Fl, EIUREFEH ontap-
san IREIFEFHY san-dev £FEH ontap-san-economy-one B san-default 3,

FiEKubernetes TET S #AMLIEEYMISCSITE, HEM "EETET S THRIFAEE.
FTONTAP/Gim#H1T & 1930 IE
Tridenti2 it 7 A ITONTAP Gl #H 1T S 1 IIERIIER .

* Credential Based : EBFIEMNEE ONTAP AFPHIAFR BMERS, BiXER admin 3 vsadmin FFENX
NLZeERAR, UBFRS ONTAP lRAEMNRAFERE,

* BEFUEF: Tridenti® A UERRRZEIE B SONTAPER #HITREE, A, BinEX N EE FimiE
B, BIAFAE CAIERH Base64 4mi5E (MREA) &0 .

TR UEFRNA RR. WEEETFEENGZNETEBNGEZEBE, BR. —RIZF—MHEMIIES
Ho BUMEIEMB M. SN EHREEETRRFRINE 757X

@ NREZ AR R TIRIIER . WERIZERRK. HETR—FHER. BHEEXFPiRM
T EMBNIRIET .

BRETEENSHRIE
TridentfR ESVMSEE/SE B RN EE RN EIEA BESONTAPERHHITERES. BINERANENTIEXAE,
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admin 3 ‘vsadmino X#FAILUBRERFONTAPIRABIERFRA M. XLLEMARIGES LFARFK Tridenthi
AEFERABINEEAPI, AIUEEEEX REERABHBEBA T Trident. BREIGXHFM.

[EumRE X0 TR -

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEEUANSERFEENE—IE, IERRE, BFRR/ BEER Base6s H1T4HRIEH
7f# 7 Kubernetes ZH, RIS EHEREM —SETHREENTE, Alt, XE—T{XHEERRITRVIEE
, H Kubernetes S{ 17 EI2 G 1T
BRETIEENSHIIE
MM ENGEET LUERIFBHSE ONTAP Gt T8E. BEENEE=/8%,

* clientCertificate : B IHIEFHH Baseb4 fRi5{E,

* clientPrivateKey : XEXFAFHRY Base64 4miE{E,

* trustedCACertifate : R{S1E CA iEHHY Base64 fwiB{E, WMRFEHATE CA, AR EILLSE, WNRAFEE

FARl{E CA, M LIZBRILIZE,

HANTEREIEUTTE,

p

1. EHEPHIERMER. £ME, F2AAE (CommonName , CN) REBRNE(ERNFHILIERN ONTAP
R

43



openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

@ EITIER LS, ONTAP fRMINIER. KMES IR 1 PAERRY k8senv.pem XHRE, AT
BN END ATER &%,

4. #5I\ ONTAP REERABZH cert SHEIETE.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. FRERAGERNNR S HIE. & <SVM BIE LIF> F1 <SVM &1 > e HEIE LIF IP 1 ONTAP &Z#F,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {#FH Base64 HEF, ZFAFMEIE CAIEPHITHD,

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4
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7. ERM E—FRIENELIEE IR,

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0OVaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fommmmmmmmm== e B et
Fommmmm== S ettt +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e Bt et
Fomomomoe Fromcooomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

S S e e Fommmmmmrosocorrrrrrrere s s e eem e
fommmmm== o= +

BB DIIIE S RS IR R

TR LEH A Ein AR RS HINIEG A REEE. XMHANEER: ERAFR I BENERA L
EHAERIES; ERIERHNERAUERAETHAS / BENER. Nitt. SATMERIE B HRIESEH

AN ERIIES . AE. FREAMESHNEMGIR jsonXXHH1T tridentctl backend update,
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RIRTIE, FAEBERMIMIE ONTAP EEMAFRNENE, AEH#HITEHER. BHRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTRNERIRENIAR, AR EZRENEEER. BiREEMMRINFR T Tridenta] L
50NTAPEIHBEFHAMER K EIR(E,

ATridenttlZZBEEXONTAPHE

&R LB PrivilegesixREVONTAPEE A . XIFMAXNFEHONTAPEIR A A BETridentFITIRIE. TR
ETridentFIHEEETESHAF A WTridentE A ELIEIONTAPEE A &R ITIRF

BXUETridentBEX BEINFHAEE. BEN TridentBENX BEEME"S
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. IREEXAE:
a. BEEEELICIEEEXAE, FiRFECluster > Settings*,
g)ETSVMQ&nUﬁULQEXﬁ@\ JBIEFE1ZfE> Storage VM required SVM>>RE>FAF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_'E
* "FHTFEEONTAPHEEXAR"K"EXBEXAE"
* “ERABMAR,"
{EAMNE CHAP IQiE %
Trident__“«,(@ﬁﬁ*[] ontap-san-economy RENFEFAIWNECHAPIT i SCSIRIEHITEMIIE “ontap-sano

XEERERWEXFBAL useCHAP ED, BN “true, Trident® >|-:SVME’J£J(1AF‘E7]&F"$I%EEE§7]
WECHAP, HigBERXHFNAFBMER, NetApp ZINEEANFE CHAP XIEZHITH AL, FESIIL
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TECERA:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ useCHAP BHE—NMu/RiE, REEEEE—R. FMANBERT, LBHILE N false » FHIEE RN
true f5, TERBEIREN false o

BRTY useCHAP=true Zi, FIHENENMEIE chapInitiatorSecret ,
chapTargetInitiatorSecret , chapTargetUsername # chapUsername FE&, BIIBTT
tridentctl update SIEGM, B EMIXLEEH,

TIRRIE
INRIFILE "useCHAP Jtrue. NIFMEEER SR TridentfEF /R IRECECHAP, HAEE:

* £ SVM Lig&E CHAP :

° INRSVMBIERINBBIiEF T2 XA Aanone FRINZE) MI*EHERBEBRILUN. N Trident= IR
2RBGE N caar. FHAHEFLECHAPRBNZERF UK BinH R E %58,

° YARSVMEELUN. M TridentRE7EULLSVM_EBRCHAP, XIFRIARXTSVM L EEFERLUNBYIGIRIAR
ZPRE.

* BCE CHAP Batier UK BIRAFR 2MEN; YIEEREEFEEXEED (0L o

BB EiHEE. Trident&BIEAERNA "tridentbackend’ CRDHIECHAPZZRE I A P 2 776E JIKubbernetes
3, TridentfEItb/SiECIREVFRTE PV, Z815 182 CHAP S THEE FEE,

R EIEH B E

AT LB B #T backend. json XAHEY CHAP SHCREFHT CHAP £iE, XEEFEFH CHAP B HEH
tridentctl update #F<RHXLEEL,

@ EHERANCHAPERIEY ., HIER “tridentct EFf /SR, B70EAONTAPEELITSREZONTAP
Ao EERENFEEE LHNFIE. EATridentE LA R XEEL,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T

e —— e — e e ettt
t——— R +

WEEETRRERM; NRTridentTESVM_EEFEE. XEEEBURSRIPENRT. MERBERERE
R, MEEERBRSRNENRS. HAHEMERIBN PV RSHE(EREMENERE.

ONTAP SANEZ & 1EINA R

T BRON{AITE TridentZ A A EFAONTAP SANIREHTERF . A TIRME T 15 /G i ST
Zl|StorageClassestY/GimAC & R~ FIFIIFME B

"ASARZS"SHMONTAPRS (ASA. AFFHIFAS) 1EFEEMEI EBFAFE, XETHSMmELSEL
BER, WERBFNR, "JE4 TR ASA 2 R4S HM ONTAP 242 BINER",

@ 2% “ontap-san'ASA r2 Az HFIRENFERF (235 iSCSI. NVMe/TCP #1 FC #hi¥) »

HETridentFIHACET, THIEELEHRARASA 2, HIEIEF ontap-san A “storageDriverName Tridenta]
BEhMASA r2 SREMONTAPR YL, WNTFRAT, XEEKRIESHTERTASAR2 R4,
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[5 i EC B 1T

BXEREEER, 52X

B2 Description Default

vehfRZx 98287 1

storageDrive fFEIREHIZRFHIRTNR ontap-san'3 ‘ontap-san-

rName economy

backendName BENXRAFRHIFMEGIH IXshiZF B #R+"_"+ dataLIF

nfE A H SR SVMEIELIFAIPHL, "10.0.0.1". "[2001: 1234: abc:
o fefe]”

I LEE T2 REE S (FQDN).

MR TridentEFEAIPVOIRE ZER. M LUEE RE
FIPveitiit, IPveIItA A HIESENX, il
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:355
576

BXT%MetroClustertIRHIE R, FS
MetroCluster=filo

MR E(ERRI R "vsadmin" .

@ managementLIF MR SVMETENR
; NREANE admin"EHE. N0
BEBNEE managementLIF,

dataLIF Y LIF B9 IP sk, SNRTrident@FEHIPVOITEREE HSVMIRE
8. MBI LUEE AfERIPveitiit, IPveittit %A AIE
SEX, fln
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo *FFETEISCSI, *TridentfEA"ONTAP 234 LUNBR
SR I ZRERIEFTERISCSI LUN, 1R EBH
EX. MEERES datallF, *EB&MetroCluster, *
iHFZ I MetroClusteri=filo

sVM E{HFBY Storage Virtual Machine WRIEET SVM managementLIF
, MR&E
*%tFMetroCluster& g, *iHS I MetroClusterflo

£ cuap {EFCHAPX}ISCSIBYONTAP SANIREHIZFHITE AU false
HE[f/R{E]. BIZE N true. LUETridentAZE M
BICHAPH B H BEGmPLAESVMBIZIA B 19 T0IIE,
BXREFMEE. BEEN EEFEFONTAP SANIRENFE
FIERIR" « A3%#F FCP 3 NVMe/TCP,

chapInitiato CHAP BoifEF%iH. RN useCHAP=true , A ™

rSecret AT
%o ENVAFEN—AEE JSON BXAIIFE
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2

=

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

EFIRIES

clientPrivat
eKey

trustedCACer
tifate

BR#&

sSVM

sTFIERTZR

Ra

Description

CHAP BirBohiEFE ., WERA useCHAP=true ,
M S AZEIN

NEARFP &, MR A useCHAP=true , NMANEIR
B &, MR A useCHAP=true , NMANEIR

Default

TR HIEHH) Baseos HBE. AFEFIEBHSHE "

ik

EPinE A%IAR Base64 RiDE, ATFEFIERNG ™

(e

Z{EE CAEHH Base64 fiS{E, mlik. BFETFIE

BHISPLIE,

SONTAPEREHEEFIRINAR®. BTFETRIENS
HI8E, B Active Directory SAIRIE, iES5 &

Fi Active Directory ZiEMRGix SVM JiETrident BV &
4"

SONTAPSEEHBEFIENER. ATETEIENSH
I3, B Active Directory BRIRIE, 1ESH "EH
Active Directory EHEMA/5Em SVM FEiETrident BY & {7

[e}

E{FEFPAY Storage Virtual Machine

£ SVM FECEHENERNEISR, TAHRIENR. B
EESH. ERECIR— G,

ERENRE (Af; NRGETRSE, NWHIARKHE
BE4A SVM) o XFTF “ontap-nas-flexgroup IREHFE
. MWWIRTUREHR 2R, tNRKRHE. W & AEREM
BB & FALEFlexGroup®,

ESVMRREMREGE. EREH
ETridentP BEIEH. HEARKIE
SVM. MEEEHBohTridentizHl28,
fETrident-hiRE T RERA LR ES
(D) & uREZEAEHRRBHSM,
MIFERIHSVMEESEY, [RISIGTE Trident
BN, EUREE S B
HSVM LIS, B EE L.
BB,

REHETE ASA 12 245,

WRIEET SVM managementLIF

» MRE

trident
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2

=

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

sanType

52

Description

REAEBILB DL, WEEXK. ZZD%U@%E’J

EAmazon FSx for NetApp ONTAP/S, iB70IEE

limitAggregateUsage. IEMHHIF] ‘vsadmin' FEE
fERATridenttt RER SER B RH T EHITIREIFIEN

‘fsxadmin 't R, FEISFE ASA 2 24,

MRBROBRNEIUE. WEERK. LI E=

PREIE ALUNEIZMERI AR/ LR,

B FlexVol BYEK LUN %4, @J7E 50 , 200 SEE

N

HIEHIR B AR S, flgl.  {"api":
false. "METHO": true}

PRIFIETEHITHERPRH TEIF 09 A TR,
MER.

{EFHONTAP REST API F975/RE%4,

‘useREST HIEEMN “true’,
TridentfEFONTAP REST API
5RimEE; HI®REAN false’,
Tridentf#f ONTAPI (

zAPI) ARSERHITEES. LIHEEEEONTA

P 9.11.1 NMEEMRA, LI+, FEA
ONTAPERABNINERILIA

‘ontapi WA, XEEITIE XY
‘vsadmin M ‘cluster-admin®
fath, MTrident 24.06 KRZASFONTAP
9.15.1 HESRAEFA,
‘useRESTIREBAN “true ZHiA; T
‘useREST & “false {ff ONTAPI
(zapI) AR

‘useREST T2 & NVMe/TCP FYEK,

@ NVMe {¥Z3#FONTAP REST API, A%

5 ONTAPI (ZAPI),

NRIETE, MISKIRE N “true iEHTASAr2 245,

FAFHiISCSI. nvme  NVMe/TCPEEF A EER

“fcp'SCSI (FC)IEHE “iscsio

Default
" (BRINBER T ARG SLHE)

"(BRINBI TR HSL5E)
100

null

true X FONTAP 9.151H BSR4
] %:JH\U falseo

iscsi MR AT



=2 Description Default

formatOption

s ‘formatOptions AFIEEMTHNH LTS
. SHAWEHITRALE, BINAXLES
54
‘mkfs o X EAILIRIERIFIE S, 1B
HRISTE Smk £ s fp LRI Em, B
AEIERIEEHKRFT, 7B "-E nobdiscard"

2 ¥ ontap-san'#l ‘ontap-san-economy' 8
iSCSI thiXIKmhER. *Lb5h, 7EfER iSCSI A
NVMe/TCP thi{BY, Z+FASAr2 &4, *

limitVolumeP 7ELUS-SAN-Economy/SimfEFONTAPRIAIERME "™ (BAANER FASRHISEHE)
oolSize ARFlexVol X7\,

denyNewVolum PRl ontap-san-economy [FimeEHTBIFlexVolE L&

ePools BHLUN, X=FHEBRFlexVolldEFHHIPV.

B X {EHformatOptionsfYiEiY
TridentZ2 IR A U TETERMNRE R ALIIZ:

* -E nodiscard (ext3, ext4): FEXIRNTE mkfs I EFR (RAIEZFRMESIEEMNEHR/EEIEEFERE R
) o XBBABFANED-K", HEEHAT ext3. extd XHHRS,

* K (xfs): REEHIT mkfs IZIXEFR, HATUER T xfs XHF RS,
M Active Directory X2 M /Gim SVM 341 Trident B9 5 {7
e LAECE TridentLAfE R Active Directory (AD) EHE3d fGin SVM #1TH 1 I0IE. 7£ AD tk P B LAk SVM 2
gi, EHIECE AD BT HIZs X &R EF 8 SVM BRI IR, X TF{EMA AD KPP HITREFEIE, Sl
B, 8% "{TONTAPHHEZE Active Directory 5 HI28i518]" T Ri¥15.

S
1. ARG SVM EEEIHZ R4 (DNS) IRE:

vserver services dns create -vserver <svm name> -dns-servers
<dns_server ipl>,<dns_ server ip2>

2. BT a2 7E Active Directory 19 SVM SRR E K

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. fEFILAR < AD FAF SR EIRER T SVM

security login create -vserver <svm name> -user-or-group-name
<ad user or group> -application <application> -authentication-method domain
-role vsadmin
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4. FETrident/GIRECEXHEF, 1% E username Ml password B9 54 AD B P 54H & #RF1ZRD,

BT BB EinAC & L
TR IR R EARXEETUERIBIARE defaults BEEEED. BXTA, BEUUTERESRG,

28

=

spaceAllocat
ion

sTUETHE

sSnapshot -5

i

gosPolicy

adaptiveQosP
olicy

sSnapshot T
o]

[==]

splitOnClone

e

luksEncrypti
on

DEREE

nameTemplate

EERERA

Description

LUN BY=S 8] 53 B

TEFMEELR; "L"(FEE)H"E"(E). IKEN none’
EATF ASA 2 R4,

E(FFHAISnapshotlg, EE N ‘none & T ASA
r2 /.?ﬁéﬁ,o

EHOIEME DA QoS HRE&H, EFRENEE /
5189 qosPolicy 8 adaptiveQosPolicy Z—. QoS
REZA S Trident A S EAHREEAONTAP 9™ ERS
has, ENERIEHZQoSHIRA. HfRILFRIRA D
SINBTFEIHSE. HEQoSHKEASIFIE TIEHR
HMSATE L LR,

Default

"true" SIRIEE, MIEE AN “true'i&
BF ASA r2 &%,

ll%ll

uaﬁll

ERCIENES I EIEN QoS RI&H, EESIMFE "

fiit / [5imBY qosPolicy B adaptiveQosPolicy Z—
NREMENEE L. FEH ASAr2 AHIEE.

BIETER, MERXRIFDETMRE

E#1% LB FANetAppBINIZE(NVE);, BRIAN falseo
E(EAILEIET, HWNEER LIRS NVE BNiFIHER
NVE . MNREFIREATNAE. M{ETridentPECERY
FRIEEEBANAE, EXIFHER, FESR

. "Tridentf{fAl SNVEFINAEEZ & EF"

BALUKSINE, 1B58R "FERALInuxG—5 1%
B (LUKS)",

DERBEER T NEN ASA r2 RGHETE.
AT eIEBEXERMRIER,

TER—TMEX T EIMERRA:

54

yn%ﬁuou\ [)‘Juygnon
snapshotPolicy &"none". &HNY

¥

false

“false” ANRIEE, MIKEN “true’id
BF ASAr2 &%,

" IGB N false  EHT ASAr2 &
7,
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

M FERIREIEF L ENFIE®S ontap-san. Trident2MAFlexVolFIIMNFIN10%MBE. UR

@ ZALUNTTEHE. LUN BERBAFE PVC RIEKIIBIIA/NEITEE, Trident=R10%MZ EIR
INZEIFlexVolR(FEONTAPH 2R AR AR, AFPMEERIFFMERNABERE, tESUERIR
IE LUN TZARIERE, BRIEEZASFBTATE, XAIEHTF ontap-san-economy.

XFEXMGH snapshotReserve, Tridenti W FEAIRITEBHIA/:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 @Trident A4 LUN STTEIBRMESMNAIIEIFlexVol B910%. *1F snapshotReserve =5%, PVC iEK =5
GiB, M2&HK/NN 5.79 GiB, RIFHA/A 5.5 GiB, volume show S N B 5 IR FIZEMABILE

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB 5.08GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Ba1, AR NENNEESERMITENE—T%
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&IREETRA
UTRBERTRAZSHSHRRBNMAENESELE, XBEXEHNRE R E.

@ YR IETENetApp ONTAP L fEFIAmazon FSxl. NetAppiEiN & A Trident}sEEDNSEZFR. MR
ZIPihit,

ONTAP SAN:I

XE2ERANEREE ontap-san &2,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster; |

TR RImEITECE .. B REYIRAYIEEFERFIRENX "SVMEGIFIME",

BT AEY)EMYIE]. 1EERISESYM managementLIF. FEABXL svm S8, #I90:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SANZZ 415

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

E TR E D IIIERA

EREXRFRRERGIP clientCertificate, clientPrivateKey, M trustedCACertificate (W
REARSCA. MEE)VFIET backend. json D FXRBEFIFIER. TRARHATRSCAILES
Hbase64 w3 (E,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



XA CHAP I

XL RGER G iR useCHAP BN trueo
ONTAP SAN CHAPRfjl

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

RATIEONTAP/S IR AISVMECBNVMe, XENVMe/TCPHIE A FitAE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

EFFCHSCSI (FCP)RAI

AN TIEONTAPR IR NSVMECEFC, XEFCHERGIHAE,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true



fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

formatOptions#YONTAP SANZR K IKEhiE <13l

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:

method: true

api: true
defaults:

formatOptions: -E nodiscard

st W) =Vl

EXLERFIBFRENX G, NTEEHEMSE TIREMRINME. fla0 spaceReserve Jo. spaceAllocation
Hfalse. Ml encryption Mfalse. REIMTEZMEIBDPIHITEN

Trident&7E"Comments"FEE PG B BEITS ., EECERT. FlexVol volume Trident23§ 3t _EMFRrEIRS S5
BEfEE L. MMIEETIR, AT AEREN. FESEGA LIRS SN ERHEAA S E XITE,

EXLERGIP, EEEFEFEISBITIRE spaceReserve, spaceAllocation, 0 encryption B. MEL
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"

63



ONTAP SANZZ 415

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP{l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

B EIRRET 2] StorageClasses

LU R StorageClassE X H & [EitfEimndl]l. [ parameters.selector FEEH. H StorageClass#is
FBH T RATFRESHNEMMN, EEEEERIMAE NSNS HE.

* . protection-gold StorageClassiFMRETEIFHIE— M EIMAM ontap-san Fif. XEW—IREEER
E7aliopi
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiEBRETEIFRIE ML= EIMAM ontap-san Fif. RAX
LE R HRVRIPR B A Zgolds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassFRETE|FYE =PI ontap-san-economy [Fif. X&/Amysqldb
KRN N REFREEEDEERE i,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* . protection-silver-creditpoints-20k StorageClassi&BRETE|FAYE —NEIMAM ontap-san I
I, XEM—IRHRRIPF120000ME A =AY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFIRTEIFRIE =D EAM ontap-san FHIFiHNEEEIAA
ontap-san-economy [Glf. XEM——{EH=EI500089:t™ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClassi§MREIE| testArPP HBEIIA ontap-san IKEIFEF sanType:
nvme, XEM—HAM™ M testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridentRREEEZM N EP. HHARBREFEEK,

ONTAP NAS R&hiE=

ONTAP NASIXEHFERF LA
T #RS{El{E A ONTAP #1 Cloud Volumes ONTAP NAS IREHIZFHECE ONTAP Fif,



ONTAP NASIRGHIZFiF 4= B

Tridenti2f 7 LA FNASTEEIRNIZ R SONTAPE B #ITIBIE, ZIFMIRENEIE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXohIERE Y EEI SFEVIAEET SR HRSR

ontap-NAS NFS NHERS% Rwo. ROX. rwx. RWO ", nfs, smb
SMB P

ontap-nas-economy. NFS NGRS Rwo. ROX. rwx. RWO ", nfs, smb
SMB P

ontap-nas-flexgroup NFS XHFES Rwo. ROX. rwx. RWO ™. nfs, smb
SMB P

* f£F ... ontap-san-economy REZHXKAMEFERETHIHS TN, 72ERIE "2
HIONTAPERE!",

* {8/ ... ontap-nas-economy REHKAMEFEREITHTES T, A=ERIE "SiF
@ FIONTAPZEFES" #] ontap-san-economy Fo/AERIRENIEF,

* JB70fEM ontap-nas-economy FUNEIRERIP. IEME HILTHERNFE R,
* NetApp R IBINTEFAE ONTAPIRGHIZF R fEAFlexVol B g, {EONTAP SANBRIN, R
AR, Tridentz15 8 A IRBINE HAER MY EFlexVol&,
FA PR

TridentiZ LIONTAPZHSVMEIE R B7iE17. BEFEAEEAF vsadmin' s SVMAF. HE £ "admin' BB
HEAENEMBZTRIERF,

3FFAmazon FSx for NetApp ONTAPERE. TridentiZ{EREE AP vsadmin HSvMA P LIONTAPE SVMETR

REMIET. HECAEGHEEAGNEMBIMIAFEIT *fsxadmin. It fsxadmin' AR REEBRMERE
BHEEGAF.

WNRER “limitAggregateUsage' B8, MIHFEEEEHEIERMNE. RFAmazon FSx for NetApp

@ ONTAPSTrident&E &1#FEEY. limitAggregateUsage' SR iEAF “vsadmin 'l “fsxadmin A
P, MRIEELSE, RERERIK,

BIATLUITEONTAPHREIR— A LI Z iRk shiz R EARIRFIE ERM AR, BRI FRIGXH M. KRS
hRZSHY Trident BSVARAZEZRNEM APl , MIEALATFERES S HiE.

HEEEFONTAP NASIRGhiZF AL & [T in
T fi#{EFIONTAP NASIREHIZFECEONTAPRIRIIE R, FA IR S H 5K,

M 25.10 hRZASFF4, NetApp Tridentsz#5 ' NetApp AFXTZHE RS, NetApp AFX IZHE RS 5 HHONTAPR S
(ASA. AFFHIFAS) EEF#EBMIMAR LBFIARE,
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() 2% ontap-nas’AFX R4iszHs NFS MilIRENTEF; F3zH SMB ke

ETrident/GIRACES, BEFIEEEHARLE AFX, HIE%EIFE ‘ontap-nas’ £/ “storageDriverName' Tridentr]
Bt AFX R 45
&K

* XFFFE ONTAP [3if, Trident EXRE/DE—NEBREDHEL SVM,

* BRI LUEIT N RoiERs, HElRBiEmER—NRIZEFEFEESE. fli. EIUEEE—MERNEESE
ontap-nas FEITEFFERIITERZE ontap-nas-economy — 1%

* FiBKubernetes TIFTT REBUMREIEHHINFS T, FEN "L BXIFAESR:
* Trident{X 2 FIWindows T3 R EiBITHIPodlISMBE, BXIFHMERS. BSM EELESVMBE o

FTONTAP/SimH T H 9 50IIE
Tridenti2 & T M ITONTAPG i #H1T B0 IFAIET

c ETFERE: EXEEXNONTAPEIHRAEEBHINE. BINEFERASTEX REERABXEKRIKS. Fla0
admin 3 vsadmin LIRS ONTAP RSB RAFES M,

* BT IMEXFERERREFIER. Trident1 BESONTAPEE HITEIES, I, FREXDAEEE
FimiE$, ZEAMBIE CAIEHHY Base64 RiDE (MNIRFEA) (E o

ERILEMNA ER. UWEEETEENGZNETIEBNGEZEREE, B2, —RNF—THIHRIES
Eo BUMEIEMB M A SN EHEEFRRFRINE 757%.

@ REZ AR R TIREIER . WERIZERRK. HETR—FHER. BHEEXFPiREM
T EMBNIRIET .

ERETEENSHIIE

Tridentf/R ESVMER/EESEEMNEIERMNEIES e SONTAPRIRHITIEE, BIERMENTIE X AE, Wl
admin B ‘vsadmin, XHFALIHARSAKFONTAPIRARIERMBAM. XEMA A S QAFFARFK TridenthizZs
BfEARIINEEAPI, FILEIEZBEX ZRE2ERABHFHEAT Trident. [EREBGXFH Mo

[EimE MR TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"credentials": {
"name": "secret-backend-creds"

BAE, BREXEERUAXSERAFEENE—IE, QEEKE, AFPR / BEIEER Basebd H1THILH
Z&7 Kubernetes %50, I / EFEREE—FETHRERENTSE, EHit, XB—TXHAEBERNITAVIRE
, H Kubernetes S FfEEIE G TT,

BRETIEENSHIIE
MM ENGEER LUERIFBHS ONTAP Giti#{T8E. BEENEE=/8%,
* clientCertificate : B IHIEFHH Baseb4 fRi5{E,

* clientPrivateKey : XBEXFAFARY Base64 4miE{E,

* trustedCACertifate : Z{51E CA IEHHY Base64 RIS E, WNRFEHARIE CA, MATHRHEIELSE, NRFEE
BE{E CA, MATLZEIIZE,

HANTIEREEUTIE,

p

1. EHEPHIEBMER. £ME, BAMAE (CommonName , CN) REBRNEERNFHILIERN ONTAP
AR
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HaIk ONTAP 2B RABHF cert BMNIWIEGZ.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERHNERNNR S HIF, & <SVM B8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP Z#F,
SRR LIF BUARSBSREZIKE N default-data-management o

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

BB MR AR

R EMIE Rim U EREMS ORI A E IR E TR, XRMAREAEH: FRAFS /I BEfERRT L
BEWAERILES, FRIEBNERTUERAETRPR / BENGEH. Alt. ES4IRERIE SHIIEREH
TN EMREIESE. RE. FREEHENbackend.jsonX . ZXHEESERITHFAESH tridentctl
update backend.

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

IREIEY, FAERRMMEE ONTAP EEH A EE, ABHTERER. KIS
() ERPEMSNER. 25, BREERUEEINES, AL ONTAP SEEHRHIR
.

BiRRAIPENEIRENIAR, BARSHMEZREINEGER, FinENAIIZRR Tridenta] X
SONTAPEImBEH L EARRNEIRE,

ATridenttZEE X ONTAPRE

@] LARY#ZPrivileges I IRAYONTAPEE A, XIFR AL EFONTAPEIER A B E TridentPHITIRME, 1R
HETrident/SHEEEFEERAFP A UTridentE AT EIERNONTAPE R A E RN TIRIE,

BXEETridentBEX AEIFMEE. BSR TridentEEX BAELERMN 2"
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:
1. QB EXAE:
a. BEEEELICIEEEXAE, FiRFECluster > Settings*,

()EBESVMEFICIZEBEEX B, F%EFE7F(#E> Storage VM required SvM>>18E>FHF
@*

b. %&4F*F P M A & Zam & KER(— ).
C. fErAE TIEE R,
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_IE

* "ATEEONTAPHEEXAB"H"EXBHEX AR
* ERABMAR"

EIE NFS SR
TridentfEFANFS & H R ITHIX H AL B HIERIIAIE).

FERSHERET. Tridenti2 T A EIR:
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* TridentA] UBHSEESHREAS; FHRFENT. FHREERATMIEE — N RTIEZIP#IRCIDR
RIK, Trident=E A BEIFXEEERNNERT RIPHRINEISHREER, &, MRKIEECIDR.
NAEZL BT R EREIBE 2R EE R REIPER A INEIS LR,

* FEEER A UFHEIR S HREARMAN. FRIFEEEREE T HFHRBRM. SN TridentifER
FRAIAS HERER

SEESHERR

B Trident. FILIEISEIEONTAP/RIRIISHRES, Xi¥, FHREERMAUNIIETR IP IEE AR
8], MARFHEXERNMN, EAKXENLT SHRIBEE; BASHREABREFNTIEFMHER. LN
XIEE B F R EFEERRVILRRE ANREEEHEBIPATEECERN TN RIGE. MMFHEHANE
L EE,

FASS L. F7ERMLS TR (Network Address Translation. NAT). {EFNAT
() o, GiEEHSSESRENATI. MARSIRPE M, Fit, MBESHANAHTE
PLERR. MISIELiAIE,

Nl

HIERRNECEET. FEE—MMaimE X R

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

@ fEFLLINEER. ERMHRRSVMARIRIES BALRISIRIISHERR. FAEAFT RCIDRIRE
SHAMNGIUNERINS HRER), 1BLETENtApp B INAIRIESL . FSVME AT Trident,

TR R LRI b The sy TERIEHTTAIISER

* autoExportPolicy BN true, XF/RTrident2 ASVMIIEALLEIHREENENELIE—FHE
BE svml. FHEEFHUERMIEINBYARINFMPR autoexportCIDRs, ERFEERZITRZE]. kESFH
— N FHERE, EBEAHEEFNRY LI ZEH#H TRV ENIRE, FELARITRGE. Trident= I
— N515ECIDRIRF B ST RIPHKEqtreeE B S H RS, XLEIPHESRIMNEIRFlexVol volumefERH]
S HHRrEH

° f5gn:
* [5iRUUID 403b5326/8482-40db-96d0-d83fb3f4daec

" autoExportPolicy ¥&EN true
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* IFERIZE trident
= pvc UUID a79bcf5f-7b6d-4a40-9876- e2551f159¢c1c

* ZAsvm_pvc_a79bcf5f 7b6d_4a40_ 9876 _e2551f159c1chiqtree = 19 FBIFlexVolBlliE—
K. RB AW gtreet) B— NS H R
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc HETrident EEIEE
‘trident-403b5326-8482-40db96d0-d83fb3f4dacc — PN EAMNTE S H R
‘trident empty. FlexVolSHREEHIFINERqtree T HEEPEENERAMUESE. =FH
ERIS TG RN EE S EH.

* "autoExportCIDRs 8 & #ilItiRFIFR, LFERATEFEL, BAIAA "0.0.0.0/0, ": : /0", SIRKENX.
M Trident2 AR IN7EE A KR TIET m LI EIMFRE £ BB i,

TELERBIR. 192.168.0.0/24 1R T kLT E], XFRTEFLUSEE R AHABHRKUEN TR IPER
BDEUTIldeDtQULEIJTIHj%EgEPo YTridentFMHEITZMENT REY, BERRZT RN Ip#it, HiRER
REMUBR EHITIE " autoExportCIDRs. AfBY, EMIEIPZ/E, TridentF AELZFHEINTRNE
FﬁﬁuﬁIPﬁU@Ef-Hﬂ%Bﬁfmmuo

tliEfE, ERILAGIREHR autosExportPolicy M autosExportCIDR o @EJLUUEﬁJJ&EEE’JF*”‘MmD%
8 CIDR , el LURIFRINERY CIDR o fifR CIDR BHIES /D, LBFRIIG EZEASMA. S0 el LUEEXS
Jﬁ;mﬁﬁ autosExportPolicy , HEIREIFoEIZNSHKE, XEEERFIKIALEFIRE exportPolicy &
ZXo

ETridentflZ B EIRGE. ErILMEASFENM tridentbackend CRDMEfGIR “tridentctl:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd

BFET mfE. Trident= 10 EFRA T HERBE LUMER S5 %7 = 3 AR, 83 MR ERIHEYS HEREE R MlPRLL
T IP, Trldent_JBEJJ:,:'E\ HEH. RIESETRH T REEEALIP,
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WFUBIFENGE. EHAEHGIE tridentctl update backend Al HfR TridentH s EIR S H R, XHFSIR
BEEER NN SHERRE. FLUSIHHNUUIDMgtree B e 2. BiR EMNESENEHHEREHSEERH
BN S LR,

@ ErRE B EERS HRBIEHEMFDSEIZNS LR, NREHCERR, WSKEMR
PIBER, AT H R,

WREH T IEN T ABIPHIE, MATFEI T = EEFEETrident Pod, PAIG. Tridentid B H BRI fGiHAY
SRS, URBULLIPEL,

EEIESMBE
QAEHEEES. B UIERRESMB% ontap-nas RapiEFo

@ EAFIESVM L FRTERBENFSHISMB/CCIFSHNY. 7 8EHONTAPRIZREE R “ontap-nas-
economy ' SMB%, MRKEABEBHPE—NN. NEAERRE SMBELIEF KK,

@ “autoExportPolicy' SMB& ARz 43,
FriaZ Al
EECESMBE ZHI. EaAiUHE UL T 5o

— M KubernetesfEEf. EREE— P LinuxiThlgs T AR ZE/D—PMETTWindows Server 202289Windows T
ET B, Trident{XZ1FEF | Windows T &5 _EiE{THIPodBISMB%,

* E/b—/EEActive DirectoryE3EI TridentZ i, £MZHH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEE AWindowsREZBICSIKIE, ALE csi-proxy. 1BEM "GitHub: CSIHTIE" 8§ "GitHub: i&F
FWindowsHICSHLIE" & A F1EWindows_EiniTHIKubernetes T &0

p
1. S FREBONTAP, ER]LUEEZECIESMBHE. WAILUEEZE Tridenth EEIE— M H=,

@ Amazon FSx for ONTAPEESMBHE,

ERILMER U TRMA N Z —RIESMBEIEHE "Microsoft EIEIEH| 5" HEX MR EERITEEAONTAP
YITRE. EfFFAONTAP s <1TREIESMBHE. 1@?%?‘?&??9&1’!52

a. AEKE, AHELIBRERRZEM.

o vserver <:1fs share create L RELEHRZHEINE-pathiBIMPISENERR, NRIEER
Z—Z_?— ) F'P < :I_J'QED-&O

b. i 54EESVMXEXHISMBH = :
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2. QI EIREY. BAECEMUTREUEESMBE, BXEMTONTAP FintFIBEFSXECEXETL. 5

nasType AR E N smb IR AT MEIAA "nfso smb
securityStyle HENLZE2IE. MNIISE N ntfs 5 mixed ntfs B mixed Xt
FSMB#5, FSMB&
unixPermissions HENER, XWFSMBE. HMIMET, "
BREZ4% SMB

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties, ...

[other attributes] [-comment text]

c BIIRRELIBHEE:

vserver cifs share show -share-name share name
() msm bl VB £3 THREE¥EES.

FONTAP BIFSXBL & =A< 51"

S Description Al

smbShare o LFEE %I —: EfRMicrosoftEIEiTH|4S smb-share

FHONTAPH L 1THRECIEASMBHEZRIZ TR, ft
FTridentBlESMBEEMZFR; &, BILKES
BT IERE#H I TERAEZIRR, TR
EZBONTAP. IESEEAER, IS E 3T FAmazon
FSx for ONTAP/Gi AAE. REEAZT

]

uiﬁ—%

M 25.06 hzZsFF 88, NetApp Trident SZRHMERAL T A REIER SMB £HMLLECE "ontap-nas’# “ontap-nas-
economy’ f5if. BEEE SMB &, &aLUERIHRIEHIFIZR (ACL) /9 Active Directory (AD) BRI P 4H1R
#H3+ SMB HERZIT AR,

EELENES
* 48\ ‘ontap-nas-economy A% #F#,

* XEZ#FRI1ETFE ontap-nas-economy &,

* NRBEATESL SMB, Trident B2 GEiHEEIA SMB HE,
* B PVC IR, HFESEIRNEIRFERASEH SMB £= ACL,
* TobE PVC ;ERFIEER SMB H= ACL BLET IR PVC #HJ ACL,

* BA%%£ SMB B, EMREMEEMHIAD AR . TRAFRRKASWAINE ACL.

" MIRBIERIG. FAEA PVC RAR— AD AP RHEARBIR, WRATERN: PVC. FEX. &

lLffﬁo

* &% SMB X #f ‘ontap-nas FEEBESN, FERATIEEEES )
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TR

1. 7£ TridentBackendConfig F$5%E adAdminUser, 30 FREGIFFR:

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:

version: 1

storageDriverName: ontap-nas

managementLIF: 10.193.176.x
svm: svmO

useREST: true

defaults:

adAdminUser: tridentADtest

credentials:

name: backend-tbc-ontap-invest-secret

2. FETFRESEPIRINERR

A0 trident.netapp.io/smbShareAdUser FREIEMESE, UBHARE suB MASKK. HEEE

EBAFE “trident.netapp.io/smbShareAdUser WiZ%5 ‘smbcreds #
— " smbShareAdUserPermission ! full control,

full controlo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-smb-sc

annotations:

trident.netapp.io/smbShareAdUserPermission:

trident.netapp.io/smbShareAdUser:

parameters:

backendType: ontap-nas

csi.storage.k8s.io/node-stage-secret-name:
csi.storage.k8s.io/node-stage-secret—-namespace:

trident.netapp.io/nasType: smb

provisioner: csi.trident.netapp.io

reclaimPolicy: Delete

volumeBindingMode: Immediate

1. & PVC,

AT RBIgIE PVC:

change ,

change
tridentADuser

smbcreds

trident

S LLUERELTZ
HE read . FMIANFRRE
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NASEZ & &A1l

T BRA{AITE TridentZZE 8 EFNE A ONTAP NASIRGITERS, A TRt T8 /5imekad
#l|StorageClassesHfaimAc 2R FIFIFAE Bo

M 25.10 hRZ<FF34, NetApp Tridentsz#5"'NetApp AFX 7 &R 4", NetApp AFX T#ER S5 HithEFONTAPH
4t (ASA. AFFHIFAS) EEF#EENIIAR EBFARE,

() 2% “ontap-nas'NetApp AFX R&iz4% NFS thiIRaNTRR:; FHs SMB 1Y,

ETridentBIRECE S, TEIEELHNARSENetApp AFX IFER S, HIFERR “ontap-nas' fER

“storageDriverName' Trident= Bhi@ il AFX ZE RS, INTRFITR, FLEFIRERESHTERT AFX EER

4o

[5 i EC B 1T

BXEREEER, BEERTFx!

B Description Default
vehRZs RLL7 1
storageDrive TZBIREIFEFRIRZTR ontap-nas ontap-nas-
rName economy B ‘ontap-nas-
@ {3EAFNetApp AFX Z4: “ontap-nas’ flexgroup
B3
backendName BEXZMHFMHE G IXSHIERF B #R+"_"+ dataLIF
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S
nfE B H

dataLlIF

sVM

autoskExportP
olicy

autosExportC
IDR

R
EPIRIES
clientPrivat
eKey

trustedCACer
tifate

BF#&

Description Default

ERSISVMEIZLIFAIPHINE T IS E T2 PR E 12 "10.0.0.1". "[2001: 1234: abc:
#A(FQDN), MR Trident2EMIPV6IRERER. Ma] : : fefe]"

UGB AERIPveititt, IPvetIIt MR AIESENX,

a0

[28e8:d9fb:a825:b7bf:69a8:d02f:9%9e7b:3555
lo BXTEMetroClusteriEHE R, B
MetroCluster~fflo

Y LIF B9 IP b, NetAppiEi3ERE datalIF, 31 IEEAIMINLTNIREBSVM (S1R K15
ERIZHIESEL. M TridentE MSVMIZEXEIELIF, & E)AREIN)
ALIEEERTFNFSEHIREN=2RETHZ

(FQDN). LUECIEFIIDNSRKIEZNdataLIF Z [8l:#1T

REH TS, AJLUEVBIREEEN. FEH . W

RTridentZ2FEHIPVoirERER. MBI LURE HfE

HBIPveithiit, IPvetItAAAIESEN, a0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1o *#&B&MetroCluster, *i5& lMetroClusteri<filo

E{H 389 Storage Virtual Machine WRIEE T SVM managementLIF
, MR

*IFFMetroCluster& &, *IFZ 01 MetroClusteriifilo

B Bt EH S H R [RREl. £/ false

“autoExportPolicy’ #1 “autoExportCIDRs i%£1fl, Trident

AL B EIES H R,

FAF#5%EKubeNet™s £ PEICIDREZ (B2 AR, ['0.0.0.0/0. ": & : /O'T

“autoExportPolicy f£F “autoExportPolicy #l
‘autoExportCIDRs &I, TridentA] LIBEEHEESHE
B

T AT HH—AAER JSON MR
B IIERH Base6d HBE. AFEFIEBNSHE "

iE

EPinE FAZARY Base64 RiDE, ATFEFIERNG ™
(e

Z{EE CAEHH Base64 fwiS{E, Alik. BFETFIE
B I0IE

BT EZEIER/SVM NARE. BTETERNSH
I8iF, B Active Directory B2I8IE, ESH "EH
Active Directory E3EME /Gl SVM IRiFTrident Y& 15

o

EZDER/SVM 1VERE,. ATETERNS MR,
B X Active Directory S7503E, 1EZ " Active
Directory E#EMGiH SVM iETrident B9 &4
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=K Description Default
sTREFISR £ SVM FECEFHENERNEIR. REGTEEH  "ZREX"

NREANONTAPRBE24NHESLT
@ f¥#YstoragePrefix. Mgtrees F=HEN
EFiEFR. EREREERMF,

B EREENRE (A%, MRGETERS, WHIKHE
2 EgsA SVM ) o ¥F “ontap-nas-flexgroup IRGHFE
. LIRS Z2RE, SNRKSES. W BT LAERERE
B AR A RACEFlexGroupt,

ESVMBBHEAR. KRAH
fETridentth B, HERII
SVM. MEHREH /N TridentiEHl28,
fETridenth iR E THER A LI ES

() E. uRszRasEsg@Bhsm,
TFEIISVMEEREY, [EIHHE Trident
hI RS, TGRS BN
FSVMEES. SEGELEMIR.
B RSk AL,

BINIEERT AFX FE RS,

limitAggrega MNRFEAFREIILESEL, WEEXK. FEH " (BUANER TR HISEHE)
teUsage FAmazon FSx for ONTAP, 5718 BT AFX 7Z1%

FlexgroupGroup EEEMREFIR(ANE, MREKE. WHTKFEHES ™
GroupRegateList Fgé5SVM), S ECLASVMIVFRE R &9 FEL
EFlexGroup®t., 21 ONTAP—NAS—FlexGroup
— StorageRaHiZF o

ESVMHAEHERATIRG. IHIRE
ETridentP HIEH. HiEERIT
SVM. MEHREFHBohTridentiTHl28.
ETridentPEEBRERSYIRUEES

(D) B mREATRESZRBHSVM,
M7 IBSVMESEY. FimiEETrident
RTABIERT, BHRIERETIRE
EASVM LR EFIR, ERHE 2R
PR, LA SRR E B

limitVolumes IMMRIFKPER/NATILE, WEEKK. "(BRIAB R AR HISL )

lze
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2

=

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerfFle
xvol

smbShare

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

adAdminUser

Description Default

HPEHIRN BEERIER NS, Flg0. {"api": =
false. "METHO": true}

15701ER debugTraceFlags BRIEEIEIEFHITHRIEHE
PRHFBEIFHRH SR,

B2E NFS g SMB &8I, #EA nfs, 'smb'3 nfs
=B, KEN null WEKIAER NFS &, tIEREE, W
WBAIGE N nfs'iEBTF AFX FiE RS

NFSEHIEIANE S fRYI&R. BEREFMEET
JIKubnetes- K A1 BIEEEHED. BIUIREFMHESR
FRRIEEHESIEI. N Tridenti [E1R 2IE R FME SR
BN EERERAT, MRTEFMERNEEXH
FRRIEEEHIAT. WTridentFSERBKAIKA LS
EIRE AR

8 FlexVol BIE K qtree ¥k, @A77 50 , 300 SgEE "200"
A

o] LB TIEINZ —: FHMicrosoftEI8i5H|4S  smb-share
FHONTAPH L 1TREOIENSMBEEZEMRZFR; 2
HTridentBlZESMBHEZEMZFR; HE. ERILUESE

B e E#HITERERIAN, TR

ONTAP. ItEEZ %M, tEE3tFAmazon FSx

for ONTAP/Sim AAETL. REENZ,

{EFAONTAP REST APl B9#5/RE%#., 'useRESTI&E true X FONTAP 9.1515E=HRA
5 “true TridentEFEONTAP REST AP| 5/5iHE(E; , BN falseo
L& E A “false TridentfEF ONTAPI (ZAPl) AR5 G

@S, HEINEEEZEONTAP 9.11.1 KEShRAS, Lhsh

, FIEANONTAPERABUNAT AR R,

“ontapi' N, FIENXTUHAE 7 X—Ro vsadmin
‘cluster-admin' A, MTrident 24.06 KxZ<FIONTAP

9.15.1 ESIRAFFIE, 'useRESTIZEN “true’ FRiA

; B "useREST %! ‘false /8 ONTAPI (ZAPI) i

o WMRIEE, WIBLIREN true & T AFX =&

%é Lo

fEqtree-NAS ONTAPE B Gk fEAqtreesBYaliER ™  (BRINE R T A5&HISEHE)
HIERAFlexVol K/,

PR ontap-nas-economy’ [5if Bl HTEYFlexVolE LA E
BHqtrees, NEEABHEBIFlexVolELEHRHIPV.

HE SMB HEZ 240X BRAY Active Directory EIE
SRAFZAFA. FRLSHAN SMB HEREAR
SEEEHINHNEERNR,

BT EREEN/EIRECE XD
TR IR R EAREETUERIBIARE defaults BEEERD. BXTA, BEUUTERETRM,
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2

=

spaceAllocat
ion

sTUETRE

sSnapshot =®

gosPolicy

adaptiveQosP
olicy

sSnapshot T
=4

splitOnClone

e

D EREE

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

nameTemplate

Description Default

gtreesf9= (8] 2 AL "IEFR"

TEMERERN; "T"(FE)H"E"(F) "I

E(FFARY Snapshot KL "I

EHBIENE DA QoS HKE&H, EFSNEEM /

5189 qosPolicy B¢ adaptiveQosPolicy Z—

ERNCENEDEIEIEN QoS KA, EFsIME

figt / I5imEY qosPolicy X adaptiveQosPolicy Z—

A% ontap-nas-economy.

NIRBIFIENEB 7L &R A"0". MHg"o"
snapshotPolicy &"none". &N
yglm

IR, MERXERIRD ZmE false

T B EANetApp BB (NVE); ZRIAN false, false

E(EALEIET, HNEER EIRTE NVE BNiFIHER
NVE . WMNREFIHEATNAE. NETridentHECERY
FRIEEEBANAE, EXIFMEER, FESH

. "Tridentd0fEl SNVEFINAEEZ & ER",

fER"T"RE R

MERIRT "TTT'RINFSE; =(FER)R

TSMB%&

FFNFSv4. A"TRUE"; Xf
FNFSv3. A"false"

EHIFTEYIAIR] . snapshot BF

EFAN S H R default
MENZLEN, NFSE#F nixed M unix BEHIR NFSZRIAEN unixe SMBERIAMER
o SMBXEZFF mixed M ntfs LLiER, ntfso

BT eIZBEXERMRIRR,

EQoSHERRLE S TridentE SEFAEE(FEHAONTAP O3 EERAS, B {EHAIEHZQoSHER

®

SECETH

IR,

H, HHRRIERBADININATFEIEIE. HZQoSKEAZWAE LIEMHMNEELESE

TER—MEX T ERIMERRG:
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

7T ontap-nas #M ‘ontap-nas-flexgroups TridentIMEFEBEMBITESZE, UHRFlexvol RS
5 snapshotReserve B pvc IEMILEL, HAFIEXR pvc B, Trident=ERAMBITESESIE
BEEEZTEMNRIRFlexvol o WITEBERRAFTE pvc PREHBERHVAESTE, MARLFHIEKRHNT
8o £ v21.07 ZHi, HAFIBR pve (90 5 ciB) BY, WIRMREBIME TR 50, MIREEIKE 2.5
GiB WAIERE), XERNBAFIBEKRHNEENE, snapshotReserve HEFHESS L. ETrident
21.07 B, BRIARBNEAETIE, MTridentE®X TIZZTiE, snapshotReserve FHEXRTANLEMAE
B DL, XFRERATF ontap-nas-economy. ESRLLTRE T EETERIE:

HEGENT:

Total volume size = <PVC requested size> / (1 - (<snapshotReserve

percentage> / 100))

FHFIREBFNEE = 50% B PVC iEXK = 5 GiB WIER, S&HA/NA 5/.5=10 GiB, sIAA/INA 5GiB, XIEERAF
7E PVC ERAIERBIAN. “volume show FiS N BR-SIE R EIZMBIE R |
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Vserver Voelume

Aggregate tat ype 5ize Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74

online AW 18GB
pvc_eB8372153_9ad9_474a_951a_@8ael5Selcdba

online RW 1GB

2 entries were displayed.

FKTridentty, ERILENMEGEHER EARFRERES. M THEFICIENSE, EBRZBEEER N GEUNRE
B, #i, — 2 GiB B PVC £2% “snapshotReserve=50"Z Bl R B EIRM T 1 GIB e B a], a0
, BEXKNAERA 3 GiB, K7 6 GiB W& _ EANBEZEFRME 3 GiB a5 =8,

RIREE A
UTFRAIERTRAZSHEHREABRANENESELE, XBEXEHRNRESETTE.

(D WNR7EXK A Trident B9 NetApp ONTAP {5 Amazon FSx , #EiX 9 LIF 383 DNS &R, A
2 IP ik,

ONTAP NASZZ ¥4 15l

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroupf

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

TR RImEITECE .. B REYIRAYIEEFIERFIRENX "SVMEGIFIME",

EHR TR BFERAIEESVM managementLIF H & dataLIF # svm parametersffla0:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB#& Rl

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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E TR SIS

XE— " REEHIEE R, clientCertificate, clientPrivateKey, #I
trustedCACertificate (MRFEABECA. MANHEFIET backend. json MAHIRAEFIHIER.
T RZRAF S CAIEERIbase644mi3{E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRBINBI AR TridentfE ASIA T H R B EMEESH RIS, XX FH ontap-nas-
flexgroup WEhiZF MMM “ontap-nas-economye

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6iER

WRBEIZERT managementLIF {EMAIPveitt,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFISMB% {3l

o smbShare EFSMB&EHRIFSx for ONTAPEE S,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

REPA M SR 5

ZETEHETHNRFIRREXXGHR. NFBEFREMNSE TIREMIAME. B9 spacerReserve Jn
spaceAllocation Mfalse. #l encryption Hfalse, EINHMEFMEELD PHITE N

Trident=1E"Comments"FERFIR BERCEIr%. JFFE1EFlexVol forg{FlexGroup ontap-nas-flexgroup fork
%8 ontap-nas. EREMN. Trident2FEIMNM EHNFABEREEFEIEFHES, AT HERL. FHREERTTUIZR
IEAESNEMMFLAETE XIFE,

EXLERGIAR, BLEFEMSBITIRE spaceReserve, spaceAllocation, # encryption {B. MHLE
MEBEIINME
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ONTAP NASfl

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin
password: <passwo
nfsMountOptions:
defaults:

: ontap—-nas
.0.0.1

rd>
nfsvers=4

spaceReserve: none

encryption: "false"

gosPolicy: standard

labels:

store: nas store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:

app: msoffice

cost: "100"

zone: us_east la

defaults:

spaceReserve: volume

encryption:

"true"

unixPermissions: "0755"

adaptiveQosPolicy: adaptive-premium

- labels:
app: slack
cost: "75"

zone: us_east 1b

defaults:

spaceReserve . none

encryption:

"true"

unixPermissions: "0755"

- labels:
department:

legal

creditpoints: "5000"
zone: us_east 1b

defaults:

spaceReserve: none

encryption:

"true"

unixPermissions: "0755"

- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: "false"

unixPermissions:

"0775"



ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

5 iHBRETE] StorageClasses

AR StorageClassTEXiEE N [[EtEiRTR Ao #H parameters.selector FEEH. & StorageClass#f
SEHTRTFRESHNEMM, SREEERIMAHENXEZ A H,.

* . protection-gold StorageClassiGBREIEIRRIE—PMFIE ZPNEIMA ontap-nas-flexgroup F
. XLt EM—IRHERRIFEIA,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiRETEIFHRIE = NFIFE D ERA ontap-nas-flexgroup
[Gif. XL B —IRME TR UIMRIPLS BT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassiGBREFEIHBIFE PN EIMA ontap-nas Gk, XEHmysqldbEEAIR
IR EEE NI EE A,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* o, protection-silver-creditpoints-20k StorageClassi&RgtE|FAYE =B ontap-nas-
flexgroup Gk, XEMW—IERHIEERIFF20000MME A =AM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIPRIE =P EAM ontap-nas FHIFIHME Z N EIAA
ontap-nas-economy [Gif. XEM——{EH=E/I500089:t™~ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

TridentfEREEZM N EIN. HHRRBREFEENK,

F¥ datalIF ¥IRECER
S EVIRECE R E XdataLIF. FARIETU TS, NFBEIRISON HiREEH EHdatalIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

97



C) NR—1MKZ 1 PodiEE TPVC. MAiAexAFMEHENAIPod. RAEEIEEENBN. LUER
AYdataLIFE34,

%% SMB Rl

£/ ontap-nas IXSHIEFIISIHECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£ ontap-nas-economy REZF R FIHACE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

BEFENNERECE
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

K F3 ontap-nas IXGHTEFFEVTZ ISR

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

CD HtRAAN "annotations’ EARE SMB, MIRKHEERE, K¥E SMB ML ZELE, TiLFimaL PVC
PIRETHAkE,

X F3 ontap-nas-economy IREHIEFHITEEZER A



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

BEHE4 AD P8 PVC Rl

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

BEE% AD BF R PVC R=fjl
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

iEFF NetApp ONTAP B Amazon FSX

$5Trident5Amazon FSx for NetApp ONTAP4E & {5

"JEFTF NetApp ONTAP i) Amazon FSX' R—H5= 2 fEEMAWSIES., AIERF BEI
JE{TEINetApp ONTAP THEIRIER AR L ISICHE R, EENEMATONTAP HIFSx,

(BRI LURIF R AINetAppINAE, PEAERIEIBIhAE, FBIRIFTEAWS LiZ S URM0R(E
M. REM. ZLWRE R, FSX for ONTAP SEHSONTAP A RATHEERIEIEAPI,

&R LU Amazon FSx for NetApp ONTAPX 4 R4 5 Tridenti# 178 LUHAIRTEAmMazon Elic Kubelnetes
Service (EKS)HiIZE{THIKubelnetesE &3 7] LA B ONTAP T FFHIRFN Sk A M &

XHRYE Amazon FSX RV EBZR, RUTFREPEER ONTAP 8, &1 SVM &, EaJLgIE—1 T
ZN0NE, XEEBBXHMXGREEEXHFRATRHIEIERES. EBIAmazon FSx for NetApp ONTAP. 1%
SHEAREXHRASRM. FHXHRSEENA * NetApp ONTAP *,

1B K Trident5Amazon FSx for NetApp ONTAPZ4SEA. 8] LUffR7EAmazon Elic Kubelnetes Service
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(EKS)Hiz1THIKuUbelnetes 5 8% B LABC & ONTAPZ HFRVIRFI X4k A 14 B0

3R
BT "TridentZ3R", EIEFSx for ONTAPS Trident(EFK, EAXEE:

* B%3E kubectl BIIHE Amazon EKS & 2fsk HEIE Kubernetes &%,

* B MEEBF TET 2 3A18)A9EL A Amazon FSx for NetApp ONTAPX {4 % Zs#Storage Virtual Machine
(SVM),

* EETENIET R "NFSEISCSI,

@ HRIZEAmazon LinuxAUbuntuFr BT s ER T B FH1TIRIE "Amazon Machine BR{&"  (
AMIS) , BEREURTFER EKS AMI S8,

ARE

* SMB%:
° SMB# 2 #5#H ontap-nas XPRIRGHIZF
° Trident EKSINEH A ZFSMB%5,
° Trident{XZ#FHEE ZIWindowsTi s LiZfTHIPodBISMBE, BXIF4MEE. BB N "EEEESVBE"

* fETrident 24.022Z BifIARZAR . TridentZTo /ZMIBRTE E/B B B &P EIAmazon FSXxX ALK LEIENSE, B
£ Trident 24.028 F S hRAsHBH 1L RIRR, JETEAWS FSx for ONTAPHI/SimADL B X4 HI8E
fsxFilesystemID. AWS. apikey AWS ‘apiRegion HMAWS ‘secretKeyo

@ WMREATridentfEEIAMAE, MBI LAEBEATridentBBAIERE apiRegion. “apiKey #l
‘secretKey' FE. BXFHMER, BB "EHATONTAP HIFSXEEE EIAIR A",

[FIBY{EATrident SAN/iISCSI #1 EBS-CSI JXEhiER

WMRIEITRIE ontap-san IREHFERFE (5140 iSCSI) 5 AWS (EKS. ROSA. EC2 Sy EfEIEMhsEf) —iEfEm,
N 5 _FFrEM L KRIZELE rTAES 5 Amazon Elastic Block Store (EBS) CSI IREhiZF H%E, AT HRZKRIZTN
BEASTE—T = EM EBS Hif, EEBHEZRRFIZETHR EBS, XMIFETRT multipath.conf B2 & Ff
ETridenti@BRIX Y, FEIIIE EBS MEHRES KRR ZIM:

defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"
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BRI
Tridentie i fH S5 10 IEET,

s EFEREGERYN):. BRI EEEAWSHIZREEREST, ErIERAXHRANAR. el LUEH
fsxadmin vsadmin ASVMECERIEAF,

TridentfZ ASVMAF &1i517. & MUEGHERAENEMBZFIAR 1517 vsadmin
» Amazon FSx for NetApp ONTAPHYSE fsxadmin FAFP RAEGEFRMERONTAP “admin®
EBAF, mINBENESTridentESEHE " vsadmine

* EFER: TridentiEEASVM_EREMIEBSEFSXX B RS EHSVMBHITIEE,
BEXBRASHRIENFAEE. BSRERATENIREF LR S HIIE:

* "ONTAP NAS &3 30IE"

* "ONTAP SANE 30"
M T A9 Amazonit E AR (AMI)

EKSEMHTIFESMIZERA. BAWSEH W RSIMEKSLIL T ELEAmazonitENIBRIG(AMI), LT AMI Bi@Eid
NetApp Trident 25.02 iz,

AMI NAS NASZZ ;X HY iSCSI iISCSIZZ5FHY
AL2023 x86_64 ST £, =28, =28, =26,
ANDARD

AL2_x86_64 =28, 28, 2 B
BOTTLEROCKET x E** 28, REHA REH
86_64

AL2023_ARM_64_S 21, =289 =289 =28
TANDARD

AL2_ARM_64 =28, 21, 2+ z*
BOTTLEROCKET A £** =28, RiEH REH
RM_64

*CMRAERTIR, WEEMER PV
* ** FER T TridenthRs 25.02 B NFSv3,

@ NRULARFILEFAZERAML. HARTEARAR I, MARKTERREINIR, HIRAI(E
ANBHENETTHY AMI BY3ER,

fER L TIARITRYME :

* EKShR#: 1.32
s ZEFER: Helm 25.06 1 AWS N4 25.06
* IFFNAS. FHAfIEENIE 7NFSV3FINFSv4.1,
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* IFFSAN. MEIXBIZXISCSI. A ENVMe-oF,
PATROMEL :

* B FfE. PVC. POD

* MF&: POD. PVC (2#l. qtree/LUN—EZ5%E), NASSAWSHEH)
THREZER

* "Amazon FSX for NetApp ONTAP 14"

s "HXIEAT NetApp ONTAP BY Amazon FSX MItEZE S ="

SIZEIAME EFAWSHIZ

BT LB ENAWS IAMA E#1T BB I0IE(MABREE NAWSERE )RAD
EKubbernetes Pod LU BJAWS & B,

(D) =ERAWS AVRBHTIHIIE. CARBREKSHEKubenctes R,

BIZAWSHZ EIZRE A
T TridentiEXIFSx Sx SVARSS SR A HAPIR A EIREFME. R EREREA SERITIRME, TEXLEFIEN
ZeFHEEBIAWSHIZERSEEH, Altt. NREELE. WRECIZ—AWSHZEIERZHA. HPE
Bvsadmintk ~ BEHE.
T RGIRESIE—NAWSH Z SR 23 Z AR Z i Trident CSIEHE:
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

BIEEIAMERES

Tridenti TR EAWSKRA BEIE B IET1T. Hlt. BHRECIE—DRIEEATridentiRIHFAE IR,

U TR ERAWSE s 1T R E I IAMERS :
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

REZJSONRII:
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"Statement": |

{

"Action": [

"fsx:
"fsx:
"fsx:
"fsx:

"fsx:

"fsx

"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"
]I
"Effect": "Allow",
"Resource": "*"
}I
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

DescribeFileSystems",
DescribeVolumes",
CreateVolume",
RestoreVolumeFromSnapshot",

DescribeStorageVirtualMachines",

:UntagResource",

id>:secret:<aws-secret-manager—-name>*"

}
1,

"Version":

"2012-10-17"

FERSE K XEBX (IRSA) €I Pod Identity 5% IAM &

& LAER EKS Pod Identity BECE Kubernetes ARSI, EEN AWS Identity and Access Management

(IAM) e, SR IAM B EHTTARSIKF XEX (IRSA), ERIECE N ZARS KA Pod #RRILUARIZAE
BROHRIBER AWS ARSS.
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Pod 514

Amazon EKS Pod Identity XEXIRMH T EIEN AR EIEEEST, EIMTF Amazon EC2 LHIEEE XM
Amazon EC2 SLAIIRHEIERY 5 (s

E1889 EKS £8% E %% Pod Identity :

&A@ AWS =518 R LT AWS CLI #5528l Pod 517
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

EZ(E2I1ES17"I%E Amazon EKS Pod Identity Agent" o

Bl# trust-relationship.json:

B3 trust-relationship.json X4, {F EKS ARZZ EABETSEIE Pod Identity It AT, AEREIE—TMEBU
TMEEREBNAR:

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json XX f¥:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
b
"Action": [

"sts:AssumeRole",
"sts:TagSession"

RAaRERHINE 1AM At
¥ E—ThevA aRsHMEIIEN IAM At
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aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \

-—-role-name fsxn-csi-role

BI% pod B9 xEx:
7T IAM B &F] Trident ARS MK  (trident-controller) Z[&]8I%E pod &5 X<E%

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

BRSSP X B% (IRSA) BY IAM & &
{&F3 AWS CLI:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

EEXAR. json 5
{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-

provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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EMXHHBILATE trust-relationship.json:
* AWS-f&By<account_id>H~ 1D

* EKS-<oidc_provider>§&#1J0IDC*, &R LUEIEI T T an < 3RIREoidc_Provider:

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
-—output text | sed -e "s/“https:\/\///"

RIAME &N ZIIAMERES :

tIEAeE. ERAUTHSRELRSRHEIZNREHMMEILAE:

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

JIEOCDRHIZF B & KEX:

KIEOIDCIREIZF BB ESEM KL, A AR T < #TINIE:

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

NREH AT BERUTaREIAM OIDCEEREXEX !

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

SNRIEEER eksctl, FERLUTRGIN EKS RRVARSIKF EIEZ IAM A&

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

235 Trident

Tridentf&11t, T KubelnetesH3& FHFNetApp ONTAPHJAmazon FSxIFEEIE. FHAAR
MEEREBE T TNRAEREE,
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BRI UER A 5722 —% &K Trident:

*© Efe
* EKSHN

NRBEARIBINGE. BLRECSIRRIERIZBMETL, BEXFMER. BSN "NCSIEERAREINGE" o

B e L Trident
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Pod 519
1. Z5h0Trident Helm7Zf&E

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. FRAUTREIZRE Trident:

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

TR LAGER “helm list S BB LREIFAMEE. AR, ssR=TE. BR. K& NARFMRAHE
1ThRS.

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

RSP th= (IRSA)
1. F N Trident Helm7Zf&E

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BB mietE =50 HE:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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TRILUER "helm list Ss BB LREFMESE. FIAIRH. SR=TEL BR. K& ZAEFIRDH
EITHR S

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0
!zu%ufrﬂ@ﬁa iSCSI, BERFEEEFHITEVLEBET iSCSl &u%u@% p= AL2023 Tk
RIRERS, NWelLUEZTE helm REAZRNN node prep SERBERIRE iISCSI B ik

(:) helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-

set nodePrep={iscsi}

BT EKSHEHZ & Trident

Trident EKSHNEFIMEIERFFNLZ SEIMEFEIRIES. #Ei_i_AWSLiL B8] 5Amazon EKSER&EA, &

WEKSHIHEIL. &R LR HRAmazon EKSERZ2RRE. HRLRE. EENERMNHTFAENIES.

EECEIER FAWS EKSHTridentiNE 2 /. IEHRHE LA T4

* BEEMMITIFAAMazon EKSEEENK A
* AWSFTAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZERY: Amazon Linux 2 (AL2_x86_64)3Amazon Linux 2 ARM (AL2_ARM_64)
* HREE: AMDZARM
* IMAHAmazon FSx for NetApp ONTAPX R Z:

B A& B FTAWSHI Trident N I0
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BIBTHIE

1. ¥THAmazon EKSIEHI &, MIEA hitps://console.aws.amazon.com/eks/homet/clusters,

2. TEMSMERT, EEFES

3. EBRERNEHEIENetApp Trident CSINNEINAIEEERIE FFo

4. j$E*Add-ones*, FAIFi%4E*Get more add-ones*,

S. BB LT B NA 4
a. [ T~RapE AWS Marketplace FfiINA4 &893, AGTELREPRRAN “Trident”,
b. % NetApp BY Trident ¥4 L AEIEIE,
CEE* % *,

6. TR EIRENMMNTEE TIE L, HITTE:

() SR Pod Identity 35, BT XS,

a. EEFEERAN R,
b. yNRIGHEEMA IRSA FHIIE, BHERIRERNEREREFIHNRERE:
* EEREERN R

* R WINAHERERER, K EREE 8858 configurationValues 2B ANEE L—F
BIENAE ARN (ERZRAMUTER) -

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+

MRERHRBRF FIEZFEES. WA LUEAAmazon EKSHINNIEEESZIE MBI — 1% 1Ng
B, MERBAIED. HESUAREFEPR. WRERRK, ErILUEREMAIEIRE SRR
R, EERIETZ 50, EHfRAmazon EKSHIMNAH R EELEEBTEENIRE.

7. FEET—%7,
8. f£*Review and add*Ti_ L, #%#F*Cree*,

M ZETAE. ERHEEIERERINHI

AWSEFL1TSE
1.8Z “add-on.json >4 :

3tF Pod Identity, EERLITHE:
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G ==

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

¥F IRSA BHIGIE, IEFEAUTE:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

(D) i <role ARN>H E— 5 HROIEIIAESEIARN,

2.%% Trident EKS &,
aws eks create-addon --cli-input-json file://add-on.json

eksc
U Rflan 8 %L Trident EKSHNELI :

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

FE#Trident EKSHNE IR
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BIBTHIE

1. ¥THAmazon EKS#EHI& https://console.aws.amazon.com/eks/home#/clusters,
TEEMSMERS, T BEE

EREFHNetApp Trident CSINNEINAIERF IR R,
e *Add-ones* I,
PEFE* TridentiZNetApp BR*, ABIEF RIE"
£ NetAppEC B Trident’T1_E, 1T THRE:

a. EEREFERI AR

b. BA AR E IR E HIRIEREHITENL

C. & * (RFEN * o

o o A W N

AWSHSITRE
AT R EFEKSHNE I

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksc
* ¥2ZEFSxN Trident CSINNEINB HEThRAS, FEE "my-cluster AIEBIEREZ R,

eksctl get addon --name netapp trident-operator --cluster my-cluster
NG
NAME VERSION STATUS RSISUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* kN ) E— it R RJupdate TR [EIRIAR S,

eksctl update addon --name netapp trident-operator --version

v25.6.0-eksbuild.l --cluster my-cluster --force
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WRIEMPBR T 1Z ——force T, HBEAAmazon EKSHIINIEESENIMBREAR. NEFHFAmazon
EKSHIMEEERNY,; EBWE—L£EIRERE. UGB, EEEEmZ g, 5HfRAmazon
EKSM‘J?JU*HT#TA'F“EE‘S%E BRE. AAXEGESWIANEER, B XIN&ENE MY F4H
1.:..,, HEM HEE", B*Amazon EKS KubenetesFERE EEEI’Jﬁ*Hﬁ:.u, IHE(% "KubbernetesIl 1718

O

ENE/MIPRTrident EKSHNEIN
TR LLEE w75 ZUHIBRAmazon EKSHANTA :

© (REEEE RN R TS M BRAmazon EKSIHEAIZREREIR, It Bif=fEAmazon EKST %
BHEEHR. HEEEEHREBIEHAmazon EKSHIINR, B2. ESFREEE FRMMNEE, ikl
Tﬁf‘ﬁ?]ﬂiﬂﬁ:lﬁﬁﬁ“"i@?ﬁ%\ MAZAmazon EKSHINA Y, @b, tMmEAHRSHIEN. F
B —-preserve FEILUFRZB LM AN,

* MEBPLMBRMINNENE-NetApp BN BN EEEBF KA K T UL MM RIRRY. A MEBFHMIBRILE
MimnaktE. MEnSHMIER --preserve EED delete WAMIBRIEINEIN,

() WRUHIITEEXEEIAMIKE . TR SBIBRLAMIKE
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BEIEH S
1. ¥THAmazon EKSIEHI &, MIEA hitps://console.aws.amazon.com/eks/homet/clusters,
TEEMSMERS, T BEE
EREMIFRAMINetApp Trident CSINEIRAYEERER TR,
EHE*Add-ons*iET K, #AFIEETrident by NetApp, *
EHE * ER o
7£*Remove NetApp_trdent-operator conf sR*XHEEAR, HITLUTIRIE:

a. JNREFELAmazon EKSEIEERIIINAMHRNRE. BEFREER . NREEEH LEREW
ERfE. UEERI LA BITEEMMNARARIFAEIRE. BHRITIERCE

b. % N\*NetApp_trdent-operator*,
C. R * kR <

o o A W N

AWSESITRE
IBEAESENBITHEITER ny-cluster « REBITUTHS,

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve
eksc

AT e S5 EE Trident EKSHNZRIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

e EFhEfRiR

ONTAP SANFINASIREHIZF &K,
B EEMEER. BEEQEISONHYAMLERNWEEE X H. ZXHEBIEEFENEMEIE(NASTISAN). X

RS AT REZ XX AR SVMU R IR E#ITH A, LT RAIER T A E X EFNASHITFE LRI
EIfERAWSE IR R IEFMHEEIZEAISVM:
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YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-
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BT T a2 LIS B AR Trident/SiRECE (TBC):

* MYAMLXZ 483 Trident/GimBCE (TBC)HIBITUA T @<

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

© BIFREBRINEIETridentSH4ELE (TBC):

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAPIRGHIZFIEHE 2

1B LUER L FIREHFER 5 Trident 5 Amazon FSx for NetApp ONTAPER :

* ontap-san: ECEMESMPVERZEHE B EAmazon FSx for NetApp ONTAPEHR—NLUN, EBiIVATFHRTE

fi#o

ontap-nas. ECEMEMPVERR—MNFEMAmazon FSx for NetApp ONTAP#, ZiXFFNFSFHISMB,

* ontap-san-economi : /7 NetApp ONTAP EEEENE PV #i— 1 LUN , &1 Amazon FSX EHH

FCERY LUN #E,

B9 gtree MERAECER.

ontap-nas-economy. . BEENSE PV #E&—1 qtree , T NetApp ONTAP %, &> Amazon FSx

* ontap-nas-flexgroup . BCEME PV #E&EH T NetApp ONTAP FlexGroup HHI5SEE Amazon FSX

[e}

BXRIEFIFMER. ESM "NASIEEIIEE" F "SANIRKEIFZRE",
BIREEXHE. BT TEEKSHEIR R ¢!

kubectl create -f configuration file

gq_‘lIE'{le;\\ 1 lﬁ ?L\/{—Fﬂ /7\

118



kubectl get tbc -n trident

NAME
PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629

[EinmA&ECEM R

BXEREEER, B2 FER!

%
vehRZx

storageDriverName

backendName

nfE B H

BACKEND NAME

backend-fsx-ontap-nas

Success

Description

FEIREDAE B R AR

BE X B F it e

SR SVMEIELIFAIPHIHEET LAFE
EEeMREHZ(FQDN), 3
RTrident2ERIPVOITEZEER.
M LOE B AfEAIPveititt, IPv6e
ALK AIESENX. fFla

. [28e8: d9fb: a825: b7bf: 69a8
: d02f: 9e7b: 3555], WIREFEL

T aws " {&fft
‘fsxFilesystemID. MFTEER
. managementLIF®
ATridentZMAWSIEZRSVM
‘managementLIF 158, Ak,
B IuR M sV FEMAFRIERE (

fFlilvsadmin) « HFBEIZARP XA

Bt “vsadmin A,

BACKEND UUID

7a551921-997c-4c37-aldl-

ANl

4R8I 1

ontap-nas, ontap-nas-
economy, ontap-nas-

flexgroup, ontap-san,
ontap-san-economy

IXEhiEF R MR+"_"+ dataLIF

"10.0.0.1". "[2001: 1234: abc:

. o fefe]"
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dataLlIF

autosExportPolicy

autosExportCIDR

e

B P IHIEH

clientPrivateKey

trustedCACertifate

BAR&

sVM

sTRIERISR
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Description 45

X LIF B9 IP 33k, * ONTAP NAS
IXSHFERE*: NetAppiEiVig
EdataLIF, SNRFKIREUISE.

M Tridenti§ MSVMIZEXERIELIF, &
B LUEE ERTNFSEHIZIEN T
2[REFEZ(FQDN). LUESIER
IUDNS3k7E % NdataLIF Z [Bli#{T
HFEE, ATUEVRISEREN.
iEZEH ., * ONTAP SANIREHIZE*

. RAISCSHEE, TridentfE
FAONTAPIERMELUNBR IS & I 72
I ZRBRERIEFIERISCI LI, 3R
BEMAE X T dataLIF. NMISERE
&£, MNRTrident2ERIPVOITER
£89. WA LUK E AFERIPV6ith
ik, IPVEHIIEAT R 1ES TE XA
f540: [28e8: d9fb: a825: b7bf

. 69a8: d02f: 9e7b: 3555],

BEEMEIENEHSHER[F/R false
{&], fEF "autoExportPolicy ]
“autoExportCIDRs &I, Tridentr]

M BohEES H R,

AT MK ubeNet 5 RIPBICIDRY  "['0.0.0.0/0, ": :

FR(BHK), “autoExportPolicy f&#
F autoExportPolicy 1
‘autoExportCIDRs &I, Tridentd]
L BohEES H R,

BENVATEN—HES JSON B
RIARE

ZPiRIE B Baseb4 4RiaE. A "
FEFEBNS R

EFinE AZ$AR Base64 Jgig

B, AFETFIEPMEHIE

Z{SE CAEHHY Base64 4Ri{E,
Bk, BATFETFIEPHNEHIIE,

AT EERI SR NSVMBIA P R,
BTFETRENSHEIE.

M. vsadmine

AT EERIER N SVMIVERS, A
TFETRENS DRI,

EfFFHAY Storage Virtual Machine  SN1RIEESVMEIELIFNIKAE,

£ SVM RECEHERERRRIZ, trident
BIBETEENR. BEMILSER.
BEELIB— B EIR.

. 0"



limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

Description 45

“J&/N¥EEAmazon FSx for NetApp  iBE70ER.

ONTAP, *}&#a940 "vsadmin' ~ &
E{FERATridentt REBSFERBRFH

FSTELHITIRFIFFERY “fsxadmin iR

PRo

MFRIFKRMEA/NEDLE. MES
BRM. It EZREIEHqtrees
FFlexVol volume BIEZMI BRI A/ E
R, HEWATARTFEENXS
NLUN “qtreesPerFlexvol Bqtrees
HEmAHE

&1 FlexVol volumeBIE ALUNF % “100”

ZTE[50. 200EEA. {XSAN,

HWPEHIBRN EERE NS, Bl =T
. {"api": false. "METHO"
: true}

15711ER debugTraceFlags BRIE
BIEERITHRIEHRRHEZIFAN
HE i,

NFSHHIETIE S DRy IR. &8
B REFEEPIKubnetes-7KAE
BIETEHIED. BNREEES
hoRIEEFEHIAI. M Tridenti& (o]
REERFMEEIRIEE X FPIEE
BEHEI, MREFELREE
X RIEEEHIZED. N Trident
NRTEREERRA S LGB R
FEEIEIN,

FCENFSESMBERIR, HEINEHE nfs

nfs, smb /AT, *UINEEN
“smb WFSMBE., *MNRIGEN
=. MEIASINFSE,

£ FlexVol volumefyEx Kqtrees ~ "200"

. BIE[50. 3005EEA

B iEE TRz —: fF smb-share

FAMicrosoft EI21E % & HONTAPHER
SITREOIENSMBHEZENZ TR,
FE R F TridentBESMBHZRIF
o XFFAmazon FSx for ONTAP/S
i, BB NER,

" BROAER TSRS SL5E)
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S Description A5

useREST FF{EHE ONTAP REST APl B9%5/R false
S8, MRIZTEN true, NMTrident
5 {EFEONTAP REST API 5 [l
17815, IINREEE(FEAONTAP
9. M AKNESRAE, Itth.
FIONTAPER A BN ME AR
ontap MAER. FIEXNMBE
AILUAEX— vsadmin E3XK

cluster—-admino

aws &I LAITEAWS FSx for ONTAPRYED
BEXHPIEEUTHE:
- fsxFilesystemID: }EFEAWS
FSX3X 4 Z4eH91D,
- apiRegion: AWS APIXIZ% "
- apikey: AWS APIZ$R, "
- secretKey: AWSHIZZH,

credentials IEE EFMEIEAWSEI SRS
BIFSx SVMER, - name: %A
HIAmazonFIRZFR(ARN). HEFE
EBSVMBYERE, - type: 1REN
awsarn, BRIFMERE. B "
BIBAWSHIZEIERZIR" o

BT BB S EinAc & XL
TR AR R EAREETUERIBIARE defaults BEEEED. BXTA, BEUUTERERG,

B Description Default
spaceAllocation LUN BY=S 8] 53 B true
sTUETRE TEIMERI; "L (FE)HE"(E) T
sSnapshot A& E{FMAAY Snapshot REE T
gosPolicy ERCENEDEH QoS HRegH, ™

RS NMEE M SRR qosPolicy
Z{adaptiveQosPolicyZ —, 1§QoS
FIRAESTridentESEREERS
FIONTAP 9™8Z Emhit A, &Nz fsE
FIFEZQoSHERA. FHHRILE
BASINAFEIHSE. &
ZQoSHIRARIFAE TIEREHM
SEMELHE LR,

adaptiveQosPolicy ERCENEDBIEIEN QoS &R ™
BR4H. EES M EENHER
AJqosPolicys{adaptiveQosPolicy 2
—o 7% ontap-nas-economy.
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o Description Default

=

sSnapshot FiEd NIREB"OFNENEB 7L R snapshotPolicy /N “none
, else”

splitOnClone BliETefERY, MERXRIFSZ7E false

e T#E LB FANetAppBINZE(NVE) false

5 BIAA falseo, EfERILIEDN,
WITEEEEE FIR1E NVE B9IFAIH B
A NVE , WIRERIRREATNAE.
METridentPECEMNEAEEE B
HENAE, EXFAEE, B2

. "TridentdfAI SNVEFINAEER & 1

A"

luksEncryption BRELUKSINZ, #8W "#EMLInux "
Si—ZHIZE (LUKS)"s 1XBRSAN,

D ELRRE EFANEREE none

unixPermissions MENE, XM TFSMBERE N

securityStyle HENRZLIER, NFSZIF mixed NFSERIAMEN unix. SMBERIAEN
M unix ZLER. SMBZHF ntfso

mixed Ml ntfs ZEIEH,

121t SMB %

e UMER LT ANECE SMB % “ontap-nas Bl#le TEFRSERZE] ONTAP SANFINASIRENIZ FEERY 1B5T
UTHE:. "HEEZEESMBE",

AeEFERFPVC

EcEKubnetes StorageClassi RHACIRFMER. LIS TridenttNWECES. BIZ—MER
EECERIKubernetes StorageClassEigKPVipaI RBVKAEHIEK(PVC), AT, &7
LUREPVHEZEIPOD,

BIREAE

fii ZEKubnetes StorageClassi%&

X "Kubnetes StorageClassf R"MRIG TridenttiiR A F1ZEaHELNES, HisRTridenttlfAfti S, EALR
B 791EHE NFS B9%1&E Storageclass (BXBEMHZETIE, BESHATEN TridentEB4EEE5) -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fERA LR A ER iISCSI B9%IZE Storageclass:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

ETEAWS BottlerE 4 EAEENFS3%E. BT A0 "mountOptions” EIfFf#3E

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

BXREERUAISHISEHZE LTI TridenttIAEL B HAIEHME 2 PersistentVolumeClaim. iBS
T"Kubernetes # Trident X",
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BIEEFES,

g
1. XZ— 1 Kubbernetes¥&R. ELLIEFEA kubectl LTEKubernetesFEll7E,

kubectl create -f storage-class-ontapnas.yaml

2. I7E, KubernetesHTrident &N B —N*BASIC —Csi*12fi&3E, HHTrident B4 MGk

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
BIEPVC

A "PersigentVolumeClaim" (PVC)2giEKihn e EHIX AL,

BILUEPVCECE MRS E A/ NIFMEEIARIET . @i A XEXRIStorageClass, SEREIESIAILUEHIARIRT
FEER/NIFRRI (G0 RESAR S KA )o

BIEPVCRE. ErLUEEEHEIPodH,

ThlER
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https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. AJ#EArwx

LRBIERT — 1 EBEwxiERIERNEZRPVC, ZPVC5® B StorageClasskBX basic-csio

kind:
apiVersion:

PersistentVolumeClaim
vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
1Gi

storageClassName:

storage:
ontap-gold

fEF isCSI R fjlfy PVC
RFIERT EE RWO 1HRIRER iSCSI &7 PVC,

kind:
apiVersion:

PersistentVolumeClaim
vl
metadata:
name: pvc-san
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
1Gi

storageClassName:

storage:
protection-gold

2l PVC

I
1. 83 PVC,

kubectl create -f pvc.yaml

2. BIFPVCRKRE,
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kubectl get pvc

NAME

STATUS VOLUME
pvc-storage Bound pv-name 2Gi

CAPACITY ACCESS MODES STORAGECLASS AGE

RWO

5m

BREFERNASHSHZ B LIERTridenttNAECE ERVIFMES PersistentVolumeClaim. FS

"Kubernetes # Trident X &",

Trident/E2 %

XESHORTE 7 NAERWLE Trident EEMNTFEMREEL ELEMNS,

H

{3
TR

=

=it

snapshots

SefE

e

Type

string

string

string

i

i

(=]

HDD , B&,

SSD

e, =

ontap-nas

« ontap-nas-
economy. ontap
-nas-flexgroup

« ontap-san

.« solidfire-san

« azure-netapp-
files. ontap-san-
economy

true false

true false

true false

=

Pool & th2£8Y
B, BEk
NEE]

Pool X#5ItECE
7%

AT IS AIRY

[Rim

Pool £ FEAFR
B E

Pool 157 [EE

MZFNE S

BN

HEERT TSR

EERNBE T A

EE faiR

BR7TRENE

BRTRENS

EERNENE

8%

ontap-nas ,
ontap-nas-
economy. ontap-
nas-flexgroup ,
ontap-san ,
solidfire-san

Thick: All
ONTAP ; Thin
. All ONTAP &
solidfire-san

FRBIENIZR

ontap-nas
+ ontap-san
. solidfire-san

ontap-nas
« ontap-san
. solidfire-san

ontap-nas ,
ontap-nas-
economy-.
ontap-nas-
flexgroups ,
ontap-san
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B% Type (=] = BN 3§

IOPS B EE#% Pool BEIBIRIELL HIRIEXLE IOPS solidfire-san
SEERAY I0PS

' ONTAP Select AR ZHF

EBERGIN AR

BIEFMERFMPVCE. ERILUEPVIEFE|IPod, ANT15M T RPVEZEIPODRY RIS
MECE,

p
1. BEHEHEIPodH,

kubectl create -f pv-pod.yaml

UTFRFIERTRPVCEZEIPODNERRE . BEARE:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage

@ BRI LIER SEIEHE kubectl get pod --watche

2. BirEEREEHE L /ny/mount /patho

kubectl exec -it pv-pod -- df -h /my/mount/path

128



Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

WE. BRI LUMFRPod, Pod AREFRABEE. EERRE.

kubectl delete pod pv-pod

EEKSEEf A E Trident EKSANZ;IN

NetApp Tridentf'-ﬁﬂc,TKubelnetes':l:'ii-ﬁﬁﬁz_FNetApp ONTAPBIAmazon FSx1ZE &R, EFH
EANRHEERREBE T TNAREREE, NetApp Trident EKSHIEHINBIE RN EL2E
WERMEIREE. HEBIAWSKIE. AJ5Amazon EKSEEAﬁﬁHo BT EKSHNEIN.

,dx__fl«,(t“é%EﬁT%Amazon EKSERLZERTE. HRDLE., IEMEMINEFTFENIE

EE

ARSI
EECEIERFTAWS EKSHTridentiNE M2 /. IEHRHE LA T4

* BEFERAMEIANRRAIAMmazon EKSEEEIKF, 1551# "Amazon EKSHININ",
* AWSITAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZEAY: Amazon Linux 2 (AL2_x86_64)3Amazon Linux 2 ARM (AL2_ARM_64)
* HREE: AMDZARM
* IMAEAmazon FSx for NetApp ONTAPX 4R Z;

TR

lﬁw%@ULIAM%@ﬁFﬂAWS *£H. LAFEKS PodBEBZIRIRIAWSHE IR, BXiREE, BEE2R"CIEAVEE
FMAWSHZZ

2. 7TEKS Kubernetes& &5 E. SAEI*MNEHINIEF,
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tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [7.

Upgrade now J

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period

@ Standard support until July 28, 2025

Provider
EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

View details

) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches

3. B E|*AWS Marketplace i I *Hi%E+E_storage_ 51,

4. #3*Next* NetApp TridentF £ TridentiE RIS IEIE, FAGEE*Next*,

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc. X

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

o EFEFRTEBIMI AR AR S,

130

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

d storage workflows. Product details [?

Pricing starting at
View pricing details [

Cancel




Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.
NetApp Trident
Listed by
M NetApp

Category
storage

Status

(&) Ready to install

(D You're subscribed to this software

You ean view the terms and pricing details for this product or choose another offer if one is available.

Cmatmen) x

Version
Select the version for this add-on.

v25.6.0-eksbuild.1

v

» Optional configuration settings

6. ELEPTRAMMALGIRE,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on

)

Add-on name

netapp_trident-operator

& Type v Status

storage

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y

netapp_trident-operator

EKS Pod Identity (0)

Add-on name

7. NRIE(ER IRSA (BREBKFEY IAM ) ,

8. ;EEFEBIE ",

'y

Cancel Previous

@ Ready to install

1
Version v IAM role for service account (IRSA)
v24.10.0-eksbuild.1 Not set
1
1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

FENEMECES B A,
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9. I INBINAPRSES /9_Active_.

Add-ons (1) e View details Edit Remove | [ Get more add-ons

I Q netapp | \ Any categ... ¥ \ | Anystatus ¥ | 1match 1

fNetapp NetApp Trident
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [4

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)
Not set
Listed by
NetApp, Inc. [3

10. IBITUA T eSS URIETrident2E B D IER T &R L
kubectl get pods -n trident

N, WHGEHREERES. BXEL, BE0 REEFHEE"

FERBSITRETE/HH Trident EKSHIEIN

ERHSITRE R ZNetApp Trident EKSHNEIN:
UTF e <$RETrident EKS 04 :

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.1l (KM% FhR4s)

LUTFRflan < &%k Trident EKS $&{HhRZS 25.6.1:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.1-eksbuild.l (WHEEBIRZE)

U TFRfFls<$%EE Trident EKS $&EffFhias 25.6.2:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.1l (FHEBIRZES)

FERAMLITREEZHNetApp Trident EKSINFIN :

BT an 3§ ENE Trident EKSHNEIN:

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{5/ kubectl 812 FiH

FisAFEXTridentSFERAZBIHNXR. EFIFTridenttlfil 5ZFERFBE. U
KTridenttNAI M iZTFERFRELES. L Tridentla. T—F 2RI G,

TridentBackendConfig" BITEEXREBENX (CRD). B HEBEKubednetesi?
HEIEMNERETridentFiR. R LUERAT I Kubornetes B AFRMNFSITREATAR
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HATUARIE  kubectlo

TridentBackendConfig

TridentBackendConfig(tbc tbconfig. « tbackendconfig)@—" 1 Hilm, EERZMTHHENCRD, FE
BILERE EETrldent):Jﬁﬁ kubectlo IITE, KubbernetesHI{ZfEEIE 5 a] LIHEEdKubbernetes CLIBIEE
BSin ST HANMLITEAEF(tridentctl)o

Bll# TridentBackendConfig XWRAE, BEREUTIER:

* Trident=2IRIBEIRHEVECE B oh eI /FiR. XERBPRTN TridentBackend (tbe, tridentbackend)
CRo

* TridentBackendConfig M—#EEIHATrident I "TridentBackends

B TridentBackendConfig &85 TridentBackend fRIF—W—MET, FIEENEFRENAT &
BERFRNEO;, B&R Trident RZEFFEHMNRIIA .

@ TridentBackend CRSHTridentH&IE, & ~ R » EXE(]l. NMREEMHEH. 58
BT RFHITUARIE " TridentBackendConfigo

BX TridentBackendConfig CR BN, 1BE LT RA:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

EERILABEEFRIRA "Trident 22" FRIREHET S / IRSHRFIEEE R,

o spec REVGIHRIFENEESH, FIRAIF. FIHER ontap-san FEREIER. HEALAFIRIEE
2. BXAFEEFHEREFNEERDIR. BEH "FiEloizFrEREERER

sPec BB IR EHE credentials M deletionPolicy FE, XLEFETE TridentBackendConfig CR AT
&

* credentials : Jﬂﬂ%%&ﬁ%ﬁ—?—ﬁx, BERTRERRS | REFHITEHRIENER, LZEIEENRER
BI#28Y Kubernetes Secret » EIEAREUAN AR EE, FAt=FHEIR

* deeltionPolicy . WWFEEENXMIFE TridentBackendConfig BN ZEMIER. © R LARAE TR
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
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BEEZ—:
° delete . XFEMIFR TridentBackendConfig CR MXKEk[GiR. XEEIAE,
° retain . MR TrdentBackendConfig CR &, [GmENXINTEE, BEMA tridentctl #HITEIE,

EMBRIRBRIRE N retain AFAFBEAEIRHARE (21.04 ZF) HERBEIENGIR, 2
TridentBackendConfig f&, RIMEHILFERMIE,

[EiHBFE sPec.backendName &, ARKIETE, NEHENBZBIFEFIEEN
(D TridentBackendConfig JRHIEZI ( metadata.name ) o HEIN(EMA sPec.backendName
EHZEGHE .

ERRIENRIR tridentctl 8B XK “TridentBackendConfig MR, &r]LUEL S
JBCRER “TridentBackendConfig R ERERILEGIH ~kubectl, MILFEIEEMEEN
@BE%?&(?D spec.backendName. . spec.storagePrefix spec.storageDriverName"

F), TridentBBIBEFAENSEENRIRSSE TridentBackendConfige

T ERBEA
EEMA kubectl QIRHIEN, RHAITUTRIAE:

1. BllE "Kubernetes #172", WA ETridentSFEERE/ RS ESFAEMNEIE,

2. 8l TridentBackendConfig MR, HPBEEXFMER /| RSHFRER, H3IAT L—P el
AYZ Ao

tiEEiRfE, ERILER kubectl get tbc <tbc-name> -n <trident BRRATIE > KMBERE, H
WEHEMIFAER,

%1% 632 Kubernetes 1%
tIE—INE, EhESEmNiERER. XEENEERS I FEaFEEN. UTE2— 1 Rbl:

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TRLETENEFHTFeNNBERLMESHNTFER:
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FEF aVE T i

Azure NetApp Files

Element ( NetApp HCI/SolidFire
)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ks

clientld

pYir]
Ui

username

password

& IR REA

BR#&

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

FEgin) itk

N FRtER A RRE Fis ID

e EHER SolidFire S28¥HY
MVIP

RFEZZIEE /SVM BWAF &
BTFETRENSHREIE

EHEFIERE /ISYM EE, ATE
FREIENSHIIE

EFin% AZAR Base64 R
B ATFETIEPHNEMHIIE

NP &, WR useCHAP=true
, MAMER, EATF ontap-san
# ontap-san-economy.

CHAP BoifEF% . R
useCHAP=true , MANEI, &
AT ontap-san # ontap-san-
economy.

BirBEFP %, NR useCHAP=true
, WANE, EBATF ontap-san
# ontap-san-economy.

CHAP BirBohizF&iH. MR
useCHAP=true , MIAKFEI, &
AT ontap-san # ontap-san-
economy.

ETF—HEIEB TrdentBackendConfig WHRB sPec.credentials FEIG S| I T B H AN,

2% 6I# TridentBackendConfig CR

WMTE, EPILEIEE TridentBackendConfig CR To TEULRBIA, H TriventBackendConfig MREIE
fEF8" ontap-san ‘IEopiEFEGIH, W TNFR:

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

FE38 . WIEAPIRES TridentBackendConfig CR

IWIE, EELIE TridentBackendConfig CR, AILIRIEIRES. 1B TRE):

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI ERHRFESEER TridentBackendConfig CR 6

MR ARAU™MEZ—:

EY

* Bound: TridentBackendConfig CR5GIHXEL. FIREE configRef IREN
TridentBackendConfig CRAJuid,

* Unbound . f#H """ {RRo TridentBackendConfig WMREAHEEGiH. HINBERT, FIEFHEIERN
TridentBackendConfig CRS ¥ F LM ER. WMEEAEERG, ERTEBREESA "Unbound (B
BUESE) "o

* Deleting. TridentBackendConfig CR deletionPolicy Bi&& Ndelete, &
TridentBackendConfig CR¥EG#MR. T2 EEIDeletingthZ.

° MNRFHAFEKAEEBRKPVC). MHIER TridentBackendConfig ¥EEETridentMBRFIHIL
MCRo, TridentBackendConfig

° MNBFWMEE—THZD PVC , MSHAMIPRIAZS, TridentBackendConfig CR FEEMHEF MR
MER. RBEEMBRFFE PVC 5, A =MIBREi%H TridentBackendConfigo

* Lost . 5 TridentBackendConfig CR XEFin# =2 EMER, TridentBackendConfig CR
s HEMPRNGER. i detionPolicy B, {IAIMIFR TridentBackendConfig CRo

* Unknown: TridentTo/&HE S CREBEM EmMAVIRESHEBTEE TridentBackendConfige U0, 400
RAPIARSS 28RN 8Y, “tridentbackends.trident.netapp.io’ fiR/VCRD, XAJREZEE T,
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EULRER, BAZheIRER! thoh, TSRS MEME, BIa0 /EinE Al EimmEE"

(AIE) 5% 4 . FREZFAER
EEILIEATI T i< SRIREVE X EIHIIFAE S

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

ek, ERRTLUFREX YAML/JSON #:f# TridentBackendConfig o

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B& backendName MNCRMEIENGIHA " TridentBackendConfig Hl
‘backendUUID, lastOperationStatus FERFRRNCRIIEMIZIERES, TUEHAFAILBVIRE (Flan, B
PEAERTELERNS), BAIUETridentfll&ABIIE{E *TridentBackendConfig(fflell, spec®
ETridentEFBEoHHEAE]) . ATLEHIN. HAIUEKRMK, phase RRCRHMGHZBRANIRE
“TridentBackendConfig. TELMEMIRGIF. ‘phase BEELEME. XEMKE TridentBackendConfig'CR5
IEE S

O] LUETT kubect]l -n trident describe tbc <tbc-cr-name> B FIRENEHHENIFAEE,

@ EARBEER tridentctl EFMTMIPRE & XBERY TridentBackendConfig WMEMGH, BT
f#7E tridentctl M TridentBackendConfig ZBJYHRFTH MAIFZIE, "15SILLEAL",

SpEIE
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£/ kubectl 1ITRIHEIE
T RRUEER kubectl HITIRIREIEIR(E,

MIFR =

BiE PR TridentBackendConfig, &ERILIERTridentflbf/ REEIH(ET deletionPolicy) EMIFRE
U, 15HA1R deletionPolicy B Ndelete, EXMIER TrldentBackendConfig, HHAfR
deletionPolicy HIKENRE. X LIBFREIRIAEE, HEUUFERAHAITEE tridentctls

BT TGRS
kubectl delete tbc <tbc-name> -n trident

Trident R MIBRIEFEEARIKubnetesZ TridentBackendConfig. Kubernetes FAF AT EIEZ$H, MIBRH
BRIV REERHRERVERN, A RAGERBR.

EERNERER
BT TFa<:

kubectl get tbc -n trident

AT LUETT tridentetl get backend -n trident 3 tridentctl get backend -o YAML -n
trident IRIFERIPNE RIRAIFIR. HFIREEEIEER tridentcetl NG,

B
EfERAIER SMIREA:

* FHRASNEREEEN. EEMEE. KAERNRPEANKubbernetestilZ

TridentBackendConfigo TridentfFBIREN RN EIEBEMGR. BITUTHSUEN
Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

s TEFHSE (FIGFRERR ONTAP SVM BIRFR) o
o f&AILLAEHT TridentBackendConfig ER T EHIZEIIKubeNetiAA TR :

kubectl apply -f <updated-backend-file.yaml>

o HE. BTN IMEFHITEL TridentBackendConfig AU THRLHITCR:
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kubectl edit tbc <tbc-name> -n trident

* MREHEHMRY, WEHNHEEFEEH DRERHEEF, EaILUETIETT kubectl get
tbc <tbc-name> -o yaml -n trident 3 kubectl describe tbc <tbc-name>
O “n trident XEE BT LHELLEE.

* MEHBIEREXATRIREG, ErRILEEIT update 85,

fEF tridentctl HITRIREIE
THRANMER tridentctl HITHIR S IBR{E,

IR
BIEfE "RIREENXT, BITU e

tridentctl create backend -f <backend-file> -n trident
WMREHREIEEXK, NEKEELME, ST TaSREEEEUBRELEREA:

tridentctl logs -n trident

MEAFERREXHFMRHEE, BREFBRIEIT create S EIE],

g
E MTridentdhilER/am. IEHITLATIRE:
1. REHAR:

tridentctl get backend -n trident
2. MIBREH:

tridentctl delete backend <backend-name> -n trident

@ gNR Trident MLt [FIRECE T HFERVEMIRE. WRFREmEELEELEENE. RiRHEtT"
IETEMFR"IRZSo

140



EENERR
BEE Trident TGN, HHRITUATIRE:
* BREMEE, Bzt Te<

tridentctl get backend -n trident
gz*ﬁyﬁﬁﬁﬁémﬁ;/u\: 1@1:'??LJ\—FF'
tridentctl get backend -o json -n trident
Eifan
SIEMNEIREEX GG, BITUTHL:

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEHRY, WEHEELIMDAREZANERLTYR. EAILUSTUTHSREFEHATURELERR

tridentctl logs -n trident

HBEAHBIEREXHFRIREE, ERFEBRIETT update LRI

HTE LR RImRBITEFAESE

UTRERLUERREFEES JSON BIERIRERA, XERFS tridentetl BRI RAVIEL. HIRIER
£/ 00 SKAiER, BREREZLARER.

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]'’

XWiERAFEA TridentBackendConfig BIEMNEiR.

ERinEEEI 2 Bl5 5
T R ETridentP B FIHIV AR 7%,

BT EEEimYIED
FERS “TridentBackendConfig #i7E. BRG] LUBERMAEFN AR EIERR. XSl A Ta)>:
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* f£H tridentctl BIENRIREE A LAER TridentBackendConfig H{TEIE?

* {£F TridentBackendConfig Sl EIRETR I LUER tridentctl HITEIE?

EIF tridentctl FIHf#A TridentBackendConfig

ETNB@EIEE TridentBackendConfig MRERZIET Kubernetes REIE IR tridentctl BIENGE
PRI B,

XIEBRATFLUTIER:
* BEEEi. 1B)%A TridentBackendConfig RAENTEFEREIERN tridentctl,

* M tridentctl SIEBNFIEIR, MEEEM TridentBackendConfig WK,

EXFHMBERT. BREUAEEFEELER. Trident2 AXLEERITHIEHEE LET. BEEITLUERUTHRMHAR
z—:
* WEEFH tridentetl BB FERAERIENEIR,

* M tridentctl SIEBNEIRHEZFE TridentBackendConfig MR, XIEMEKE G F B
kubectl MARE tridentctl FXEEBFiR,

E(ER kubect]l BEEE G, BRECE—HEIME R TridentBackendConfigo TEHEEN
AT EMITIERIE:

1. B3 Kubernetes ¥1%. RIS TridentSFEER /RS EEFAEMNZIE,

2. 8l TridentBackendConfig MR, HPBEBXFMER / RSFRER, H3IAT L—FHelg
BEEH, HIEEIEEHEREMNEEESE (fl90 sPec.backendName , sPec.storagePrefix ,
sPec.storageDriverName %) o sPec.backendName MK ENIE FiRAIE TR,

B0L: HBERM

LLEliE TridentBackendConfig MNRBEEMEER. WEERNGIKEE, I RFAI$, RIKEFERUT
JSON EX BT G

tridentctl get backend ontap-nas-backend -n trident

Fmm Fomm e
frecssssmeeeme e me s s e e e e e i 1

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

frecsmssmemeso oo ==== frosssssassmssme=s
fem========ssscsessssossssssss==ss=sa== fr==m====== fom======= ¥

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

e foss=============

e fomm - fomm - +
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cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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%1% 8 Kubernetes #1%

BRI ESRREENINE, WATREIFR:

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%2 B TridentBackendConfig CR

T—%R6IE — TridentBackendConfig CR, 1% CR¥GBh4fEEIEEM ontap-nas-backend (W&
THIFTR) o MFRHEEUTEXK:

* 7 sPec.backendName T X T BRI FiHE o

* iEESHSRIGEmER.

* IR EFE)BNS [RAEimAIIRE AR,

* EIRET Kubernetes Secret f&fft, MARUAN AR R iRH,

EXMBERT, TridentBackendConfig I TFFAR:

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

$34 . WIFAYIATS TridentBackendConfig CR

Bl# TridentBackendConfig f&, EMEEWMINA bound » BIRNRMEINE GiHiERENGIHRZFRF UUID

[e}
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did

not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

ITE, BILAEA tbc-ontap-nas-backend TridentBackendConfig MRM/GimFEITEEHE IR,

B2 TridentBackendConfig [GUHfER tridentctl

tridentctl AJAFHIHMFER TridentBackendConfig SIEBRGiR. b5, BIRGAR LUEERET
tridentctl K2 BEBIEFIR, HEEMPER TridentBackendConfig HHHRE
spec.deletionPolicy BN retaino

£ 0% HESH

190, {RI&FEA TridentBackendConfig BIB T LU TEIH:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHPA B X —& TridentBackendConfig ERINEIEFHLE R iR EimEIUUID],

%1% Ik deletionPolicy IRE N retain

IEHITREBWNE deletionPolicy. BERFHIZEN retain, XiFnI UMREMRIFRCREY
TridentBackendConfig, GRENXIAEE, HELUFEAHITEIRE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  EM#EHTT—%, KIS deletionPolicy BN retain,
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%25 MR TridentBackendConfig CR

=a—% BMB& TridentBackendConfig CR o fiA deeltionPolicy BN retain 5, EAILAAREHR
TTHMIRR:

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Rt it P m===
Fommmmmmrmemsrrrrrrr e reme e ee e e o Frommmmom= Fommmmmmm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmcemeoeoeoes Fommmmmmocmeomooo=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmmmececesememe= Fommmmmmmmeme===

oo sesesesse s s s s e s e it o= +

BRI KRG TridentBackendConfig. Trident2EEFEMIBR. MASEIFHIREHE S
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