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使用 vCenter 插件保护数据

使用适用于VMware vCenter Server的NetApp Element 插件保
护数据

您可以使用适用于VMware vCenter Server的NetApp Element 插件确保在需要的位置创建
和存储数据副本。为此，您可以创建和管理卷和组快照，设置快照计划以及创建卷和集群
对关系以在远程集群之间进行复制。

选项

• "创建和管理卷快照"

• "创建和管理组快照"

• "创建快照计划"

• "在集群之间执行远程复制"

了解更多信息

• "NetApp HCI 文档"

• "SolidFire 和 Element 资源页面"

在 vCenter Server 中创建和管理卷快照

创建 "卷快照" 创建卷的时间点副本。此过程只需少量系统资源和空间，因此创建快照的速
度比克隆快。

您可以使用快照将卷回滚到创建快照时的状态。但是，由于快照只是卷元数据的副本，因此无法挂载或写入这些
副本。

选项

• [创建卷快照]

• [查看卷快照详细信息]

• [从快照克隆卷]

• [将卷回滚到快照]

• [将卷快照备份到外部对象存储]

• [删除卷快照]

创建卷快照

您可以为活动卷创建快照，以便在任意时间点保留卷映像。

步骤

1. 从vCenter插件中、打开*管理*选项卡：
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◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 卷 * 子选项卡。

3. 在 * 活动 * 视图中，选中要用于快照的卷对应的复选框。

4. 选择 * 操作 * 。

5. 在显示的菜单中，选择 * 创建 Snapshot* 。

6. （可选）：在 Create Snapshot 对话框中，输入快照的名称。

使用描述性命名最佳实践。如果您的环境中使用了多个集群或 vCenter Server ，这一点尤其
重要。如果不输入名称，系统将使用创建快照的日期和时间创建快照默认名称。

7. （可选）选中 * 配对时将快照包括在复制中 * 复选框，以确保在配对父卷时复制快照。

8. 选择以下选项之一作为快照的保留期限：

◦ * 永久保留 * ：在系统上无限期保留快照。

◦ * 设置保留期限 * ：确定系统保留快照的时间长度（天，小时或分钟）。

设置保留期限时，您可以选择从当前时间开始的期限。（保留时间不会从快照创建时间开
始计算。）

9. 要创建一个即时快照，请选择 * 立即创建快照 * 。

10. 要计划在未来某个时间运行快照，请完成以下步骤：

a. 选择 * 创建快照计划 * 。

b. 输入计划名称。

c. 选择计划类型并配置计划详细信息。

d. （可选）选中 * 重复计划 * 复选框以定期重复计划的快照。

11. 选择 * 确定 * 。

查看卷快照详细信息

您可能需要验证是否已添加快照。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2



2. 选择 * 快照 * 子选项卡。

3. （可选）选择以下筛选器之一：

◦ * 单个 * ：不是组快照成员的卷快照。

◦ * 成员 * ：属于组快照的卷快照。

◦ * 非活动 * ：从已删除但尚未清除的卷创建的卷快照。

4. 查看快照详细信息。

从快照克隆卷

您可以从卷的快照创建新卷。执行此操作时，系统会使用创建快照时卷上包含的数据使用快照信息克隆新卷。此
过程还会在新创建的卷中存储有关卷的其他快照的信息。

步骤

1. 在vCenter插件中、从vCenter插件中打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 快照 * 子选项卡。

3. 从两个视图中选择一个：

◦ * 单个 * ：列出不属于组快照的卷快照。

◦ * 成员 * ：列出属于组快照的卷快照。

4. 选中要克隆为卷的卷快照对应的复选框。

5. 选择 * 操作 * 。

6. 在显示的菜单中，选择 * 从 Snapshot 克隆卷 * 。

7. 输入卷名称和总大小，然后为新卷选择 GB 或 GiB 。

8. 选择卷的访问类型：

◦ * 只读 * ：仅允许执行读取操作。

◦ * 读 / 写 * ：允许执行读取和写入操作。

◦ * 已锁定 * ：不允许执行任何读取或写入操作。

◦ * 复制目标 * ：指定为复制的卷对中的目标卷。

9. 选择要与新卷关联的用户帐户。

10. 选择 * 确定 * 。

11. 验证新卷：

a. 打开*管理*选项卡：

▪ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

▪ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。
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b. 选择 * 卷 * 子选项卡。

c. 在 * 活动 * 视图中，确认新卷已列出。

如果需要，请刷新页面。

将卷回滚到快照

您可以随时将卷回滚到快照。此操作将撤消自创建快照以来对卷所做的任何更改。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 快照 * 子选项卡。

3. 从两个视图中选择一个：

◦ * 单个 * ：列出不属于组快照的卷快照。

◦ * 成员 * ：列出属于组快照的卷快照。

4. 选中要用于卷回滚的卷快照对应的复选框。

5. 选择 * 操作 * 。

6. 在显示的菜单中，选择 * 将卷回滚到 Snapshot* 。

7. （可选）要在回滚到快照之前保存卷的当前状态，请执行以下操作：

a. 在 Rollback to Snapshot 对话框中，选择 * 将卷的当前状态另存为快照 * 。

b. 输入新快照的名称。

8. 选择 * 确定 * 。

将卷快照备份到外部对象存储

您可以使用集成备份功能备份卷快照。您可以将快照从运行 NetApp Element 软件的集群备份到外部对象存储或
另一个基于 Element 的集群。

将快照备份到外部对象存储时，必须与允许读 / 写操作的对象存储建立连接。

• 将卷快照备份到 Amazon S3 对象存储

• 将卷快照备份到 OpenStack Swift 对象存储

• 将卷快照备份到运行 Element 软件的集群
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将卷快照备份到 Amazon S3 对象存储

您可以将 NetApp Element 快照备份到与 Amazon S3 兼容的外部对象存储。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 快照 * 子选项卡。

3. 选中要备份的卷快照对应的复选框。

4. 选择 * 操作 * 。

5. 在显示的菜单中，选择 * 备份至 * 。

6. 在 * 将卷备份到 * 下的对话框中，选择 * Amazon S3* 。

7. 在 * 使用以下数据格式 * 下选择一个选项：

◦ * 原生 * ：只有基于 NetApp Element 软件的存储系统才能读取的压缩格式。

◦ * 未压缩 * ：与其他系统兼容的未压缩格式。

8. 输入详细信息：

◦ * 主机名 * ：输入用于访问对象存储的主机名。

◦ * 访问密钥 ID* ：输入帐户的访问密钥 ID 。

◦ * 机密访问密钥 * ：输入帐户的机密访问密钥。

◦ * Amazon S3 Bucket* ：输入用于存储备份的 S3 存储分段。

◦ * 前缀 * ：（可选）输入备份名称的前缀。

◦ * 名称标记 * ：（可选）输入要附加到前缀的名称标记。

9. 选择 * 确定 * 。

将卷快照备份到 OpenStack Swift 对象存储

您可以将 NetApp Element 快照备份到与 OpenStack Swift 兼容的二级对象存储。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 快照 * 子选项卡。
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3. 选中要备份的卷快照对应的复选框。

4. 选择 * 操作 * 。

5. 在显示的菜单中，选择 * 备份至 * 。

6. 在 * 将卷备份到 * 下的对话框中，选择 * OpenStack Swift* 。

7. 在 * 使用以下数据格式 * 下选择一个选项：

◦ * 原生 * ：只有基于 NetApp Element 软件的存储系统才能读取的压缩格式。

◦ * 未压缩 * ：与其他系统兼容的未压缩格式。

8. 输入详细信息：

◦ * URL * ：输入用于访问对象存储的 URL 。

◦ * 用户名 * ：输入帐户的用户名。

◦ * 身份验证密钥 * ：输入帐户的身份验证密钥。

◦ * 容器 * ：输入用于存储备份的容器。

◦ * 前缀 * ：（可选）输入备份卷名称的前缀。

◦ * 名称标记 * ：（可选）输入要附加到前缀的名称标记。

9. 选择 * 确定 * 。

将卷快照备份到运行 Element 软件的集群

您可以将运行 NetApp Element 软件的集群上的卷快照备份到远程 Element 集群。

您需要的内容

您必须在目标集群上创建一个大小等于或大于要用于备份的快照的卷。

关于此任务

在将一个集群备份或还原到另一个集群时，系统会生成一个密钥，用作集群之间的身份验证。此批量卷写入密钥
可使源集群向目标集群进行身份验证，从而在向目标卷写入数据时提供安全性。在备份或还原过程中，您需要先
从目标卷生成批量卷写入密钥，然后再开始此操作。

步骤

1. 从vCenter插件中、打开*管理*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 卷 * 子选项卡。

3. 选中目标卷对应的复选框。

4. 选择 * 操作 * 。

5. 在显示的菜单中，选择 * 从 * 还原。

6. 在对话框的 * 还原自 * 下，选择 * NetApp Element * 。
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7. 在 * 使用以下数据格式 * 下选择一个选项：

◦ * 原生 * ：只有基于 NetApp Element 软件的存储系统才能读取的压缩格式。

◦ * 未压缩 * ：与其他系统兼容的未压缩格式。

8. 选择 * 生成密钥 * 可为目标卷生成批量卷写入密钥。

9. 将批量卷写入密钥复制到剪贴板，以应用于源集群上的后续步骤。

10. 从包含源集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

11. 选中要用于备份的快照对应的复选框。

12. 选择 * 操作 * 。

13. 在显示的菜单中，选择 * 备份至 * 。

14. 在对话框的 * 将卷备份到 * 下，选择 * NetApp Element * 。

15. 在 * 采用以下数据格式 * 下选择与目标集群相同的选项。

16. 输入详细信息：

◦ * 远程集群 MVIP* ：输入目标卷集群的管理虚拟 IP 地址。

◦ * 远程集群用户密码 * ：输入远程集群用户名。

◦ * 远程用户密码 * ：输入远程集群密码。

◦ * 批量卷写入密钥 * ：粘贴先前在目标集群上生成的密钥。

17. 选择 * 确定 * 。

删除卷快照

您可以使用插件扩展点从运行NetApp Element 软件的集群中删除卷快照。删除快照时，系统会立即将其删除。

关于此任务

您可以删除正在从源集群复制的快照。如果删除快照时快照正在同步到目标集群，则同步复制将完成，快照将从
源集群中删除。快照不会从目标集群中删除。

您还可以从目标集群中删除已复制到目标的快照。已删除的快照将保留在目标上已删除的快照列表中，直到系统
检测到您已删除源集群上的快照为止。在目标检测到您已删除源快照后，目标将停止复制该快照。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。
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2. 从 * 快照 * 子选项卡中，选择以下视图之一：

◦ * 单个 * ：不属于组快照的卷快照列表。

◦ * 非活动 * ：从已删除但尚未清除的卷创建的卷快照列表。

3. 选中要删除的卷快照对应的复选框。

4. 选择 * 操作 * 。

5. 在显示的菜单中，选择 * 删除 * 。

6. 确认操作。

了解更多信息

• "NetApp HCI 文档"

• "SolidFire 和 Element 资源页面"

在 vCenter Server 中创建和管理组快照

您可以为一组相关卷创建组快照，以便为每个卷保留元数据的时间点副本。您可以使用组
快照作为备份或回滚，将卷组的状态还原到所需的时间点。

选项

• [创建组快照]

• [查看组快照详细信息]

• [从组快照克隆卷]

• [将卷回滚到组快照]

• [删除组快照]

创建组快照

您可以立即为一组卷创建快照，也可以创建一个计划来自动为该组卷创建未来快照。一个组快照一次可以一致地
创建多达 32 个卷的快照。

您可以稍后更改组快照的复制设置或保留期限。您指定的保留期限从输入新间隔开始。设置保留期限时，您可以
选择从当前时间开始的期限（保留期限不会从快照创建时间开始计算）。您可以以分钟，小时和天为单位指定间
隔。

步骤

1. 从vCenter插件中、打开*管理*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 单击 * 卷 * 子选项卡。
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3. 在 * 活动 * 视图中，选中要用于快照的卷对应的复选框。

4. 单击 * 操作 * 。

5. 在显示的菜单中，选择 * 创建组 Snapshot* 。

6. （可选）在 Create Group Snapshot 对话框中，输入快照的名称。

使用描述性命名最佳实践。如果您的环境中使用了多个集群或 vCenter Server ，这一点尤其
重要。如果不输入名称，系统将使用创建快照的日期和时间创建组快照默认名称。

7. （可选）选中 * 配对时将快照包括在复制中 * 复选框，以确保在配对父卷时复制快照。

8. 选择以下选项之一作为快照的保留期限：

◦ * 永久保留 * ：在系统上无限期保留快照。

◦ * 设置保留期限 * ：确定系统保留快照的时间长度（天，小时或分钟）。

设置保留期限时，您可以选择从当前时间开始的期限。（保留时间不会从快照创建时间开
始计算。）

9. 要创建一个即时快照，请选择 * 立即创建组快照 * 。

10. 要计划在未来某个时间运行快照，请完成以下步骤：

a. 选择 * 创建快照计划 * 。

b. 输入计划名称。

c. 选择计划类型并配置计划详细信息。

d. （可选）选中 * 重复计划 * 复选框以定期重复计划的快照。

11. 单击 * 确定 * 。

查看组快照详细信息

您可能需要验证是否已添加快照。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 单击 * 组快照 * 子选项卡。

3. 验证快照详细信息：

◦ * 创建日期 * ：创建组快照的日期和时间。

◦ * 状态 * ：显示运行 NetApp Element 软件的远程集群上快照的状态：

▪ * 正在准备 * ：正在准备快照以供使用，该快照尚未可写入。
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▪ * 完成 * ：此快照已完成准备，现已可用。

▪ * 活动 * ：快照是活动分支。

◦ * 卷数 * ：组快照中的卷数。

从组快照克隆卷

您可以从时间点组快照克隆一组卷。创建卷后，您可以像系统中的任何其他卷一样使用这些卷。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 单击 * 组快照 * 子选项卡。

3. 选中要用于卷克隆的组快照对应的复选框。

4. 单击 * 操作 * 。

5. 在显示的菜单中，选择 * 从组 Snapshot 克隆卷 * 。

6. （可选）输入新的卷名称前缀，该前缀将应用于从组快照创建的所有卷。

7. （可选）选择克隆所属的其他帐户。如果不选择帐户，系统会将新卷分配给当前卷帐户。

8. 为克隆中的卷选择其他访问方法。如果不选择方法，系统将使用当前卷访问权限：

◦ * 只读 * ：仅允许执行读取操作。

◦ * 读 / 写 * ：接受所有读取和写入操作。

◦ * 已锁定 * ：仅允许管理员访问。

◦ * 复制目标 * ：指定为复制的卷对中的目标卷。

9. 单击 * 确定 * 。

卷大小和当前集群负载会影响完成克隆操作所需的时间。

将卷回滚到组快照

您可以将一组活动卷回滚到一个组快照。此操作会将组快照中的所有关联卷还原到创建组快照时的状态。此操作
步骤还会将卷大小还原为原始快照中记录的大小。如果系统已清除某个卷，则在清除时也会删除该卷的所有快照
；系统不会还原任何已删除的卷快照。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。
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如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 单击 * 组快照 * 子选项卡。

3. 选中要用于卷回滚的组快照对应的复选框。

4. 单击 * 操作 * 。

5. 在显示的菜单中，选择 * 将卷回滚到组 Snapshot* 。

6. （可选）要在回滚到快照之前保存卷的当前状态，请执行以下操作：

a. 在 * 回滚到 Snapshot* 对话框中，选择 * 将卷的当前状态另存为组快照 * 。

b. 输入新快照的名称。

7. 单击 * 确定 * 。

删除组快照

您可以从系统中删除组快照。删除组快照时，您可以选择是删除与组关联的所有快照，还是将其保留为单个快
照。

如果删除属于组快照的卷或快照，则无法再回滚到组快照。但是，您可以单独回滚每个卷。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选中要删除的组快照对应的复选框。

3. 单击 * 操作 * 。

4. 在显示的菜单中，选择 * 删除 * 。

5. 选择以下选项之一：

◦ * 删除组快照和成员 * ：删除组快照和所有成员快照。

◦ * 保留成员 * ：删除组快照，但保留所有成员快照。

6. 确认操作。

了解更多信息

• "NetApp HCI 文档"

• "SolidFire 和 Element 资源页面"

创建快照计划

您可以计划按指定日期和时间间隔自动创建卷快照。您可以计划自动运行单个卷快照或组
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快照。

创建快照计划时，如果要复制卷，则可以将生成的快照存储在远程 NetApp Element 存储系统上。

计划使用 UTC+0 时间创建。您可能需要根据时区调整快照的实际运行时间。

• [创建快照计划]

• [查看快照计划详细信息]

• [编辑快照计划]

• [复制快照计划]

• [删除快照计划]

创建快照计划

您可以计划按指定间隔自动创建一个或多个卷的快照。

在配置快照计划时，您可以从基于一周中某天或一个月中某天的时间间隔中进行选择。您还可以指定下一个快照
发生前的天数，小时数和分钟数。

如果计划在不可被 5 分钟整除的时间段运行快照，则快照将在下一个可被 5 分钟整除的时间段运行。例如，如
果计划在 12 ： 42 ： 00 UTC 运行快照，则快照将在 12 ： 45 ： 00 UTC 运行。您不能计划以少于 5 分钟的间
隔运行快照。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要使用的集群。

2. 选择 * 计划 * 子选项卡。

3. 选择 * 创建计划 * 。

4. 在 * 卷 ID CSV* 字段中，输入要包含在快照计划操作中的单个卷 ID 或逗号分隔的卷 ID 列表。

5. 输入计划名称。

6. 选择计划类型并配置详细信息。

7. （可选）要无限期重复此计划，请选中 * 重复计划 * 。

8. （可选）在 New Snapshot Name 字段中，输入新快照的名称。

如果不输入名称，系统将使用创建快照的日期和时间创建默认快照名称。

9. （可选）选中 * 配对时将快照包括在复制中 * ，以确保在配对父卷时复制快照。

10. 选择以下选项之一作为快照的保留期限：

◦ * 永久保留 * ：在系统上无限期保留快照。

12



◦ * 设置保留期限 * ：确定系统保留快照的时间长度（天，小时或分钟）。

设置保留期限时，您可以选择从当前时间开始的期限。（保留时间不会从快照创建时间开
始计算。）

11. 选择 * 确定 * 。

查看快照计划详细信息

您可能需要验证快照计划详细信息。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要查看的集群。

2. 选择 * 计划 * 页面。

3. 验证计划详细信息。

编辑快照计划

您可以修改现有快照计划。修改后，计划下次运行时，将使用更新后的属性。原始计划创建的所有快照都将保留
在存储系统上。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 单击 * 计划 * 子选项卡。

3. 选中要编辑的快照计划对应的复选框。

4. 单击 * 操作 * 。

5. 在显示的菜单中，选择 * 编辑 * 。

6. 在 * 卷 ID CSV* 字段中，修改当前包含在快照操作中的单个卷 ID 或逗号分隔的卷 ID 列表。

7. （可选）要暂停活动计划或恢复暂停的计划，请选中 * 手动暂停计划 * 复选框。

8. （可选）在 * 新计划名称 * 字段中为计划输入其他名称。

9. （可选）将当前计划类型更改为以下类型之一：

a. * 星期几 * ：选择一周中的其他一天和一天中的某个时间创建快照。
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b. * 月份中的天数 * ：选择一个月中的其他日期和一天中的某个时间创建快照。

c. * 时间间隔 * ：根据两个快照之间的天数，小时数和分钟数选择计划的运行间隔。

10. （可选）选择 * 重复计划 * 以无限期重复快照计划。

11. （可选）在 * 新建快照名称 * 字段中输入或修改计划定义的快照的名称。

如果将此字段留空，则系统将使用创建快照的时间和日期作为名称。

12. （可选）选中 * 配对时在复制中包含快照 * 复选框，以确保配对父卷时在复制中捕获快照。

13. （可选）选择以下选项之一作为快照的保留期限：

◦ * 永久保留 * ：在系统上无限期保留快照。

◦ * 设置保留期限 * ：确定系统保留快照的时间长度（天，小时或分钟）。

设置保留期限时，您可以选择从当前时间开始的期限（保留期限不会从快照创建时间开始
计算）。

14. 单击 * 确定 * 。

复制快照计划

您可以为快照计划创建一个副本，并将其分配给新卷或将其用于其他目的。

步骤

1. 从vCenter插件中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 单击 * 计划 * 子选项卡。

3. 选中要复制的快照计划对应的复选框。

4. 单击 * 操作 * 。

5. 在显示的菜单中，单击 * 复制 * 。此时将显示复制计划对话框，其中填充了计划的当前属性。

6. （可选）输入计划副本的名称和更新属性。

7. 单击 * 确定 * 。

删除快照计划

您可以删除快照计划。删除此计划后，它将不会运行任何将来计划的快照。计划创建的所有快照都将保留在存储
系统上。

步骤

1. 从vCenter插件中、打开*保护*选项卡：
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◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 单击 * 计划 * 子选项卡。

3. 选中要删除的快照计划对应的复选框。

4. 单击 * 操作 * 。

5. 在显示的菜单中，单击 * 删除 * 。

6. 确认操作。

了解更多信息

• "NetApp HCI 文档"

• "SolidFire 和 Element 资源页面"

在集群之间执行远程复制

对于运行 NetApp Element 软件的集群，可以通过实时复制快速创建卷数据的远程副本。
您可以将一个存储集群与最多四个其他存储集群配对。

您可以从集群对中的任一集群同步或异步复制卷数据，以实现故障转移和故障恢复。您必须先将两个 NetApp

Element 集群配对，然后再将每个集群上的卷配对，才能利用实时远程复制功能。

您需要的内容

• 确保已向此插件至少添加一个集群。

• 确保配对集群的管理网络和存储网络上的所有节点 IP 地址都相互路由。

• 确保所有配对节点的 MTU 相同，并且在集群之间端到端受支持。

• 确保集群上 NetApp Element 软件版本之间的差异不超过一个主要版本。如果差异较大，则必须升级其中一
个集群才能执行数据复制。

WAN 加速器设备尚未获得 NetApp 认证，无法在复制数据时使用。如果部署在复制数据的两个集
群之间，则这些设备可能会干扰数据压缩和重复数据删除。在生产环境中部署任何 WAN 加速器
设备之前，请务必对其影响进行全面的评估。

步骤

1. [对集群配对]

2. [对卷配对]

3. [验证卷复制]

4. [复制后删除卷关系]

5. [管理卷关系]
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对集群配对

要使用实时复制功能，您必须首先将两个集群配对。将两个集群配对并连接后，您可以将一个集群上的活动卷配
置为持续复制到另一个集群，从而提供持续数据保护（ CDP ）。

如果对源集群和目标集群都具有集群管理员访问权限，则可以使用目标集群的 MVIP 对这两个集群进行配对。如
果集群管理员访问权限仅适用于集群对中的一个集群，则可以在目标集群上使用配对密钥来完成集群配对。

您需要的内容

• 您需要对要配对的一个或两个集群拥有集群管理员权限。

• 确保集群之间的往返延迟小于 2000 毫秒。

• 确保集群上 NetApp Element 软件版本之间的差异不超过一个主要版本。

• 确保已配对集群上的所有节点 IP 均可相互路由。

集群配对要求管理网络上的节点之间具有完全连接。复制需要在存储集群网络上的各个节点之间
建立连接。

您可以将一个 NetApp Element 集群与最多四个其他集群配对以复制卷。您还可以将集群组中的集群彼此配对。

选择以下方法之一：

• [使用已知凭据对集群配对]

• [使用配对密钥对集群配对]

使用已知凭据对集群配对

您可以使用一个集群的 MVIP 与另一个集群建立连接，从而将两个集群配对以实现实时复制。要使用此方法，需
要对两个集群都具有集群管理员访问权限。

关于此任务

集群管理员用户名和密码用于在集群配对之前对集群访问进行身份验证。

如果 MVIP 未知或无法访问集群，您可以生成配对密钥并使用该密钥对两个集群配对。有关说明，请参见 [使用
配对密钥对集群配对]。

步骤

1. 在vSphere Web Client中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>配置>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 配置>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 集群对 * 子选项卡。

3. 选择 * 创建集群配对 * 。

4. 选择以下选项之一：
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◦ 已注册集群：如果配对的远程集群由同一Element vCenter插件实例控制、请选择此项。

◦ * Credentialed Cluster*：如果远程集群的已知凭据不在Element vCenter插件配置中、请选择此项。

5. 如果选择了 * 已注册集群 * ，请从可用集群列表中选择一个集群，然后单击 * 配对 * 。

6. 如果选择了 * Credentialed Cluster* ，请执行以下操作：

a. 输入远程集群 MVIP 地址。

b. 输入集群管理员用户名。

c. 输入集群管理员密码。

d. 选择 * 开始配对 * 。

7. 完成此任务并看到 "Cluster Pairs" 页面后，验证此集群对是否已连接。

8. (可选)在远程集群上、使用Element UI或插件扩展点验证集群对是否已连接：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护>集群对*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护>集群对*。

使用配对密钥对集群配对

如果您对本地集群拥有集群管理员访问权限，但对远程集群没有此权限，则可以使用配对密钥对这些集群进行配
对。配对密钥会在本地集群上生成，然后安全地发送给远程站点的集群管理员，以建立连接并完成集群配对以实
现实时复制。

此操作步骤介绍了如何使用 vCenter 在本地站点和远程站点上的两个集群之间进行集群配对。对于不受 vCenter

插件控制的集群，您也可以选择 "开始或完成集群配对" 使用 Element Web UI 。

步骤

1. 从包含本地集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 集群对 * 子选项卡。

3. 选择 * 创建集群配对 * 。

4. 选择 * 无法访问集群 * 。

5. 选择 * 生成密钥 * 。

此操作将生成用于配对的文本密钥，并在本地集群上创建未配置的集群对。如果您未完成操
作步骤，则需要手动删除集群对。

6. 将集群配对密钥复制到剪贴板。

7. 选择 * 关闭 * 。

8. 使配对密钥可供远程集群站点的集群管理员访问。
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集群配对密钥包含一个版本的 MVIP ，用户名，密码和数据库信息，以允许通过卷连接进行
远程复制。此密钥应以安全的方式处理，而不是以允许意外或不安全地访问用户名或密码的
方式存储。

请勿修改配对密钥中的任何字符。如果修改此密钥，则此密钥将无效。

9. 从包含远程集群的vCenter中、 打开保护选项卡。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

您也可以使用 Element UI 完成配对。

10. 选择 * 集群对 * 子选项卡。

11. 选择 * 完成集群配对 * 。

等待加载旋转器消失，然后再继续下一步。如果在配对过程中发生意外错误，请检查并手动
删除本地和远程集群上任何未配置的集群对，然后重新执行配对。

12. 将配对密钥从本地集群粘贴到 * 集群配对密钥 * 字段中。

13. 选择 * 配对集群 * 。

14. 完成此任务并看到 * 集群对 * 页面后，请验证集群对是否已连接。

15. 要验证集群对是否已连接、请在远程集群上 打开保护选项卡 或者使用Element UI。

验证集群对连接

完成集群配对后，您可能需要验证集群对连接以确保复制成功。

步骤

1. 在本地集群上，选择 * 数据保护 * > * 集群对 * 。

2. 验证集群对是否已连接。

3. 导航回本地集群和 * 集群对 * 窗口，并验证集群对是否已连接。

对卷配对

在集群对中的集群之间建立连接后，您可以将一个集群上的卷与该集群对中另一个集群上的卷配对。

您可以使用以下方法之一对卷进行配对：

• [使用已知凭据对卷配对]：对两个集群使用已知凭据

• [使用配对密钥对卷配对]：如果集群凭据仅在源集群上可用，请使用配对密钥。

• [创建目标卷并将其与本地卷配对]：如果您知道这两个集群的凭据，请在远程集群上创建一个复制目标卷以
与源集群配对。

建立卷配对关系后，您必须确定哪个卷是复制目标：
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• [为配对卷分配复制源和目标]

您需要的内容

• 您应已在集群对中的集群之间建立连接。

• 您需要对要配对的一个或两个集群拥有集群管理员权限。

使用已知凭据对卷配对

您可以将本地卷与远程集群上的其他卷配对。如果对要配对卷的两个集群都具有集群管理员访问权限，请使用此
方法。此方法使用远程集群上卷的卷 ID 启动连接。

开始之前

• 您具有远程集群的集群管理员凭据。

• 确保包含卷的集群已配对。

• 除非您要在此过程中创建新卷，否则您知道远程卷 ID 。

• 如果要将本地卷作为源卷，请确保将此卷的访问模式设置为读 / 写。

步骤

1. 从包含本地集群的vCenter中、打开*管理*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷 * 子选项卡。

3. 在 * 活动 * 视图中，选中要配对的卷对应的复选框。

4. 选择 * 操作 * 。

5. 选择 * 卷配对 * 。

6. 选择以下选项之一：

◦ * 卷创建 * ：要在远程集群上创建复制目标卷，请选择此项。此方法只能在由Element vCenter插件控制
的远程集群上使用。

◦ 卷选择：如果目标卷的远程集群由Element vCenter插件控制、请选择此项。

◦ 卷ID：如果目标卷的远程集群具有已知凭据、而这些凭据不在Element vCenter插件配置中、请选择此
项。

7. 选择复制模式：

◦ * 实时（同步） * ：在源集群和目标集群上提交写入后，将向客户端确认写入。

◦ * 实时（异步） * ：在源集群上提交写入后，将向客户端确认这些写入。

◦ * 仅限 Snapshot * ：仅复制在源集群上创建的快照。不会复制源卷中的活动写入。

8. 如果选择 * 卷创建 * 作为配对模式选项，请执行以下操作：

a. 从下拉列表中选择一个配对集群。
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此操作将填充集群上的可用帐户，以便在下一步中选择。

b. 在目标集群上为复制目标卷选择一个帐户。

c. 输入复制目标卷名称。

在此过程中，无法调整卷大小。

9. 如果选择 * 卷选择 * 作为配对模式选项，请执行以下操作：

a. 选择一个配对集群。

此操作将填充集群上的可用卷，以供下一步选择。

b. （可选）如果要在卷配对中将远程卷设置为目标，请选择 * 将远程卷设置为复制目标 * 选项。如果将本
地卷设置为读 / 写，则该本地卷将成为对中的源卷。

如果您将现有卷分配为复制目标，则该卷上的数据将被覆盖。作为最佳实践，您应使用新
卷作为复制目标。

您也可以稍后从 * 卷 * > * 操作 * > * 编辑 * 在配对过程中分配复制源和目标。要完成配对，您
必须分配一个源和目标。

a. 从可用卷列表中选择一个卷。

10. 如果选择 * 卷 ID* 作为配对模式选项，请执行以下操作：

a. 从下拉列表中选择一个配对集群。

b. 如果集群未注册到此插件中，请输入集群管理员用户 ID 和集群管理员密码。

c. 输入卷 ID 。

d. 如果要在卷配对中将远程卷设置为目标，请选择 * 将远程卷设置为复制目标 * 选项。如果将本地卷设置
为读 / 写，则该本地卷将成为对中的源卷。

如果您将现有卷分配为复制目标，则该卷上的数据将被覆盖。作为最佳实践，您应使用新
卷作为复制目标。

您也可以稍后从 * 卷 * > * 操作 * > * 编辑 * 在配对过程中分配复制源和目标。要完成配对，您
必须分配一个源和目标。

11. 选择 * 配对 * 。

确认配对后，两个集群将开始连接卷。在配对过程中，您可以在卷对页面的卷状态列中看到
进度消息。

如果尚未将卷分配为复制目标，则配对配置将不完整。卷对将显示 PausedMisconfigured ，
直到分配了卷对的源和目标为止。要完成卷配对，您必须分配一个源和目标。
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12. 在任一集群上选择 * 保护 * > * 卷对 * 。

13. 验证卷配对的状态。

使用配对密钥对卷配对

您可以使用配对密钥将本地卷与远程集群上的其他卷配对。如果只有源集群具有集群管理员访问权限，请使用此
方法。此方法将生成一个配对密钥，可在远程集群上使用此密钥完成卷对。

开始之前

• 确保包含卷的集群已配对。

• * 最佳实践 * ：将源卷设置为读 / 写，将目标卷设置为复制目标。目标卷不应包含任何数据，并且与源卷具
有完全相同的特征，例如大小， 512e 设置和 QoS 配置。如果您将现有卷分配为复制目标，则该卷上的数据
将被覆盖。目标卷的大小可以大于或等于源卷，但不能小于源卷。

关于此任务

此操作步骤介绍了使用 vCenter 在本地站点和远程站点上对两个卷进行卷配对的过程。对于不受 vCenter 插件
控制的卷，您也可以使用 Element Web UI 启动或完成卷配对。

有关从 Element Web UI 开始或完成卷配对的说明，请参见 "NetApp Element 软件文档"。

卷配对密钥包含经过加密的卷信息，并且可能包含敏感信息。仅以安全方式共享此密钥。

步骤

1. 从包含本地集群的vCenter中、打开*管理*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷 * 子选项卡。

3. 在 * 活动 * 视图中，选中要配对的卷对应的复选框。

4. 选择 * 操作 * 。

5. 选择 * 卷配对 * 。

6. 选择 * 无法访问集群 * 。

7. 选择复制模式：

◦ * 实时（同步） * ：在源集群和目标集群上提交写入后，将向客户端确认写入。

◦ * 实时（异步） * ：在源集群上提交写入后，将向客户端确认这些写入。

◦ * 仅限 Snapshot * ：仅复制在源集群上创建的快照。不会复制源卷中的活动写入。

8. 选择 * 生成密钥 * 。

此操作将生成一个用于配对的文本密钥，并在本地集群上创建一个未配置的卷对。如果不执
行此操作，则需要手动删除卷对。
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9. 将配对密钥复制到剪贴板。

10. 选择 * 关闭 * 。

11. 使配对密钥可供远程集群站点的集群管理员访问。

应以安全的方式对待卷配对密钥，而不是以允许意外或不安全访问的方式存储。

请勿修改配对密钥中的任何字符。如果修改此密钥，则此密钥将无效。

12. 从包含远程集群的vCenter中、 打开管理选项卡。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

13. 选择 * 卷 * 子选项卡。

14. 在 * 活动 * 视图中，选中要配对的卷对应的复选框。

15. 选择 * 操作 * 。

16. 选择 * 卷配对 * 。

17. 选择 * 完成集群配对 * 。

18. 将配对密钥从另一个集群粘贴到 * 配对密钥 * 框中。

19. 选择 * 完成配对 * 。

确认配对后，两个集群将开始连接卷。在配对过程中，您可以在卷对页面的卷状态列中看到
进度消息。如果在配对过程中发生意外错误，请检查并手动删除本地和远程集群上任何未配
置的集群对，然后重新执行配对。

如果尚未将卷分配为复制目标，则配对配置将不完整。卷对将显示 "PausedMisconfigured" ，
直到分配了卷对的源和目标为止。要完成卷配对，您必须分配一个源和目标。

20. 在任一集群上选择 * 保护 * > * 卷对 * 。

21. 验证卷配对的状态。

在远程位置完成配对过程后，使用配对密钥配对的卷将显示出来。

创建目标卷并将其与本地卷配对

您可以将远程集群上的两个或多个本地卷与关联目标卷配对。此过程将在远程集群上为您选择的每个本地源卷创
建一个复制目标卷。如果对要配对卷的两个集群都具有集群管理员访问权限，并且远程集群由插件控制，请使用
此方法。

此方法使用远程集群上每个卷的卷 ID 启动一个或多个连接。

开始之前

• 确保您具有远程集群的集群管理员凭据。

• 确保包含卷的集群已使用此插件进行配对。
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• 确保远程集群由插件控制。

• 确保每个本地卷的访问模式均设置为读 / 写。

步骤

1. 从包含本地集群的vCenter中、打开*管理*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>管理*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷 * 子选项卡。

3. 从 * 活动 * 视图中，选择要配对的两个或多个卷。

4. 选择 * 操作 * 。

5. 选择 * 卷配对 * 。

6. 选择 * 复制模式 * ：

◦ * 实时（同步） * ：在源集群和目标集群上提交写入后，将向客户端确认写入。

◦ * 实时（异步） * ：在源集群上提交写入后，将向客户端确认这些写入。

◦ * 仅限 Snapshot * ：仅复制在源集群上创建的快照。不会复制源卷中的活动写入。

7. 从下拉列表中选择一个配对集群。

8. 在目标集群上为复制目标卷选择一个帐户。

9. （可选）键入目标集群上新卷名称的前缀或后缀。

此时将显示一个具有修改后名称的示例卷名称。

10. 选择 * 创建对 * 。

确认配对后，两个集群将开始连接卷。在配对过程中，您可以在卷对页面的卷状态列中看到
进度消息。此过程完成后，将在远程集群上创建并连接新的目标卷。

11. 在任一集群上选择 * 保护 * > * 卷对 * 。

12. 验证卷配对的状态。

为配对卷分配复制源和目标

如果在卷配对期间未将卷分配为复制目标，则配置将不完整。您可以使用此操作步骤分配源卷及其复制目标卷。
复制源或目标可以是卷对中的任一卷。

如果源卷不可用，您也可以使用此操作步骤将数据从源卷重定向到远程目标卷。

开始之前

您可以访问包含源卷和目标卷的集群。

关于此任务
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此操作步骤介绍了如何使用 vCenter 在本地站点和远程站点上的两个集群之间分配源卷和复制卷。对于不受
vCenter 插件控制的卷，您也可以选择此选项 "分配源卷或复制卷" 使用 Element Web UI 。

复制源卷具有读 / 写帐户访问权限。复制目标卷只能由复制源以读 / 写方式访问。

• 最佳实践 * ：目标卷不应包含任何数据，并且与源卷具有完全相同的特征，例如大小， 512e 设置和 QoS 配
置。目标卷的大小可以大于或等于源卷，但不能小于源卷。

步骤

1. 从插件扩展点选择包含要用作复制源的配对卷的集群：

◦ 从* NetApp远程插件>管理*中的Element vCenter插件5.0开始。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element Management*。

2. 从适用于vCenter Server的Element插件版本的扩展点中、选择*管理*选项卡。

3. 选择 * 卷 * 子选项卡。

4. 在 * 活动 * 视图中，选中要编辑的卷对应的复选框。

5. 选择 * 操作 * 。

6. 选择 * 编辑 * 。

7. 从访问下拉列表中，选择 * 读 / 写 * 。

如果要反转源分配和目标分配，此操作将对卷对执行发生原因操作，以显示
PausedMisconfigured ，直到分配新的复制目标为止。更改访问权限会暂停卷复制并导致数据
传输停止。请确保您已在两个站点协调这些更改。

8. 选择 * 确定 * 。

9. 选择包含要用作复制目标的配对卷的集群：

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>管理>管理*。

◦ 从* NetApp远程插件>管理>管理*中的Element vCenter插件5.0开始。

10. 选择 * 卷 * 子选项卡。

11. 在 * 活动 * 视图中，选中要编辑的卷对应的复选框。

12. 选择 * 操作 * 。

13. 选择 * 编辑 * 。

14. 在 * 访问 * 下拉列表中，选择 * 复制目标 * 。

如果您将现有卷分配为复制目标，则该卷上的数据将被覆盖。作为最佳实践，您应使用新卷
作为复制目标。

15. 选择 * 确定 * 。

验证卷复制

复制卷后，您应确保源卷和目标卷处于活动状态。处于 "Active" 状态时，卷将配对，数据将从源卷发送到目标卷
，并且数据处于同步状态。
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步骤

1. 从包含本地集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷对 * 子选项卡。

3. 验证卷状态是否为 "Active" 。

复制后删除卷关系

复制完成后，如果您不再需要卷配对关系，则可以删除此卷关系。

请参见 [删除卷对]。

管理卷关系

您可以通过多种方式管理卷关系，例如暂停复制，反转卷配对，更改复制模式，删除卷对或删除集群对。

• [暂停复制]

• [更改复制模式]

• [删除卷对]

• [删除集群对]

暂停复制

您可以编辑卷对属性以手动暂停复制。

步骤

1. 从包含本地集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷对 * 子选项卡。

3. 选中要编辑的卷对对应的复选框。

4. 选择 * 操作 * 。

5. 选择 * 编辑 * 。

6. 手动暂停或启动复制过程。
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手动暂停或恢复卷复制将对数据传输进行发生原因以停止或恢复。请确保您已在两个站点协
调这些更改。

7. 选择 * 保存更改 * 。

更改复制模式

您可以编辑卷对属性以更改卷对关系的复制模式。

步骤

1. 从包含本地集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷对 * 子选项卡。

3. 选中要编辑的卷对对应的复选框。

4. 选择 * 操作 * 。

5. 选择 * 编辑 * 。

6. 选择新的复制模式：

更改复制模式会立即更改此模式。请确保您已在两个站点协调这些更改。

◦ * 实时（同步） * ：在源集群和目标集群上提交写入后，将向客户端确认写入。

◦ * 实时（异步） * ：在源集群上提交写入后，将向客户端确认这些写入。

◦ * 仅限 Snapshot * ：仅复制在源集群上创建的快照。不会复制源卷中的活动写入。

7. 选择 * 保存更改 * 。

删除卷对

如果要删除两个卷之间的对关联，可以删除卷对。

关于此任务

此操作步骤介绍了如何使用 vCenter 在本地站点和远程站点上删除两个卷之间的卷配对关系。

对于不受 vCenter 插件控制的卷，您也可以选择 "删除卷对端" 使用 Element Web UI 。

步骤

1. 从包含本地集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。
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如果添加了两个或更多集群，请确保在导航栏中选择要用于此任务的集群。

2. 选择 * 卷对 * 子选项卡。

3. 选择要删除的一个或多个卷对。

4. 选择 * 操作 * 。

5. 选择 * 删除 * 。

6. 确认每个卷对的详细信息。

对于不受此插件管理的集群，此操作仅会删除本地集群上的卷对端。要完全删除此配对关系
，您需要手动从远程集群中删除此卷对的一端。

7. （对于由插件管理的集群，可选）选中 * 将复制目标访问更改为 * 复选框，然后为复制目标卷选择新的访问
模式。删除卷配对关系后，将应用此新访问模式。

8. 选择 * 是 * 。

删除集群对

您可以使用 vCenter 在本地站点和远程站点上删除两个集群之间的集群配对关系。要完全删除集群配对关系，必
须同时从本地和远程集群中删除集群对端。

您可以使用 vCenter 插件删除集群对的一端

对于不受 vCenter 插件控制的集群，您也可以选择 "删除集群对端" 使用 Element Web UI 。

步骤

1. 从包含本地集群的vCenter中、打开*保护*选项卡：

◦ 从Element vCenter插件5.0开始、选择* NetApp Element 远程插件>管理>保护*。

◦ 对于Element vCenter插件4.10及更早版本、请选择* NetApp Element 管理>保护*。

2. 选择 * 集群对 * 子选项卡。

3. 选中要删除的集群对对应的复选框。

4. 选择 * 操作 * 。

5. 选择 * 删除 * 。

6. 确认操作。

此操作仅会删除本地集群上的集群对端。要完全删除此配对关系，您需要手动从远程集群中
删除此集群对的一端。

7. 从集群配对中的远程集群重复上述步骤。

卷配对消息和警告

您可以在插件扩展点的保护选项卡的卷对页面上查看已配对或正在配对的卷的信息。从Element vCenter插件5.0

开始、从NetApp Element 远程插件扩展点选择管理选项卡。对于Element vCenter插件4.10及更早版本、请选
择NetApp Element 管理扩展点。
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系统会在卷状态列中显示配对和进度消息。

• [卷配对消息]

• [卷配对警告]

卷配对消息

您可以在初始配对过程中通过插件扩展点的保护选项卡的卷对页面查看消息。这些消息将显示在卷状态列中，并
且可以显示在配对的源端和目标端。

• * PausedDisconnected* ：源复制或同步 RPC 超时。与远程集群的连接已断开。检查与集群的网络连接。

• * 正在重新同步连接 * ：远程复制同步现已处于活动状态。开始同步过程并等待数据。

• * 正在重新同步 RRSync* ：正在为配对集群创建卷元数据的单个 Helix 副本。

• * 正在重新同步 LocalSync* ：正在为配对集群创建卷元数据的双 Helix 副本。

• * 正在重新同步 DataTransfer* ：已恢复数据传输。

• * 活动 * ：卷已配对，正在将数据从源卷发送到目标卷，并且数据处于同步状态。

• * 闲置 * ：未发生复制活动。

• 此过程由目标卷驱动，可能不会显示在源卷上。

卷配对警告

在对卷配对后、您可以从插件扩展点的保护选项卡的卷对页面查看警告消息。这些消息将显示在卷状态列中，并
且可以显示在配对的源端和目标端。

除非另有说明，否则这些消息可能会显示在配对的源端和目标端。

• * PausedClusterFull* ：由于目标集群已满，因此无法继续进行源复制和批量数据传输。此消息仅显示在对
的源端。

• * PausedExceededMaxSnapshotCount* ：目标卷已具有最大快照数，无法复制其他快照。

• * PausedManual* ：本地卷已手动暂停。必须先取消暂停，然后复制才能恢复。

• * PausedManualRemote* ：远程卷处于手动暂停模式。在复制恢复之前，需要手动干预以取消暂停远程
卷。

• * PausedMisconfigure* ：正在等待活动源和目标。恢复复制需要手动干预。

• * PausedQoS* ：目标 QoS 无法维持传入 IO 。复制将自动恢复。此消息仅显示在对的源端。

• * PausedSlowLink* ：检测到链路速度较慢并停止复制。复制将自动恢复。此消息仅显示在对的源端。

• * PausedVolumeSizeMismatch* ：目标卷小于源卷。

• * PausedXCopy* ：正在对源卷发出 SCSI XCOPY 命令。必须先完成命令，然后才能恢复复制。此消息仅显
示在对的源端。

• * StoppedMisconfigure* ：检测到永久配置错误。远程卷已清除或取消配对。无法执行更正操作；必须建立
新的配对。

了解更多信息
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• "NetApp HCI 文档"

• "SolidFire 和 Element 资源页面"
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