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分析效能事件

您可以分析效能事件、以識別偵測到的時間、是否為使用中（新的或已確認的）或已過
時、所涉及的工作負載和叢集元件、以及自行解決事件的選項。

顯示效能事件的相關資訊

您可以使用「事件管理」資源清冊頁面、檢視Unified Manager所監控之叢集上所有效能事
件的清單。透過檢視此資訊、您可以判斷最重要的事件、然後深入瞭解詳細資訊、以判斷
事件的原因。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

事件清單會依偵測到的時間排序、最新事件會列在最前面。您可以按一下欄標題、根據該欄來排序事件。例如、
您可以依「狀態」欄排序、以依嚴重性檢視事件。如果您要尋找特定事件或特定類型的事件、可以使用篩選器和
搜尋機制來精簡清單中顯示的事件清單。

來自所有來源的事件都會顯示在此頁面上：

• 使用者定義的效能臨界值原則

• 系統定義的效能臨界值原則

• 動態效能臨界值

「事件類型」欄會列出事件的來源。您可以選取事件、在「事件詳細資料」頁面中檢視事件的詳細資料。

步驟

1. 在左側導覽窗格中、按一下*事件管理*。

2. 從「View（檢視）」功能表中選取*「Active Performance events（活動效能事件）」*。

此頁面會顯示過去7天內產生的所有「新增」和「已確認的效能」事件。

3. 找出您要分析的事件、然後按一下事件名稱。

此時會顯示事件的詳細資料頁面。

您也可以按一下Performance Explorer頁面中的事件名稱連結、然後從警示電子郵件中顯示事
件的詳細資料頁面。

從使用者定義的效能臨界值分析事件

從使用者定義臨界值產生的事件、表示特定儲存物件（例如集合體或磁碟區）的效能計數
器已超過您在原則中定義的臨界值。這表示叢集物件發生效能問題。

您可以使用「事件詳細資料」頁面來分析效能事件、並視需要採取修正行動、將效能恢復正常。
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回應使用者定義的效能臨界值事件

您可以使用Unified Manager來調查效能計數器所造成的效能事件、這些事件會跨越使用者
定義的警告或嚴重臨界值。您也可以使用Unified Manager檢查叢集元件的健全狀況、查看
元件上偵測到的最近健全狀況事件是否有助於效能事件。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的或過時的效能事件。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 檢閱* Description*、其中說明導致事件的臨界值外洩。

例如、訊息「延遲值為456毫秒/作業已根據臨界值設定為400毫秒/作業」觸發警告事件、表示物件發生延遲
警告事件。

3. 將游標停留在原則名稱上、即可顯示觸發事件之臨界值原則的詳細資料。

這包括原則名稱、要評估的效能計數器、必須違反的計數器值、才會被視為嚴重或警告事件、以及計數器必
須超過該值的持續時間。

4. 請記下*事件觸發時間*、以便您調查是否同時發生其他可能導致此事件的事件。

5. 請依照下列其中一個選項進一步調查事件、判斷是否需要執行任何行動來解決效能問題：

選項 可能的調查行動

按一下來源物件名稱、顯示該物件的「檔案總管」頁
面。

此頁面可讓您檢視物件詳細資料、並將此物件與其他
類似的儲存物件進行比較、以查看其他儲存物件是否
同時發生效能問題。例如、若要查看同一個集合體上
的其他磁碟區是否也有效能問題。

按一下叢集名稱以顯示「叢集摘要」頁面。 此頁面可讓您檢視此物件所在叢集的詳細資料、以查
看其他效能問題是否在同一時間發生。

從系統定義的效能臨界值分析事件

由系統定義的效能臨界值所產生的事件、表示某個儲存物件的效能計數器或效能計數器集
已超過系統定義原則的臨界值。這表示儲存物件（例如Aggregate或節點）發生效能問題。

您可以使用「事件詳細資料」頁面來分析效能事件、並視需要採取修正行動、將效能恢復正常。

系統定義的臨界值原則無法在Cloud Volumes ONTAP 功能不全的系統上啟用。ONTAP ONTAP

Select
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回應系統定義的效能臨界值事件

您可以使用Unified Manager來調查效能計數器超過系統定義的警告臨界值所造成的效能事
件。您也可以使用Unified Manager檢查叢集元件的健全狀況、查看元件上偵測到的最近事
件是否有助於效能事件。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的或過時的效能事件。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 檢閱* Description*、其中說明導致事件的臨界值外洩。

例如、「節點使用率值90%已根據臨界值設定85 %觸發警告事件」訊息、表示叢集物件發生節點使用率警告
事件。

3. 請記下*事件觸發時間*、以便您調查是否同時發生其他可能導致此事件的事件。

4. 在*系統診斷*下、檢閱系統定義原則對叢集物件執行的分析類型簡短說明。

對於某些事件、診斷旁會顯示綠色或紅色圖示、指出該特定診斷是否發現問題。對於其他類型的系統定義事
件、計數器圖表會顯示物件的效能。

5. 在*建議的動作*下、按一下*協助我執行此動作*連結、即可檢視您可以執行的建議動作、以自行嘗試解決效
能事件。

回應QoS原則群組效能事件

當工作負載處理量（IOPS、IOPS/TB或Mbps）超過定義ONTAP 的「QoS」原則設定、且
工作負載延遲受到影響時、Unified Manager會產生QoS原則警告事件。這些系統定義的事
件可在許多工作負載受到延遲影響之前、提供修正潛在效能問題的機會。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的、已確認的或過時的效能事件。

當工作負載處理量在前一小時的每個效能收集期間超過定義的QoS原則設定時、Unified Manager會針對QoS原
則外洩事件產生警告事件。在每個收集期間、工作負載處理量可能只會在短時間內超過QoS臨界值、但Unified

Manager只會在圖表上顯示收集期間的「平均」處理量。因此、您可能會收到QoS事件、但工作負載的處理量可
能未超過圖表中所示的原則臨界值。

您可以使用System Manager或ONTAP 列舉一些指令來管理原則群組、包括下列工作：

• 為工作負載建立新的原則群組

• 新增或移除原則群組中的工作負載
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• 在原則群組之間移動工作負載

• 變更原則群組的處理量限制

• 將工作負載移至不同的Aggregate或節點

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 檢閱* Description*、其中說明導致事件的臨界值外洩。

例如、「vol1_NFS1上的IOPS值為1、652 IOPS、已觸發警示事件來識別工作負載的潛在效能問題」、表
示Volume vol1_NFS1上發生QoS最大IOPS事件。

3. 請檢閱「事件資訊」區段、以查看事件發生時間及事件發生時間的詳細資料。

此外、對於共享QoS原則處理量的磁碟區或LUN、您可以看到使用最多IOPS或Mbps的前三大工作負載名
稱。

4. 在「系統診斷」區段下、檢閱兩個圖表：一個是整體平均IOPS或Mbps（視事件而定）、另一個是延遲。如
此安排時、您可以看到當工作負載接近QoS上限時、哪些叢集元件最會影響延遲。

對於共享QoS原則事件、前三大工作負載會顯示在處理量圖表中。如果有三個以上的工作負載共用QoS原
則、則會將其他工作負載新增至「other t后 的工作負載」類別。此外、延遲圖表也會顯示QoS原則中所有工
作負載的平均延遲。

請注意、對於調適性QoS原則事件、IOPS和Mbps圖表會根據ONTAP 磁碟區大小、顯示從指派的IOPS/TB

臨界值原則中轉換的IOPS或Mbps值。

5. 在「建議動作」區段下、檢閱建議並判斷您應該執行哪些動作、以避免工作負載延遲增加。

如有需要、請按一下*「說明」*按鈕、以檢視您可執行的建議行動詳細資料、以嘗試解決效能事件。

瞭解自適性QoS原則中具有定義區塊大小的事件

調適性QoS原則群組會根據磁碟區大小自動調整處理量上限或樓層、並在磁碟區大小變更
時維持IOPS與TB的比率。從推出支援功能的支援功能9.5開始ONTAP 、您可以在QoS原
則中指定區塊大小、以便同時有效地套用MB/s臨界值。

在調適性QoS原則中指派IOPS臨界值、只會限制每個工作負載所執行的作業數量。視產生工作負載的用戶端所
設定的區塊大小而定、部分IOPS會包含更多資料、因此會對處理作業的節點造成更大的負擔。

工作負載的MB/s值是使用下列公式產生：

MB/s = (IOPS * Block Size) / 1000

如果工作負載平均為3、000 IOPS、且用戶端的區塊大小設為32 KB、則此工作負載的有效MB/s為96。如果相同
的工作負載平均為3、000 IOPS、且用戶端的區塊大小設為48 KB、則此工作負載的有效MB/s為144。當區塊大
小變大時、您可以看到節點處理的資料增加50%。

讓我們來看看下列已定義區塊大小的調適性QoS原則、以及根據用戶端上設定的區塊大小來觸發事件的方式。
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建立原則、並將尖峰處理量設定為2、500 IOPS / TB、區塊大小為32KB。如此一來、對於使用1 TB容量的磁碟
區、將MB/s臨界值有效設定為80 MB/s（2500 IOPS * 32KB）/ 1000）。請注意、當處理量值低於定義的臨界
值10%時、Unified Manager會產生警告事件。在下列情況下產生事件：

已用容量 當處理量超過此數量…時、就會產生事件。

IOPS MB/s

1 TB 2、250 IOPS 72 MB/s

2 TB 4、500 IOPS 144 MB/s

5 TB 11,250 IOPS 360 MB/s

如果磁碟區使用2TB的可用空間、IOPS為4、000、而用戶端的QoS區塊大小設為32KB、則MB/ps處理量為128

MB/s（（4、000 IOPS * 32 KB）/ 1000）。在此案例中不會產生任何事件、因為對於使用2 TB空間的磁碟區而
言、4、000 IOPS和128 MB/s都低於臨界值。

如果磁碟區使用2TB的可用空間、而IOPS為4、000、而用戶端的QoS區塊大小設為64KB、則MB/s的處理量
為256 MB/s（（4、000 IOPS * 64 KB）/ 1000）。在此情況下、4、000 IOPS不會產生事件、但256 MB/s

的MB值高於144 MB/s的臨界值、因此會產生事件。

因此、當事件是根據包含區塊大小的調適性QoS原則的每秒MB資料外洩而觸發時、「事件詳細資料」頁面的「
系統診斷」區段會顯示每秒MB的圖表。如果事件是根據調適性QoS原則的IOPS外洩而觸發、則「系統診斷」區
段會顯示IOPS圖表。如果IOPS和MB/s發生違規、您將會收到兩個事件。

如需調整QoS設定的詳細資訊、請參閱 "效能管理總覽"。

回應節點資源過度使用的效能事件

Unified Manager會在單一節點的作業效率超出範圍時、產生過度使用的節點資源警示事
件、進而可能影響工作負載延遲。這些系統定義的事件可在許多工作負載受到延遲影響之
前、提供修正潛在效能問題的機會。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的或過時的效能事件。

Unified Manager會針對節點資源過度使用的原則外洩事件、尋找使用超過100%效能容量達30分鐘以上的節點。

您可以使用System Manager或ONTAP VMware指令來修正這類效能問題、包括下列工作：

• 建立QoS原則、並將其套用至任何過度使用系統資源的磁碟區或LUN

• 降低已套用工作負載之原則群組的QoS最大處理量限制

• 將工作負載移至不同的Aggregate或節點

• 將磁碟新增至節點、或升級至CPU速度更快、RAM更多的節點、以增加容量

步驟
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1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 檢閱* Description*、其中說明導致事件的臨界值外洩。

例如、訊息「'per.使用的容量（使用簡易性）值為139%、已觸發警示事件來識別資料處理單元中的潛在效
能問題。」表示節點簡易性02上的效能容量過度使用、並影響節點效能。

3. 在「系統診斷」區段中、檢閱三個圖表：一個是節點上使用的效能容量、一個是最重要工作負載使用的平均
儲存IOPS、另一個是最重要工作負載的延遲。以這種方式安排時、您可以看到哪些工作負載是造成節點延
遲的原因。

您可以將游標移到IOPS圖表上、檢視哪些工作負載已套用QoS原則、哪些工作負載未套用QoS原則。

4. 在「建議動作」區段下、檢閱建議並判斷您應該執行哪些動作、以避免工作負載延遲增加。

如有需要、請按一下*「說明」*按鈕、以檢視您可執行的建議行動詳細資料、以嘗試解決效能事件。

回應叢集不平衡的效能事件

當叢集中的某個節點的工作負載遠高於其他節點時、Unified Manager會產生叢集不平衡警
告事件、進而可能影響工作負載延遲。這些系統定義的事件可在許多工作負載受到延遲影
響之前、提供修正潛在效能問題的機會。

您需要的是什麼

您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

Unified Manager會比較叢集中所有節點的效能使用容量值、以查看任何節點之間的負載差異是否為30%、藉此
針對叢集不平衡臨界值原則違規事件產生警告事件。

這些步驟可協助您識別下列資源、以便將高效能工作負載移至使用率較低的節點：

• 相同叢集上的節點使用率較低

• 新節點上使用率最低的集合體

• 目前節點上執行效能最高的磁碟區

步驟

1. 顯示「事件」詳細資料頁面、以檢視有關事件的資訊。

2. 檢閱* Description*、其中說明導致事件的臨界值外洩。

例如、「效能使用容量計數器」訊息表示叢集達拉斯1-8上的節點之間的負載差異為62%、並根據系統臨界
值30%觸發警告事件。」訊息表示其中一個節點的效能容量過度使用、並會影響節點效能。

3. 檢閱*建議動作*中的文字、將高效能磁碟區從具有高效能使用容量值的節點移至效能使用容量值最低的節
點。

4. 識別具有最高和最低效能容量使用值的節點：

a. 在「事件資訊」區段中、按一下來源叢集的名稱。

b. 在「叢集/效能摘要」頁面中、按一下「管理物件」區域中的「節點」。
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c. 在「節點」目錄頁中、依「效能使用容量」欄位排序節點。

d. 識別具有最高和最低效能容量使用值的節點、並記下這些名稱。

5. 在具有最高效能容量使用值的節點上、使用最多IOPS來識別磁碟區：

a. 按一下具有最高效能使用容量值的節點。

b. 在「節點/效能檔案總管」頁面中、從*「檢視與比較*」功能表中選取*「此節點*上的集合體」。

c. 按一下具有最高效能使用容量值的Aggregate。

d. 在「* Aggregate / Performance Explorer/」（*集合體/效能檔案總管）頁面中、從*「View and

Compare*」（檢視與比較*）功能表選取*「Volume on this Aggreg

e. 依* IOPS *欄位排序磁碟區、並使用最大IOPS記下磁碟區名稱、以及磁碟區所在的集合體名稱。

6. 在具有最低效能容量使用值的節點上、以最低使用率識別集合體：

a. 按一下「儲存設備>* Aggregate 」以顯示「 Aggregate *」目錄頁。

b. 選取*效能：All Aggregate *檢視。

c. 按一下「篩選器*」按鈕、然後新增篩選器、其中「節點」等於您在步驟4中寫下效能容量使用值最低的
節點名稱。

d. 記下效能容量使用值最低的集合體名稱。

7. 將磁碟區從過載節點移至您在新節點上識別為使用率偏低的集合體。

您可以使用ONTAP 下列OnCommand Workflow Automation 工具來執行「移動」作業：《系統管理程
式》、《VMware指令集》、ONTAP 《VMware指令集》或《VMware指令集》。

幾天後、請檢查您是否從這個叢集收到相同的叢集不平衡事件。

從動態效能臨界值分析事件

從動態臨界值所產生的事件表示、與預期的回應時間範圍相比、工作負載的實際回應時間
（延遲）太高或太低。您可以使用「事件詳細資料」頁面來分析效能事件、並視需要採取
修正行動、將效能恢復正常。

動態效能臨界值無法在Cloud Volumes ONTAP VMware、ONTAP 不支援VMware或ONTAP

Select VMware系統上啟用。

識別涉及動態效能事件的受害者工作負載

在Unified Manager中、您可以識別哪些Volume工作負載在回應時間（延遲）方面的差異
最高、這是儲存元件發生爭用所造成的。識別這些工作負載有助於瞭解存取工作負載的用
戶端應用程式執行速度比平常慢的原因。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的、已確認的或過時的動態效能事件。
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「事件詳細資料」頁面會顯示使用者定義和系統定義的工作負載清單、並依元件的活動或使用量的最高差異或受
事件影響最大的差異排列。這些值是根據Unified Manager偵測到的尖峰值、以及上次分析事件的時間。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 在工作負載延遲和工作負載活動圖表中、選取*受害者工作負載*。

3. 將游標停留在圖表上、即可檢視影響元件的使用者定義工作負載排行、以及受害者工作負載的名稱。

識別動態效能事件所涉及的高效能工作負載

在Unified Manager中、您可以識別爭用叢集元件的使用量差異最高的工作負載。識別這些
工作負載有助於瞭解叢集上的特定磁碟區為何回應時間（延遲）緩慢。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的、已確認的或過時的動態效能事件。

「事件詳細資料」頁面會顯示使用者定義和系統定義的工作負載清單、這些工作負載依元件的最高使用量或受事
件影響最大的使用量而排列。這些值是根據Unified Manager偵測到的尖峰值、以及上次分析事件的時間。

步驟

1. 顯示「事件詳細資料」頁面、以檢視有關事件的資訊。

2. 在工作負載延遲和工作負載活動圖表中、選取* Bully Workload*。

3. 將游標停留在圖表上、即可檢視影響元件的使用者定義的首要工作負載。

識別動態效能事件所涉及的工作負載

在Unified Manager中、您可以找出爭用中儲存元件的使用量差異最高的工作負載。識別這
些工作負載有助於判斷這些工作負載是否應移至使用率較低的叢集。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 有新的、已確認的或過時的效能動態事件。

「事件詳細資料」頁面會顯示使用者定義和系統定義的工作負載清單、這些工作負載依元件的最高使用量或受事
件影響最大的使用量而排列。這些值是根據Unified Manager偵測到的尖峰值、以及上次分析事件的時間。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 在工作負載延遲和工作負載活動圖表中、選取* Shark Workload*。

3. 將游標停留在圖表上、即可檢視影響元件的使用者定義工作負載排行、以及Shark工作負載的名稱。
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效能事件分析MetroCluster 、以利進行效能分析

您可以使用Unified Manager來分析MetroCluster 效能事件、以利進行VMware組態設定。
您可以識別事件所涉及的工作負載、並檢閱建議的解決行動。

由於叢集之間的交換器連結（ISL）過度使用、或是連結健全狀況問題、所以可能會發生效能事
件。MetroClusterUnified Manager MetroCluster 會獨立監控各個採用VMware組態的叢集、而不考慮合作夥伴叢
集上的效能事件。

同時、來自兩個叢集MetroCluster 的效能事件也會顯示在Unified Manager儀表板頁面上。您也可以檢視Unified

Manager的「健全狀況」頁面、以檢查每個叢集的健全狀況並檢視其關係。

分析MetroCluster 叢集上的動態效能事件、使其採用VMware的組態

您可以使用Unified Manager來分析MetroCluster 叢集、以進行偵測到效能事件的VMware

組態。您可以識別叢集名稱、事件偵測時間、以及相關的_bully_和_als_工作負載。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 針對這個組態、必須有新的、已確認的或過時的效能事件MetroCluster 。

• 在不支援的組態中、兩個叢集MetroCluster 都必須由Unified Manager的同一個執行個體監控。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 檢閱事件說明、查看所涉及的工作負載名稱、以及涉及的工作負載數量。

在此範例中MetroCluster 、「不支援資源」圖示為紅色、表示MetroCluster 該資源正在爭用。您可以將游標
放在圖示上、以顯示圖示的說明。

3. 請記下叢集名稱和事件偵測時間、以便用來分析合作夥伴叢集上的效能事件。

4. 在圖表中、檢閱_受害者 工作負載、確認其回應時間高於效能臨界值。

在此範例中、受害者工作負載會顯示在暫留文字中。延遲圖表會針對所涉及的受害者工作負載、以高層級顯
示一致的延遲模式。即使受害者工作負載的異常延遲觸發了事件、一致的延遲模式可能表示工作負載在預期
範圍內執行、但I/O的尖峰會增加延遲並觸發事件。
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如果您最近在存取這些Volume工作負載的用戶端上安裝應用程式、而該應用程式傳送大量I/O給他們、您可
能會預期延遲會增加。如果工作負載的延遲在預期範圍內傳回、則事件狀態會變更為「已過時」、並保持此
狀態超過30分鐘、您可能會忽略此事件。如果事件仍在進行中、而且仍處於新狀態、您可以進一步調查、以
判斷是否有其他問題導致此事件。

5. 在「工作負載處理量」圖表中、選取*「Bull Workload*」以顯示效能不高的工作負載。

若有高效能的工作負載、則表示事件可能是由本機叢集上的一或多個工作負載過度使用MetroCluster 此等資
源所造成。高效能的工作負載在寫入處理量（MB/s）方面有很大的差異。

此圖表會以高層級顯示工作負載的寫入處理量（MB/s）模式。您可以檢閱寫入MB/s模式來識別異常處理
量、這可能表示工作負載過度使用MetroCluster 此功能的資源。

如果事件不涉及任何高效能工作負載、則事件可能是由叢集之間連結的健全狀況問題或合作夥伴叢集的效能
問題所造成。您可以使用Unified Manager來檢查MetroCluster 兩組叢集的健全狀況、以進行功能性設定。您
也可以使用Unified Manager來檢查及分析合作夥伴叢集上的效能事件。

分析MetroCluster 以VMware組態設定遠端叢集的動態效能事件

您可以使用Unified Manager來分析MetroCluster 遠端叢集上的動態效能事件、以進
行VMware組態設定。此分析可協助您判斷遠端叢集上的事件是否導致其合作夥伴叢集發
生事件。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 您必須分析MetroCluster 本機叢集上的效能事件、並取得事件偵測時間。

• 您必須檢查本機叢集及其合作夥伴叢集在效能事件中的健全狀況、並取得合作夥伴叢集的名稱。

步驟

1. 登入監控合作夥伴叢集的Unified Manager執行個體。

2. 在左側導覽窗格中、按一下*事件*以顯示事件清單。

3. 從*時間範圍*選取器中選取*最後一小時*、然後按一下*套用範圍*。

4. 在*篩選*選取器中、從左下拉式功能表選取*叢集*、在文字欄位中輸入合作夥伴叢集的名稱、然後按一下*套
用篩選器*。
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如果在過去一小時內所選叢集沒有任何事件、表示叢集在其合作夥伴偵測到事件期間、並未遇到任何效能問
題。

5. 如果選取的叢集在過去一小時內偵測到事件、請將事件偵測時間與本機叢集上事件的事件偵測時間進行比
較。

如果這些事件涉及到高效能工作負載、導致資料處理元件發生爭用、則其中一或多個這類情況可能會在本機
叢集上造成事件。您可以按一下事件加以分析、然後在「事件詳細資料」頁面上檢閱建議的解決行動。

如果這些事件不涉及高效能工作負載、則不會在本機叢集上造成效能事件。

回應QoS原則群組節流所造成的動態效能事件

您可以使用Unified Manager來調查服務品質（QoS）原則群組節流工作負載處理量（MB/s

）所造成的效能事件。節流可增加原則群組中Volume工作負載的回應時間（延遲）。您可
以使用事件資訊來判斷是否需要對原則群組進行新的限制、才能停止節流。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的、已確認的或過時的效能事件。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 請閱讀* Description*、其中會顯示受節流影響的工作負載名稱。

此說明可為受害者顯示相同的工作負載、而且不受影響、因為節流會使工作負載成為本身的
受害者。

3. 使用文字編輯器等應用程式來記錄磁碟區名稱。

您可以在磁碟區名稱上搜尋、以便稍後找到。

4. 在「工作負載延遲和工作負載使用率」圖表中、選取*「Bull Workloads」*。

5. 將游標停留在圖表上、即可檢視影響原則群組的使用者定義工作負載排行。

清單頂端的工作負載有最高的偏差、導致節流發生。活動是每個工作負載所使用的原則群組限制百分比。

6. 在「建議動作」區域中、按一下「分析工作負載」按鈕、即可查看最重要的工作負載。

7. 在「工作負載分析」頁面中、設定「延遲」圖表以檢視所有叢集元件、並設定「處理量」圖表以檢視明細。

明細圖表會顯示在「延遲」圖表和IOPS圖表下方。

8. 比較「延遲」圖表中的QoS限制、查看事件發生時延遲受到哪些節流影響。

QoS原則群組的最大處理量為每秒1、000次作業（每秒）、其中的工作負載不能一起超過。在事件發生時、
原則群組中的工作負載的總處理量超過1、200個作業/秒、導致原則群組將其活動減至1、000個作業/秒
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9. 將*讀取/寫入延遲*值與*讀取/寫入/其他*值進行比較。

這兩個圖表都顯示高延遲的大量讀取要求、但寫入要求的要求數量和延遲時間都很低。這些值可協助您判斷
是否有大量處理量或作業數量增加延遲。您可以在決定將原則群組限制放在處理量或作業上時使用這些值。

10. 使用「系統管理程式」將原則群組的目前限制提高至1、300次作業/秒ONTAP

11. 一天之後、返回Unified Manager、並在「工作負載分析」頁面中輸入您在步驟3中記錄的工作負載。

12. 選取處理量明細表。

隨即顯示讀取/寫入/其他圖表。

13. 在頁面頂端、將游標指向變更事件圖示（ ）。

14. 將*讀取/寫入/其他*圖表與*延遲*圖表進行比較。

讀取和寫入要求相同、但節流已停止、延遲已減少。

回應磁碟故障所造成的動態效能事件

您可以使用Unified Manager來調查工作負載過度使用Aggregate所造成的效能事件。您也
可以使用Unified Manager來檢查Aggregate的健全狀況、查看在Aggregate上偵測到的最近
健全狀況事件是否有助於效能事件。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的、已確認的或過時的效能事件。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 請閱讀* Description*、其中說明事件所涉及的工作負載、以及爭用的叢集元件。

有多個受害者磁碟區發生爭用時、其延遲會受到叢集元件的影響。位於RAID重建中心的Aggregate會以備用
磁碟取代故障磁碟、這是爭用的叢集元件。在「元件爭用中」下、Aggregate圖示會反白顯示為紅色、
而Aggregate的名稱會顯示在括弧中。

3. 在「工作負載使用率」圖表中、選取*「Bull Workload*」。

4. 將游標停留在圖表上、即可檢視影響元件的高效能工作負載。

圖表頂端會顯示自偵測到事件以來最高尖峰使用率的最高工作負載。其中最重要的工作負載之一是系統定義
的工作負載「磁碟健全狀況」、這表示RAID已重建。重建是指使用備用磁碟重建Aggregate所需的內部程
序。磁碟健全狀況工作負載連同其他工作負載在集合體上、可能會導致對集合體和相關事件的爭用。

5. 確認磁碟健全狀況工作負載的活動造成事件後、請等待約30分鐘、讓重建作業完成、並讓Unified Manager

分析事件、偵測集合體是否仍處於爭用狀態。

6. 重新整理*事件詳細資料*。

RAID重建完成後、請檢查狀態是否已過時、表示事件已解決。
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7. 在「工作負載使用率」圖表中、選取*「Bull Workload*」、即可依尖峰使用率檢視集合體上的工作負載。

8. 在「建議動作」區域中、按一下「分析工作負載」按鈕、即可查看最重要的工作負載。

9. 在「工作負載分析」頁面中、設定時間範圍、以顯示所選磁碟區的最後24小時（1天）資料。

在「事件時間表」中、有一個紅點（ ）表示何時發生磁碟故障事件。

10. 在「節點與Aggregate使用率」圖表中、隱藏「節點」統計資料行、以便只保留集合線。

11. 將此圖表中的資料與*延遲*圖表中事件發生時的資料進行比較。

在事件發生時、Aggregate使用率會顯示大量的讀寫活動、這是RAID重建程序所造成的、這會增加所選磁碟
區的延遲。事件發生數小時後、讀取和寫入以及延遲都會減少、確認集合體已不再處於爭用狀態。

回應HA接管所造成的動態效能事件

您可以使用Unified Manager來調查高可用度（HA）配對叢集節點上的高資料處理所導致
的效能事件。您也可以使用Unified Manager檢查節點的健全狀況、查看節點上偵測到的任
何最近健全狀況事件是否有助於效能事件。

您需要的是什麼

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 必須有新的、已確認的或過時的效能事件。

步驟

1. 顯示「事件詳細資料」頁面以檢視事件的相關資訊。

2. 請閱讀* Description*、其中說明事件所涉及的工作負載、以及爭用的叢集元件。

有一個受害者磁碟區發生爭用時、其延遲會受到叢集元件的影響。從合作夥伴節點接管所有工作負載的資料
處理節點、是爭用的叢集元件。在「元件爭用中」下、資料處理圖示會反白顯示為紅色、且事件發生時處理
資料處理的節點名稱會顯示在括弧中。

3. 在*說明*中、按一下磁碟區名稱。

隨即顯示Volume Performance Explorer頁面。在頁面頂端的事件時間列中、會顯示變更事件圖示（ ）表
示Unified Manager偵測到HA接管啟動的時間。

4. 將游標指向HA接管的變更事件圖示、有關HA接管的詳細資料會顯示在暫留文字中。

在「延遲」圖表中、事件表示所選的磁碟區在HA接管的同一時間內、因為延遲太高而超過效能臨界值。

5. 按一下「縮放檢視」、即可在新頁面上顯示「延遲」圖表。

6. 在View（檢視）功能表中、選取* Cluster Components*（叢集元件*）以檢視各叢集元件的總延遲。

7. 將滑鼠游標指向變更事件圖示、即可開始HA接管、並將資料處理的延遲時間與總延遲時間進行比較。

在HA接管時、由於資料處理節點的工作負載需求增加、資料處理量大幅增加。CPU使用率的增加會加速延
遲並觸發事件。
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8. 修復故障節點之後、請使用ONTAP 「發揮作用系統管理程式」執行HA恢復、將工作負載從合作夥伴節點移
至固定節點。

9. HA恢復完成後、在Unified Manager中進行下一次組態探索（約15分鐘）之後、請在「事件管理」目錄頁中
找到HA接管所觸發的事件和工作負載。

HA接管觸發的事件現在狀態為「已過時」、表示事件已解決。資料處理元件的延遲已減少、因此縮短了總
延遲時間。所選磁碟區目前用於資料處理的節點已解決此事件。
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