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解決效能事件

您可以使用建議的動作、自行嘗試解決效能事件。前三項建議一律會顯示、第四項建議下
的行動則是針對所顯示的事件類型而定。

*協助我執行此作業*連結提供每項建議行動的其他資訊、包括執行特定行動的指示。部分行動可能涉及使
用Unified Manager、ONTAP 《列舉系統管理程式》、OnCommand Workflow Automation 《列舉》、ONTAP

《列舉CLI命令》或這些工具的組合。

確認延遲在預期範圍內

當叢集元件發生爭用時、使用它的Volume工作負載可能會縮短回應時間（延遲）。您可以
檢閱爭用元件上每個受害者工作負載的延遲、以確認其實際延遲在預期範圍內。您也可以
按一下磁碟區名稱來檢視磁碟區的歷史資料。

如果效能事件處於過時狀態、則事件所涉及的每位受害者的延遲時間可能會在預期範圍內傳回。

檢閱組態變更對工作負載效能的影響

叢集上的組態變更（例如故障磁碟、HA容錯移轉或移動磁碟區）可能會對磁碟區效能造成
負面影響、並導致延遲增加。

在Unified Manager中、您可以檢閱「工作負載分析」頁面、查看最近的組態變更發生時間、並將其與作業和延
遲（回應時間）進行比較、查看所選Volume工作負載的活動是否有所變更。

Unified Manager的效能頁面只能偵測有限數量的變更事件。健全狀況頁面會針對組態變更所造成的其他事件提
供警示。您可以在Unified Manager中搜尋磁碟區、以查看事件記錄。

從用戶端改善工作負載效能的選項

您可以檢查將I/O傳送至效能事件所涉及磁碟區的用戶端工作負載、例如應用程式或資料
庫、以判斷用戶端變更是否能修正事件。

當連接至叢集上磁碟區的用戶端增加I/O要求時、叢集必須更努力地滿足需求。如果您知道哪些用戶端對叢集上
的特定磁碟區有大量I/O要求、您可以調整存取該磁碟區的用戶端數目、或減少磁碟區的I/O量、藉此改善叢集效
能。您也可以套用或增加磁碟區所屬QoS原則群組的限制。

您可以調查用戶端及其應用程式、判斷用戶端是否比平常傳送更多I/O、這可能會導致叢集元件發生爭用。在「
事件詳細資料」頁面上、「系統診斷」區段會顯示使用爭用元件的最大Volume工作負載。如果您知道哪個用戶
端正在存取特定的Volume、可以前往用戶端、判斷用戶端硬體或應用程式是否未如預期運作、或是執行的工作
比平常多。

在不完整組態中、對本機叢集上磁碟區的寫入要求會鏡射到遠端叢集上的磁碟區。MetroCluster將本機叢集上的
來源Volume與遠端叢集上的目的地Volume保持同步、也會增加MetroCluster 兩個叢集在該組態中的需求。透過
減少對這些鏡射磁碟區的寫入要求、叢集可以執行較少的同步作業、進而降低對其他工作負載的效能影響。
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檢查用戶端或網路問題

當連接至叢集上磁碟區的用戶端增加I/O要求時、叢集必須更努力地滿足需求。對叢集的需
求增加、可能會使元件爭用、增加使用該元件的工作負載延遲、並在Unified Manager中觸
發事件。

在「事件詳細資料」頁面上、「系統診斷」區段會顯示使用爭用元件的最大Volume工作負載。如果您知道哪個
用戶端正在存取特定的Volume、可以前往用戶端、判斷用戶端硬體或應用程式是否未如預期運作、或是執行的
工作比平常多。您可能需要聯絡用戶端管理員或應用程式廠商以取得協助。

您可以檢查網路基礎架構、判斷是否有硬體問題、瓶頸或競爭工作負載、可能導致叢集與連線用戶端之間的I/O

要求執行速度比預期慢。您可能需要聯絡網路管理員以取得協助。

確認QoS原則群組中的其他磁碟區是否有異常高的活動

您可以檢閱活動變更率最高的服務品質（QoS）原則群組中的工作負載、以判斷是否有多
個工作負載導致此事件。您也可以查看其他工作負載是否仍超過設定的處理量限制、或是
否回到預期的活動範圍內。

在「事件詳細資料」頁面的「系統診斷」區段中、您可以依活動尖峰差異來排序工作負載、以便在表格頂端顯示
活動變化最大的工作負載。這些工作負載可能是活動超過設定上限的「bulies」、可能是造成事件的原因。

您可以瀏覽至每個Volume工作負載的「工作負載分析」頁面、以檢閱其IOPS活動。如果工作負載的營運活動時
間非常高、則可能是事件的促成因素。您可以變更工作負載的原則群組設定、或將工作負載移至不同的原則群
組。

您可以使用ONTAP 下列功能來ONTAP 管理原則群組：

• 建立原則群組。

• 新增或移除原則群組中的工作負載。

• 在原則群組之間移動工作負載。

• 變更原則群組的處理量限制。

移動邏輯介面（LIF）

將邏輯介面（LIF）移至較不忙碌的連接埠、有助於改善負載平衡、協助維護作業和效能調
校、並減少間接存取。

間接存取可降低系統效率。當Volume工作負載使用不同的節點進行網路處理和資料處理時、就會發生這種情
況。為了減少間接存取、您可以重新排列生命期、這需要移動生命期、以便使用相同的節點進行網路處理和資料
處理。您可以設定負載平衡、讓ONTAP VMware自動將忙碌的LIF移至不同的連接埠、或手動移動LIF。
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效益 考量事項

• 改善負載平衡。

• 減少間接存取。

移動連線至CIFS共用的LIF時、存
取CIFS共用的用戶端會中斷連線。任何
對CIFS共用區的讀取或寫入要求都會中
斷。

您可以使用ONTAP VMware指令來設定負載平衡。如需詳細資訊、請參閱ONTAP 《關於網路的資訊》文件。

您可以使用ONTAP 「系統管理程式」和ONTAP 「Sof CLI」命令手動搬移生命。

在較不繁忙的時間執行儲存效率作業

您可以修改處理儲存效率作業的原則或排程、以便在受影響的Volume工作負載較不忙碌時
執行。

儲存效率作業可能會使用大量的叢集CPU資源、而且會對執行作業的磁碟區構成威脅。如果受害者磁碟區在執
行儲存效率作業的同時有大量活動、則它們的延遲可能會增加並觸發事件。

在「事件詳細資料」頁面上、「系統診斷」區段會依活動尖峰差異顯示QoS原則群組中的工作負載、以識別高效
能工作負載。如果您看到表格頂端顯示「儲存效率」、這些作業就會對受害者工作負載產生不良的負擔。修改效
率原則或排程以在這些工作負載較不忙碌時執行、即可避免儲存效率作業在叢集上造成爭用。

您可以使用ONTAP NetApp系統管理程式來管理效率原則。您可以使用ONTAP 效益命令來管理效率原則和排
程。

什麼是儲存效率

儲存效率可讓您以最低成本儲存最大量的資料、並可因應快速的資料成長、同時減少耗用
的空間。NetApp的儲存效率策略是以儲存虛擬化和統一化儲存設備的內建基礎為基礎、這
些基礎是由核心ONTAP 的作業系統提供、以及Write Anywhere File Layout WAFL （簡
稱「Write Anywhere File Layout」、簡稱「Write-Anywhere File Layout」、簡稱「Write-

Anywhere File Layout」（簡稱

儲存效率包括使用精簡配置、Snapshot複本、重複資料刪除、資料壓縮、FlexClone、 精簡複寫功能
：SnapVault 包含支援SnapMirror和Volume SnapMirror、RAID-DP、Flash Cache、Flash Pool Aggregate

和FabricPool的Aggregate、有助於提高儲存使用率並降低儲存成本。

統一化儲存架構可讓您在單一平台上有效整合儲存區域網路（SAN）、網路附加儲存設備（NAS）和次要儲存
設備。

高密度磁碟機、例如在Flash Pool Aggregate內組態的序列進階技術附加（SATA）磁碟機、或是採用Flash

Cache和RAID-DP技術、可提高效率、而不會影響效能和恢復能力。

啟用FabricPool的Aggregate包括一個All SSD Aggregate或HDD Aggregate（從ONTAP VMware 9.8開始）作為
本機效能層、以及您指定為雲端層的物件存放區。設定FabricPool 功能可協助您根據資料是否經常存取、來管理
應儲存的儲存層（本機層或雲端層）資料。

精簡配置、Snapshot複製、重複資料刪除、資料壓縮、SnapVault 使用支援SnapMirror和Volume SnapMirror的
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精簡複寫、以及FlexClone等技術、都能提供更好的節約效益。您可以個別或一起使用這些技術、以達到最大儲
存效率。

新增磁碟並重新分配資料

您可以將磁碟新增至Aggregate、以增加儲存容量和該Aggregate的效能。新增磁碟之後、
只有在新增的磁碟上重新分配資料之後、讀取效能才會有所改善。

當Unified Manager收到由動態臨界值或系統定義的效能臨界值所觸發的Aggregate事件時、您可以使用下列指示
：

• 當您收到動態臨界值事件時、在「事件詳細資料」頁面上、代表爭用中集合體的叢集元件圖示會反白顯示為
紅色。

圖示下方的括弧中是集合體的名稱、可識別可新增磁碟的集合體。

• 當您收到系統定義的臨界值事件時、事件說明文字會在「事件詳細資料」頁面上、列出發生問題的彙總名
稱。

您可以新增磁碟並重新分配此Aggregate上的資料。

您新增至集合體的磁碟必須已存在於叢集中。如果叢集沒有可用的額外磁碟、您可能需要聯絡管理員或購買更多
磁碟。您可以使用ONTAP 「列舉系統管理程式」或ONTAP 「參考資料」命令、將磁碟新增至集合體。

您應該只在使用HDD和Flash Pool Aggregate時重新分配資料。請勿重新分配SSD或FabricPool

資訊聚合上的資料。

在節點上啟用Flash Cache可如何改善工作負載效能

您可以在叢集中的每個節點上啟用Flash Cache™智慧型資料快取、藉此改善工作負載效
能。

Flash Cache模組或效能加速模組PCIe型記憶體模組、可發揮智慧型外部讀取快取的功能、將隨機讀取密集工作
負載的效能最佳化。此硬體可搭配WAFL 使用、搭配ONTAP 使用的不含外部快取的軟體元件。

在Unified Manager的「事件詳細資料」頁面上、代表爭用中集合體的叢集元件圖示會反白顯示為紅色。圖示下
方的括弧中是可識別Aggregate的Aggregate名稱。您可以在集合體所在的節點上啟用Flash Cache。

您可以使用ONTAP 「支援系統管理程式」或ONTAP 「支援功能」命令來查看是否已安裝或啟用Flash Cache、
如果尚未啟用、也可以啟用Flash Cache。下列命令會指出是否在特定節點上啟用Flash Cache：「叢集：」：>

執行本機選項FLEXSCALe.enabl

如需Flash Cache及其使用需求的詳細資訊、請參閱下列技術報告：

"技術報告3832：Flash Cache最佳實務做法指南"
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如何在儲存Aggregate上啟用Flash Pool、才能提升工作負載效
能

您可以在Aggregate上啟用Flash Pool功能、藉此改善工作負載效能。Flash Pool是整
合HDD和SSD的集合體。HDD用於主儲存設備、SSD提供高效能的讀寫快取、可大幅提
升Aggregate效能。

在Unified Manager中、「事件詳細資料」頁面會顯示爭用的Aggregate名稱。您可以使用ONTAP 「支援
整ONTAP 合的Flash Pool」或「支援的支援」命令來查看是否已啟用Flash Pool。如果您已安裝SSD、可以使
用命令列介面來啟用SSD。如果您已安裝SSD、您可以在Aggregate上執行下列命令、查看是否已啟用Flash

Pool：「* cluster：」：>儲存Aggregate aggreg_name -field混合式*

在此命令中、「aggreg_name」是Aggregate的名稱、例如爭用的Aggregate。

如需Flash Pool及其使用需求的詳細資訊、請參閱_叢集Data ONTAP 式實體儲存管理指南_。

系統運作狀況檢查MetroCluster

您可以使用Unified Manager來檢閱MetroCluster 透過IP或FC進行的叢集組態中的叢集健全
狀況。健全狀況狀態和事件可協助您判斷是否有可能影響工作負載效能的硬體或軟體問
題。

如果您將Unified Manager設定為傳送電子郵件警示、您可以查看電子郵件、查看本機或遠端叢集上可能導致效
能事件的任何健全狀況問題。在Unified Manager GUI中、您可以選取*事件管理*來查看目前事件清單、然後使
用篩選器來MetroCluster 僅顯示不含資訊的組態事件。

如需詳細資訊、請參閱 "檢查MetroCluster 叢集的健全狀況、以進行整體配置"

驗證組態MetroCluster

您可以確保正確設定透過VMware over FC和IP組態的鏡射工作負載、避免效能問
題MetroCluster 。MetroCluster您也可以變更組態或升級軟體或硬體元件、以改善工作負
載效能。

請參閱 "資訊文件MetroCluster" 如需在MetroCluster 不含資訊的組態中設定叢集的說明、包括光纖通道（FC）
交換器、纜線和交換器間連結（ISL）。此外、它也能協助您設定MetroCluster 支援功能、讓本機和遠端叢集能
夠與鏡射Volume資料通訊。如需MetroCluster 有關您的透過IP設定的特定資訊、請參閱 "安裝MetroCluster 一套
靜態IP組態"。

您可以將MetroCluster 您的不整組態與中的需求進行比較 "資訊文件MetroCluster" 判斷MetroCluster 變更或升級
您的不實組態中的元件、可能會改善工作負載效能。此比較可協助您回答下列問題：

• 控制器是否適合您的工作負載？

• 您是否需要將ISL套裝組合升級至更大的頻寬、才能處理更多處理量？

• 您是否可以調整交換器上的緩衝區對緩衝區點數（英國廣播公司）來增加頻寬？

• 如果您的工作負載對固態磁碟機（SSD）儲存設備的寫入處理量很高、您是否需要升級FC至SAS橋接器以
因應處理量？
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相關資訊

• 如需更換或升級MetroCluster 等元件的相關資訊、請參閱 "資訊文件MetroCluster"。

• 如需升級控制器的相關資訊、請參閱 "使用MetroCluster 切換和切換功能升級採用SFC組態的控制器" 和 "使
用MetroCluster 切換和切換功能、在S還原IP組態中升級控制器"

將工作負載遷移到不同的聚合

您可以使用Unified Manager來協助識別目前工作負載所在的Aggregate較不忙碌
的Aggregate、然後將選取的磁碟區或LUN移至該Aggregate。將高效能工作負載移至較不
忙碌的集合體、或是啟用Flash儲存設備的集合體、可讓工作負載更有效率地執行。

開始之前

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 您必須記錄目前有效能問題的Aggregate名稱。

• 您必須記錄彙總接收事件的日期和時間。

• Unified Manager必須收集並分析一個月以上的效能資料。

這些步驟可協助您識別下列資源、以便將高效能工作負載移至使用率較低的Aggregate：

• 相同叢集上的集合體使用率較低

• 目前Aggregate上效能最高的磁碟區

步驟

1. 識別叢集中使用率最低的集合體：

a. 在「*事件*詳細資料」頁面中、按一下集合所在叢集的名稱。

叢集詳細資料會顯示在「效能/叢集登陸」頁面中。

b. 在「摘要」頁面上、按一下「管理物件」窗格中的「集合體」。

隨即顯示此叢集上的集合體清單。

c. 按一下「使用率」欄、依使用率最低的情況來排序集合體。

您也可以識別擁有最大*可用容量*的集合體。這會提供您可能想要將工作負載移至的潛在集合體清單。

d. 記下您要將工作負載移至的Aggregate名稱。

2. 從收到事件的集合體識別高效能磁碟區：

a. 按一下發生效能問題的Aggregate。

Aggregate詳細資料會顯示在「效能/ Aggregate Explorer」頁面中。

b. 從*時間範圍*選取器中選取*過去30天*、然後按一下*套用範圍*。

這可讓您檢視比預設72小時更長的效能歷程記錄期間。您想要移動一個使用大量資源且一致的磁碟區、
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而不只是在過去72小時內。

c. 從*檢視與比較*控制項中、選取*此Aggregate上的Volume *。

畫面上會顯示此集合體上的所有資料區和資料區的清單FlexVol 。FlexGroup

d. 依最高MB/s、然後依最高IOPS排序磁碟區、以查看效能最高的磁碟區。

e. 記下要移至不同集合體的磁碟區名稱。

3. 將高效能磁碟區移至您認為使用率低的集合體。

您可以使用ONTAP 下列OnCommand Workflow Automation 工具來執行「移動」作業：《系統管理程
式》、《VMware指令集》、ONTAP 《VMware指令集》或《VMware指令集》。

幾天後、檢查您是否從這個節點或Aggregate收到相同類型的事件。

將工作負載移至其他節點

您可以使用Unified Manager來協助識別不同節點上的Aggregate、該節點的忙碌程度低於
工作負載目前執行的節點、然後將選取的磁碟區移至該Aggregate。將高效能工作負載移至
較不忙碌節點上的集合體、可讓兩個節點上的工作負載更有效率地執行。

開始之前

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 您必須記錄目前發生效能問題的節點名稱。

• 您必須記錄節點收到效能事件的日期和時間。

• Unified Manager必須收集並分析效能資料一個月以上。

此程序可協助您識別下列資源、以便將高效能工作負載移至使用率較低的節點：

• 相同叢集上的節點具有最大的可用效能容量

• 新節點上可用效能容量最大的集合體

• 目前節點上執行效能最高的磁碟區

步驟

1. 識別叢集中可用效能容量最大的節點：

a. 在「事件詳細資料」頁面上、按一下節點所在叢集的名稱。

叢集詳細資料會顯示在「效能/叢集登陸」頁面中。

b. 在* Summary（摘要）選項卡上，單擊 Managed Objects*（管理的對象）窗格中的*節點*。

隨即顯示此叢集上的節點清單。

c. 按一下「效能使用容量」欄、依使用的最小百分比來排序節點。

這會提供您可能想要將工作負載移至的潛在節點清單。
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d. 記下您要將工作負載移至的節點名稱。

2. 在新節點上識別使用率最低的集合體：

a. 在左導覽窗格中、按一下「儲存設備」>「* Aggregate 」、然後從「檢視」功能表中選取「*效能>*所
有Aggregate *」。

「Performance：All Aggregate」檢視隨即顯示。

b. 按一下「篩選」、從左下拉式功能表中選取「節點」、在文字欄位中輸入節點名稱、然後按一下「套用
篩選」。

「效能：所有Aggregate」檢視會與此節點上可用的Aggregate清單一起重新顯示。

c. 按一下「效能使用容量」欄、依最少使用的項目來排序集合體。

這會提供您可能想要將工作負載移至的潛在集合體清單。

d. 記下您要將工作負載移至的Aggregate名稱。

3. 從收到事件的節點識別高效能工作負載：

a. 返回活動的*事件詳細資料*頁面。

b. 在*「受影響的磁碟區*」欄位中、按一下磁碟區數量的連結。

「效能：所有磁碟區」檢視會顯示該節點上已篩選的磁碟區清單。

c. 按一下*總容量*欄、依最大配置空間排序磁碟區。

這會提供您可能想要移動的潛在磁碟區清單。

d. 記下您要移動的磁碟區名稱、以及這些磁碟區目前所在的集合體名稱。

4. 將磁碟區移至您在新節點上擁有最大可用效能容量的集合體。

您可以使用ONTAP 下列OnCommand Workflow Automation 工具來執行「移動」作業：《系統管理程
式》、《VMware指令集》、ONTAP 《VMware指令集》或《VMware指令集》。

幾天後、您可以檢查是否從這個節點或Aggregate收到相同類型的事件。

將工作負載移動到不同節點上的聚合

您可以使用Unified Manager來協助識別不同節點上的Aggregate、而該節點的忙碌度低於
工作負載目前執行的節點、然後將選取的磁碟區移至該Aggregate。將高效能工作負載移至
較不忙碌節點上的集合體、可讓兩個節點上的工作負載更有效率地執行。

開始之前

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 您必須記錄目前發生效能問題的節點名稱。

• 您必須記錄節點收到效能事件的日期和時間。

• Unified Manager必須收集並分析一個月以上的效能資料。
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這些步驟可協助您識別下列資源、以便將高效能工作負載移至使用率較低的節點：

• 相同叢集上的節點使用率較低

• 新節點上使用率最低的集合體

• 目前節點上執行效能最高的磁碟區

步驟

1. 識別叢集中使用率最低的節點：

a. 在「*事件*詳細資料」頁面中、按一下節點所在叢集的名稱。

叢集詳細資料會顯示在「效能/叢集登陸」頁面中。

b. 在「摘要」頁面上、按一下「管理物件」窗格中的「節點」。

隨即顯示此叢集上的節點清單。

c. 按一下「使用率」欄、依使用率最低的節點排序節點。

您也可以識別擁有最大*可用容量*的節點。這會提供您可能想要將工作負載移至的潛在節點清單。

d. 記下您要將工作負載移至的節點名稱。

2. 在新節點上識別使用率最低的集合體：

a. 在左導覽窗格中、按一下「儲存設備」>「* Aggregate 」、然後從「檢視」功能表中選取「*效能>*所
有Aggregate *」。

「Performance：All Aggregate」檢視隨即顯示。

b. 按一下「篩選」、從左下拉式功能表中選取「節點」、在文字欄位中輸入節點名稱、然後按一下「套用
篩選」。

「效能：所有Aggregate」檢視會與此節點上可用的Aggregate清單一起重新顯示。

c. 按一下「使用率」欄、依使用率最低的情況來排序集合體。

您也可以識別擁有最大*可用容量*的集合體。這會提供您可能想要將工作負載移至的潛在集合體清單。

d. 記下您要將工作負載移至的Aggregate名稱。

3. 從收到事件的節點識別高效能工作負載：

a. 返回活動的*事件*詳細資料頁面。

b. 在*「受影響的磁碟區*」欄位中、按一下磁碟區數量的連結。

「效能：所有磁碟區」檢視會顯示該節點上已篩選的磁碟區清單。

c. 按一下*總容量*欄、依最大配置空間排序磁碟區。

這會提供您可能想要移動的潛在磁碟區清單。

d. 記下您要移動的磁碟區名稱、以及這些磁碟區目前所在的集合體名稱。
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4. 將磁碟區移至新節點上識別為使用率低的集合體。

您可以使用ONTAP 下列OnCommand Workflow Automation 工具來執行「移動」作業：《系統管理程
式》、《VMware指令集》、ONTAP 《VMware指令集》或《VMware指令集》。

幾天後、檢查您是否從這個節點或Aggregate收到相同類型的事件。

將工作負載移至不同 HA 對中的節點

您可以使用Unified Manager來協助識別不同高可用度（HA）配對中節點上的集合體、其
可用效能容量比目前執行工作負載的HA配對更多。然後、您可以將選取的磁碟區移至
新HA配對上的集合體。

開始之前

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 您的叢集必須至少包含兩個HA配對

如果叢集中只有一個HA配對、則無法使用此補救程序。

• 您必須在HA配對中記錄目前有效能問題的兩個節點名稱。

• 您必須記錄節點收到效能事件的日期和時間。

• Unified Manager必須收集並分析效能資料一個月以上。

將高效能工作負載移至具有更高可用效能容量的節點上的集合體、可讓兩個節點上的工作負載更有效率地執行。
此程序可協助您識別下列資源、以便將高效能工作負載移至在不同HA配對上具有更多可用效能容量的節點：

• 相同叢集上不同HA配對中的節點、可用效能容量最大

• 新節點上可用效能容量最大的集合體

• 目前節點上執行效能最高的磁碟區

步驟

1. 識別屬於同一叢集上不同HA配對的節點：

a. 在「事件詳細資料」頁面上、按一下節點所在叢集的名稱。

叢集詳細資料會顯示在「效能/叢集登陸」頁面中。

b. 在「摘要」頁面上、按一下「管理物件」窗格中的「節點」。

此叢集上的節點清單會顯示在「Performance：All Node（效能：所有節點）」檢視中。

c. 記下不同HA配對中的節點名稱、以及目前發生效能問題的HA配對。

2. 在新的HA配對中找出可用效能容量最大的節點：

a. 在「效能：所有節點」檢視中、按一下「使用的效能容量」欄、即可依使用的最小百分比來排序節點。

這會提供您可能想要將工作負載移至的潛在節點清單。
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b. 記下您要將工作負載移至的不同HA配對上的節點名稱。

3. 在具有最大可用效能容量的新節點上識別Aggregate：

a. 在「效能：所有節點」檢視中、按一下節點。

節點詳細資料會顯示在「Performance / Node Explorer（效能/節點資源管理器）」頁面中。

b. 在*檢視與比較*功能表中、選取*此節點*上的集合體。

此節點上的集合體會顯示在網格中。

c. 按一下「效能使用容量」欄、依最少使用的項目來排序集合體。

這會提供您可能想要將工作負載移至的潛在集合體清單。

d. 記下您要將工作負載移至的Aggregate名稱。

4. 從收到事件的節點識別高效能工作負載：

a. 返回活動的*事件*詳細資料頁面。

b. 在*「受影響的磁碟區*」欄位中、按一下第一個節點的磁碟區數目連結。

「效能：所有磁碟區」檢視會顯示該節點上已篩選的磁碟區清單。

c. 按一下*總容量*欄、依最大配置空間排序磁碟區。

這會提供您可能想要移動的潛在磁碟區清單。

d. 記下您要移動的磁碟區名稱、以及這些磁碟區目前所在的集合體名稱。

e. 針對此事件的第二個節點執行步驟4c和4d、以識別您想要從該節點移出的可能磁碟區。

5. 將磁碟區移至您在新節點上擁有最大可用效能容量的集合體。

您可以使用ONTAP 下列OnCommand Workflow Automation 工具來執行「移動」作業：《系統管理程
式》、《VMware指令集》、ONTAP 《VMware指令集》或《VMware指令集》。

幾天後、您可以檢查是否從這個節點或Aggregate收到相同類型的事件。

將工作負載移至不同 HA 對中的另一個節點

您可以使用Unified Manager來協助識別不同HA配對中節點上的Aggregate、而該節點的忙
碌度低於工作負載目前執行的HA配對。然後、您可以將選取的磁碟區移至新HA配對上的
集合體。將高效能工作負載移至較不忙碌節點上的集合體、可讓兩個節點上的工作負載更
有效率地執行。

開始之前

• 您必須具有「操作員」、「應用程式管理員」或「儲存管理員」角色。

• 您的叢集必須至少包含兩個HA配對；如果叢集中只有一個HA配對、則無法使用此補救程序。

• 您必須在目前發生效能問題的HA配對中記錄兩個節點的名稱。
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• 您必須記錄節點收到效能事件的日期和時間。

• Unified Manager必須收集並分析一個月以上的效能資料。

這些步驟可協助您識別下列資源、以便將高效能工作負載移至不同HA配對中使用率較低的節點：

• 相同叢集上不同HA配對中的節點使用率較低

• 新節點上使用率最低的集合體

• 目前節點上執行效能最高的磁碟區

步驟

1. 識別屬於同一叢集上不同HA配對的節點：

a. 在左導覽窗格中、按一下「儲存設備>*叢集*」、然後從「檢視」功能表中選取「效能>*所有叢集*」。

「Performance：All Clusters"（效能：所有叢集）檢視隨即顯示。

b. 按一下目前叢集*節點計數*欄位中的數字。

此時會顯示「Performance：All Node」（效能：所有節點）檢視。

c. 記下不同HA配對中的節點名稱、以及目前發生效能問題的HA配對。

2. 識別新HA配對中使用率最低的節點：

a. 按一下「使用率」欄、依使用率最低的節點排序節點。

您也可以識別擁有最大*可用容量*的節點。這會提供您可能想要將工作負載移至的潛在節點清單。

b. 記下您要將工作負載移至的節點名稱。

3. 在新節點上識別使用率最低的集合體：

a. 在左導覽窗格中、按一下「儲存設備」>「* Aggregate 」、然後從「檢視」功能表中選取「*效能>*所
有Aggregate *」。

「Performance：All Aggregate」檢視隨即顯示。

b. 按一下「篩選」、從左下拉式功能表中選取「節點」、在文字欄位中輸入節點名稱、然後按一下「套用
篩選」。

「效能：所有Aggregate」檢視會與此節點上可用的Aggregate清單一起重新顯示。

c. 按一下「使用率」欄、依使用率最低的情況來排序集合體。

您也可以識別擁有最大*可用容量*的集合體。這會提供您可能想要將工作負載移至的潛在集合體清單。

d. 記下您要將工作負載移至的Aggregate名稱。

4. 從收到事件的節點識別高效能工作負載：

a. 返回活動的*事件*詳細資料頁面。

b. 在*「受影響的磁碟區*」欄位中、按一下第一個節點的磁碟區數目連結。

「效能：所有磁碟區」檢視會顯示該節點上已篩選的磁碟區清單。
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c. 按一下*總容量*欄、依最大配置空間排序磁碟區。

這會提供您可能想要移動的潛在磁碟區清單。

d. 記下您要移動的磁碟區名稱、以及這些磁碟區目前所在的集合體名稱。

e. 針對此事件的第二個節點執行步驟4c和4d、以識別您想要從該節點移出的可能磁碟區。

5. 將磁碟區移至新節點上識別為使用率低的集合體。

您可以使用ONTAP 下列OnCommand Workflow Automation 工具來執行「移動」作業：《系統管理程
式》、《VMware指令集》、ONTAP 《VMware指令集》或《VMware指令集》。

幾天後、檢查您是否從這個節點或Aggregate收到相同類型的事件。

使用QoS原則設定來排列此節點工作的優先順序

您可以設定QoS原則群組的限制、以控制其所包含工作負載的每秒I/O（IOPS）或Mbps處
理量限制。如果工作負載位於沒有設定限制的原則群組中（例如預設原則群組）、或設定
的限制不符合您的需求、您可以增加設定限制、或將工作負載移至具有所需限制的新原則
群組或現有原則群組。

如果節點上的效能事件是由過度使用節點資源的工作負載所造成、則「事件詳細資料」頁面上的事件說明會顯示
所涉及磁碟區清單的連結。在「效能/磁碟區」頁面中、您可以依IOPS和Mbps來排序受影響的磁碟區、以查看
哪些工作負載的使用率可能是事件的最大原因。

將過度使用節點資源的磁碟區指派給較嚴格的原則群組設定、原則群組會節流工作負載以限制其活動、進而減少
該節點上的資源使用量。

您可以使用ONTAP 「功能不全系統管理程式」或ONTAP 「功能不全」命令來管理原則群組、包括下列工作：

• 建立原則群組

• 新增或移除原則群組中的工作負載

• 在原則群組之間移動工作負載

• 變更原則群組的處理量限制

移除非作用中的磁碟區和LUN

當將Aggregate可用空間識別為問題時、您可以搜尋未使用的磁碟區和LUN、然後
從Aggregate中刪除它們。這有助於減輕磁碟空間不足的問題。

如果Aggregate上的效能事件是由磁碟空間不足所造成、您可以透過幾種方法來判斷不再使用哪些磁碟區和
LUN。

若要識別未使用的磁碟區：

• 在「事件詳細資料」頁面上、「受影響的物件數」欄位會提供一個連結、顯示受影響的磁碟區清單。

按一下連結、即可在「Performance：All Volumes（效能：所有磁碟區）」檢視中顯示磁碟區。您可以從這

13



裡依* IOPS *排序受影響的磁碟區、查看哪些磁碟區尚未啟用。

若要識別未使用的LUN：

1. 在「事件詳細資料」頁面中、記下事件發生的集合體名稱。

2. 在左導覽窗格中、按一下「儲存設備」>「* LUN*」、然後從「檢視」功能表中選取「效能>*所有LUN*」。

3. 按一下*篩選*、從左下拉式功能表中選取* Aggregate 、在文字欄位中輸入Aggregate的名稱、然後按一下*

套用篩選。

4. 依* IOPS *排序所產生的受影響LUN清單、以檢視未啟用的LUN。

識別完未使用的磁碟區和LUN之後、您可以使用ONTAP 「系統管理員」或ONTAP 「系統資訊」命令來刪除這
些物件。

新增磁碟並執行Aggregate配置重建

您可以將磁碟新增至Aggregate、以增加儲存容量和該Aggregate的效能。新增磁碟之後、
您只會在重建集合體之後看到效能提升。

當您在「事件詳細資料」頁面上收到系統定義的臨界值事件時、事件說明文字會列出發生問題的彙總名稱。您可
以新增磁碟並在此集合體上重建資料。

您新增至集合體的磁碟必須已存在於叢集中。如果叢集沒有可用的額外磁碟、您可能需要聯絡管理員或購買更多
磁碟。您可以使用ONTAP 「列舉系統管理程式」或ONTAP 「參考資料」命令、將磁碟新增至集合體。

"技術報告3838：儲存子系統組態指南"
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