
使用Astra控制中心
Astra Control Center
NetApp
August 11, 2025

This PDF was generated from https://docs.netapp.com/zh-tw/astra-control-center/use/manage-apps.html
on August 11, 2025. Always check docs.netapp.com for the latest.



目錄

使用Astra控制中心 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

開始管理應用程式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

應用程式管理需求 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

支援的應用程式安裝方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

在叢集上安裝應用程式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

定義應用程式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

系統命名空間如何？. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7

範例：不同版本的個別保護原則. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7

如需詳細資訊、請參閱 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8

保護應用程式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8

保護總覽. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8

利用快照與備份來保護應用程式. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9

[ 技術預覽 ] 保護整個叢集 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19

還原應用程式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20

使用 SnapMirror 技術在儲存設備後端之間複寫應用程式. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  31

複製及移轉應用程式. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38

管理應用程式執行掛勾 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40

使用 Astra Control Center 保護 Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  48

監控應用程式和叢集健全狀況 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57

檢視應用程式與叢集健全狀況的摘要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57

檢視叢集健全狀況並管理儲存類別 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57

檢視應用程式的健全狀況和詳細資料 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  58

管理您的帳戶 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  59

管理本機使用者和角色 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  59

管理遠端驗證 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  62

管理遠端使用者和群組 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  65

檢視及管理通知 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  66

新增及移除認證資料. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  67

監控帳戶活動 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  68

更新現有授權 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  68

管理儲存庫 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69

編輯儲存庫 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  70

設定預設儲存區 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  70

旋轉或移除庫位認證資料 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  70

移除貯體. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71

[ 技術預覽 ] 使用自訂資源管理貯體 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71

如需詳細資訊、請參閱 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  73

管理儲存後端 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  73

檢視儲存後端詳細資料 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  74



編輯儲存後端驗證詳細資料 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  74

管理探索到的儲存後端 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75

取消管理儲存後端 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75

移除儲存後端 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75

如需詳細資訊、請參閱 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76

監控執行中的工作 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76

[ 技術預覽 ] 使用 CRS 管理 Astra Control 應用程式. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  77

使用 Prometheus 或 Fluentd 連線來監控基礎架構. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  77

新增 Proxy 伺服器以連線至 NetApp 支援網站 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  77

連線至Prometheus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  78

連接至Flud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80

取消管理應用程式和叢集 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82

取消管理應用程式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82

取消管理叢集 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82

升級Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  83

下載並擷取Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  85

如果您使用本機登錄、請完成其他步驟 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  86

安裝更新的Astra Control Center操作員 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  89

升級Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  91

驗證系統狀態 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  93

使用 OpenShift OperatorHub 升級 Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  93

存取操作員安裝頁面. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  95

解除安裝現有的運算子 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  97

安裝最新的操作員 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  97

升級Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  98

解除安裝Astra Control Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  99

疑難排解解除安裝問題 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  101

如需詳細資訊、請參閱 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  103



使用Astra控制中心

開始管理應用程式

您先請 "將叢集新增至Astra Control管理"、您可以在叢集上安裝應用程式（Astra Control之
外）、然後前往Astra Control的「應用程式」頁面、定義應用程式及其資源。

您可以定義和管理應用程式、包括含有執行 Pod 的儲存資源、或是不含任何執行 Pod 的儲存資源應用程式。沒
有執行 Pod 的應用程式稱為純資料應用程式。

應用程式管理需求

Astra Control具備下列應用程式管理需求：

• * 授權 * ：若要使用 Astra Control Center 管理應用程式、您需要內嵌 Astra Control Center 評估授權或完整
授權。

• 命名空間：應用程式可以使用Astra Control在單一叢集的一個或多個指定命名空間內定義。應用程式可包含
橫跨同一個叢集內多個命名空間的資源。Astra Control不支援跨多個叢集定義應用程式的功能。

• 儲存類別：如果您安裝的應用程式已明確設定儲存類別、而且需要複製應用程式、則複製作業的目標叢集必
須具有原本指定的儲存類別。將具有明確設定儲存類別的應用程式複製到沒有相同儲存類別的叢集、將會失
敗。

• * Kubernetes資源*：使用未由Astra Control收集之Kubernetes資源的應用程式、可能沒有完整的應用程式資
料管理功能。Astra Control會收集下列Kubernetes資源：

ClusterRole ClusterRoleBinding ConfigMap

CronJob CustomResourceDefinition CustomResource

DaemonSet DeploymentConfig HorizontalPodAutoscaler

Ingress MutatingWebhook NetworkPolicy

PersistentVolumeClaim Pod PodDisruptionBudget

PodTemplate ReplicaSet Role

RoleBinding Route Secret

Service ServiceAccount StatefulSet

ValidatingWebhook

支援的應用程式安裝方法

Astra Control支援下列應用程式安裝方法：

• 資訊清單檔案：Astra Control支援使用KUbectl從資訊清單檔案安裝的應用程式。例如：

kubectl apply -f myapp.yaml
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• * Helm 3*：如果您使用Helm來安裝應用程式、Astra Control需要Helm版本3。完全支援使用Helm 3（或
從Helm 2升級至Helm 3）來管理及複製安裝的應用程式。不支援管理以Helm 2安裝的應用程式。

• * 由操作員部署的應用程式 * ： Astra Control 支援以命名空間範圍運算子安裝的應用程式、這些應用程式通
常是以「依值傳遞」而非「依參照傳遞」架構設計。營運者及其安裝的應用程式必須使用相同的命名空間；
您可能需要修改部署 YAML 檔案、讓營運者確保這種情況發生。

以下是一些遵循這些模式的營運者應用程式：

◦ "Apache K8ssandra"

對於K8ssandra、支援就地還原作業。若要還原新命名空間或叢集的作業、必須先關閉應
用程式的原始執行個體。這是為了確保傳遞的對等群組資訊不會導致跨執行個體通訊。不
支援複製應用程式。

◦ "Jenkins CI"

◦ "Percona XtraDB叢集"

Astra Control可能無法複製以「傳遞參考」架構設計的操作員（例如CockroachDB操作員）。在這些類型的
複製作業中、複製的操作員會嘗試從來源操作員參考Kubernetes機密、儘管在複製程序中有自己的新秘密。
由於Astra Control不知道來源營運者的Kubernetes機密資料、因此複製作業可能會失敗。

在叢集上安裝應用程式

您先請 "新增叢集" 若要使用Astra Control、您可以在叢集上安裝應用程式或管理現有的應用程式。範圍為一或多
個命名空間的任何應用程式都可以管理。

定義應用程式

Astra Control在叢集上探索命名空間之後、您可以定義要管理的應用程式。您可以選擇 管理橫跨一或多個命名
空間的應用程式 或 將整個命名空間當作單一應用程式來管理。所有這些都達到資料保護作業所需的精細度。

雖然Astra Control可讓您分別管理階層的兩個層級（命名空間和該命名空間或擴充命名空間中的應用程式）、但
最佳實務做法是選擇其中一個。如果在命名空間和應用程式層級同時執行動作、則Astra Control中所採取的動作
可能會失敗。

舉例來說、您可能想要為每週有節奏的「Maria」設定備份原則、但您可能需要比這更頻繁地備
份「MariaDB」（位於同一個命名空間中）。根據這些需求、您需要分別管理應用程式、而非單
一命名空間應用程式。

開始之前

• 將Kubernetes叢集新增至Astra Control。

• 叢集上已安裝一或多個應用程式。 深入瞭解支援的應用程式安裝方法。

• 您新增至Astra Control的Kubernetes叢集上現有的命名空間。

• （選用）任何產品上都有Kubernetes標籤 "支援的Kubernetes資源"。

標籤是可指派給Kubernetes物件以供識別的金鑰/值配對。標籤可讓您更輕鬆地排序、組織及
尋找Kubernetes物件。若要深入瞭解Kubernetes標籤、 "請參閱Kubernetes官方文件"。
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關於這項工作

• 在開始之前、您也應該瞭解 "管理標準和系統命名空間"。

• 如果您打算在Astra Control中使用多個命名空間搭配應用程式、 "修改具有命名空間限制的使用者角色" 升級
至Astra Control Center版本之後、即可支援多個命名空間。

• 如需如何使用Astra Control API管理應用程式的指示、請參閱 "Astra Automation和API資訊"。

應用程式管理選項

• [定義要以應用程式形式管理的資源]

• [定義要以應用程式形式管理的命名空間]

• "（技術預覽）使用 Kubernetes 自訂資源定義應用程式"

定義要以應用程式形式管理的資源

您可以指定 "Kubernetes是組成應用程式的資源" 您想要使用Astra Control進行管理。定義應用程式可讓您
將Kubernetes叢集的元素群組成單一應用程式。此Kubernetes資源集合是根據命名空間和標籤選取器準則來組
織。

定義應用程式可讓您更精細地控制要納入Astra Control作業的內容、包括複製、快照和備份。

在定義應用程式時、請確保不將Kubernetes資源納入具有保護原則的多個應用程式
中。Kubernetes資源上的保護原則重疊、可能會造成資料衝突。 請參閱範例以瞭解更多資訊。

展開以深入瞭解如何將叢集範圍的資源新增至應用程式命名空間。

除了自動包含的Astra Control之外、您也可以匯入與命名空間資源相關聯的叢集資源。您可以新增規則、
其中包含特定群組的資源、種類、版本及選擇性的標籤。如果Astra Control沒有自動包含資源、您可能會
想要這麼做。

您無法排除由Astra Control自動包含的任何叢集範圍資源。

您可以新增下列項目 apiVersions （與API版本結合的群組）：

資源種類 每個版本（群組+版本）

ClusterRole rbac.authorization.k8s.io/v1

ClusterRoleBinding rbac.authorization.k8s.io/v1

CustomResource apiextensions.k8s.io/v1、apiextensions.k8s.io/v1bet1

CustomResourceDefinition apiextensions.k8s.io/v1、apiextensions.k8s.io/v1bet1

MutatingWebhookConfigurat

ion

可受理的registration.k8s.io/v1

ValidatingWebhookConfigur

ation

可受理的registration.k8s.io/v1

步驟

1. 從「應用程式」頁面選取*定義*。
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2. 在*定義應用程式*視窗中、輸入應用程式名稱。

3. 在*叢集*下拉式清單中選擇應用程式執行所在的叢集。

4. 從「命名空間」下拉式清單中選擇應用程式的命名空間。

應用程式可以使用Astra Control在單一叢集上的一個或多個指定命名空間內定義。應用程式可
包含橫跨同一個叢集內多個命名空間的資源。Astra Control不支援跨多個叢集定義應用程式的
功能。

5. （選用）在每個命名空間中輸入Kubernetes資源的標籤。您可以指定單一標籤或標籤選取器準則（查詢）。

若要深入瞭解Kubernetes標籤、 "請參閱Kubernetes官方文件"。

6. （選用）選取*新增命名空間*並從下拉式清單中選擇命名空間、即可新增應用程式的其他命名空間。

7. （選用）針對您新增的任何其他命名空間、輸入單一標籤或標籤選取器條件。

8. （可選）要包括除Astra Control自動包含的資源之外的叢集範圍資源、請勾選*包含其他叢集範圍資源*、然
後完成下列步驟：

a. 選取*新增包含規則*。

b. 群組：從下拉式清單中、選取API資源群組。

c. 種類：從下拉式清單中、選取物件架構的名稱。

d. 版本：輸入API版本。

e. 標籤選取器：選擇性地加入要新增至規則的標籤。此標籤僅用於擷取符合此標籤的資源。如果您未提供
標籤、Astra Control會收集為該叢集指定之資源種類的所有執行個體。

f. 根據您的輸入項目來檢閱建立的規則。

g. 選取*「Add*」。

您可以根據需要建立任意數量的叢集範圍資源規則。這些規則會出現在「定義應用程式摘
要」中。

9. 選擇*定義*。

10. 選取*定義*之後、視需要為其他應用程式重複此程序。

定義完應用程式之後、應用程式會出現在中 Healthy 請在應用程式頁面的應用程式清單中說明。您現在可以複
製並建立備份與快照。

您剛新增的應用程式可能會在「受保護的」欄下顯示警告圖示、表示尚未備份且尚未排程備份。

若要查看特定應用程式的詳細資料、請選取應用程式名稱。

若要查看新增至此應用程式的資源、請選取*資源*索引標籤。在「資源」欄中選取資源名稱後的數字、或在「搜
尋」中輸入資源名稱、以查看所包含的其他叢集範圍資源。
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定義要以應用程式形式管理的命名空間

您可以將命名空間中的所有Kubernetes資源新增至Astra Control管理、方法是將該命名空間的資源定義為應用程
式。如果您打算以類似的方式、以相同的時間間隔來管理及保護特定命名空間中的所有資源、則此方法較適合個
別定義應用程式。

步驟

1. 從「叢集」頁面中選取叢集。

2. 選取「命名空間」索引標籤。

3. 選取包含您要管理之應用程式資源的命名空間「動作」功能表、然後選取*「定義為應用程式*」。

如果要定義多個應用程式、請從命名空間清單中選取、然後選取左上角的*「Actions」（動作
）按鈕、然後選取「define as application*」（定義為應用程式*）。這會在個別命名空間中定
義多個個別應用程式。如需多命名空間應用程式、請參閱 [定義要以應用程式形式管理的資源
]。

選取「顯示系統命名空間」核取方塊、顯示預設不會用於應用程式管理的系統命名空間。

 "瞭解更多資訊"。

程序完成後、與命名空間相關聯的應用程式會顯示在「Associated applices」（相關應用程式）欄中。

[ 技術預覽 ] 使用 Kubernetes 自訂資源定義應用程式

您可以使用自訂資源（ CR ）將 Kubernetes 資源定義為應用程式、以指定您要使用 Astra Control 管理的資源。
如果您想要個別管理這些資源、或是在命名空間中管理所有 Kubernetes 資源、則可以新增叢集範圍的資源、例
如、如果您想以類似的方式、在一般時間間隔管理和保護特定命名空間中的所有資源。

步驟

1. 建立自訂資源（ CR ）檔案並命名（例如、 astra_mysql_app.yaml）。

2. 在中命名應用程式 metadata.name。

3. 定義要管理的應用程式資源：
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spec.includedClusterScopedResources

除了 Astra Control 自動包含的資源類型之外、還包括叢集範圍的資源類型：

◦ * spec.includedClusterScopedResources*: _ （選用） _ 要納入的叢集範圍資源類型清單。

▪ * 群組版本 Kind* ： _ （選擇性） _ 明確識別種類。

▪ * 群組 * ： _ （若使用 groupVersionKind 則為必填） _ 要納入的資源的 API 群組。

▪ * 版本 * ： _ （如果使用 groupVersionKind 則需要） _ 要包含的資源的 API 版本。

▪ * 種類 * ： _ （如果使用 groupVersionKind 則需要） _ 要包含的資源種類。

▪ * 標籤選取器 * ： _ （選用） _ 一組資源的標籤查詢。它僅用於擷取符合標籤的資源。如果您
未提供標籤、Astra Control會收集為該叢集指定之資源種類的所有執行個體。對 matchLabels

和 matchExpedions 的結果進行 AND 運算。

▪ *matchLabels * ： _ （選用） _ ｛ key 、 value ｝ 對的地圖。matchLabels 對應中的單一
{key,value} 相當於 matchExpions 元素、其中的關鍵欄位為 "key" 、運算子為 "in " 、值陣
列僅包含 "value" 。這些要求均已與之進行 AND 運算。

▪ *matchExpedions * ： _ （選擇性） _ 標籤選取器要求清單。這些要求均已與之進行 AND

運算。

▪ * 機碼 * ： _ （若使用媒合、則為必填） _ 與標籤選取器相關的標籤機碼。

▪ * 運算子 * ： _ （若使用媒合、則為必填） _ 代表金鑰與一組值的關係。有效的運算子

為 In、 NotIn、 Exists 和 DoesNotExist。

▪ * 值 * ： _ （若使用媒合、則為必填） _ 字串值的陣列。如果運算子是 In 或 NotIn`

的值數組不能爲空。如果運算子是 `Exists 或 `DoesNotExist`的值數組必須爲空。

spec.includedNamespaces

在應用程式中的這些資源中包含命名空間和資源：

◦ * spec.includedNamespaces*: _ （必要） _ 定義用於資源選擇的命名空間和選用篩選器。

▪ * 命名空間 * ： _ （必填） _ 包含您要使用 Astra Control 管理的應用程式資源的命名空間。

▪ * 標籤選取器 * ： _ （選用） _ 一組資源的標籤查詢。它僅用於擷取符合標籤的資源。如果您
未提供標籤、Astra Control會收集為該叢集指定之資源種類的所有執行個體。對 matchLabels

和 matchExpedions 的結果進行 AND 運算。

▪ *matchLabels * ： _ （選用） _ ｛ key 、 value ｝ 對的地圖。matchLabels 對應中的單一
{key,value} 相當於 matchExpions 元素、其中的關鍵欄位為 "key" 、運算子為 "in " 、值陣
列僅包含 "value" 。這些要求均已與之進行 AND 運算。

▪ *matchExpedions * ： _ （選擇性） _ 標籤選取器要求清單。 key 和 operator 為必填項
目。這些要求均已與之進行 AND 運算。

▪ * 機碼 * ： _ （若使用媒合、則為必填） _ 與標籤選取器相關的標籤機碼。

▪ * 運算子 * ： _ （若使用媒合、則為必填） _ 代表金鑰與一組值的關係。有效的運算子

為 In、 NotIn、 Exists 和 DoesNotExist。

▪ * 值 * ： _ （如果使用匹配運算、則為必填） _ 字串值的陣列。如果運算子是 In 或

NotIn`的值數組不能爲空。如果運算子是 `Exists 或 `DoesNotExist`的值數組必須
爲空。
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YAML 範例：

apiVersion: astra.netapp.io/v1

kind: Application

metadata:

  name: astra_mysql_app

spec:

  includedNamespaces:

    - namespace: astra_mysql_app

      labelSelector:

        matchLabels:

          app: nginx

          env: production

        matchExpressions:

          - key: tier

            operator: In

            values:

              - frontend

              - backend

4. 填入之後 astra_mysql_app.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra_mysql_app.yaml -n astra-connector

系統命名空間如何？

Astra Control也會探索Kubernetes叢集上的系統命名空間。我們預設不會顯示這些系統命名空間、因為您很少需
要備份系統應用程式資源。

您可以選取「顯示系統命名空間」核取方塊、從「命名空間」索引標籤顯示所選叢集的系統命名空間。

Astra Control Center 預設不會顯示為您可以管理的應用程式、但您可以使用其他 Astra Control

Center 執行個體來備份和還原 Astra Control Center 執行個體。

範例：不同版本的個別保護原則

在此範例中、DevOps團隊正在管理「一元化」版本部署。該團隊的叢集有三個執行Ngin像 的Pod。其中兩
個Pod專用於穩定版本。第三個pod是用於金箱版本。

DevOps團隊的Kubernetes管理員將標籤「部署=穩定」新增至穩定的發行Pod。該團隊將標籤「Deployment =

Canary」新增至金級發行Pod。

7



該團隊的穩定版本包括每小時快照和每日備份的需求。這種精簡版更為短暫、因此他們想要針對任何標示為「部
署=資料」的項目、建立更具競爭力的短期保護政策。

為了避免可能的資料衝突、管理員將建立兩個應用程式：一個用於「資料」版本、另一個用於「穩定」版本。如
此可將兩個Kubernetes物件群組的備份、快照和複製作業分開進行。

如需詳細資訊、請參閱

• "使用Astra Control API"

• "取消管理應用程式"

保護應用程式

保護總覽

您可以使用Astra Control Center為應用程式建立備份、複製、快照及保護原則。備份應用
程式有助於您的服務和相關資料盡可能可用；在災難案例中、從備份還原可確保應用程式
及其相關資料的完整還原、並將中斷時間降至最低。備份、複製和快照有助於防範勒索軟
體、意外資料遺失和環境災難等常見威脅。 "瞭解Astra Control Center中可用的資料保護
類型、以及使用時間"。

此外、您也可以將應用程式複寫到遠端叢集、以便做好災難恢復的準備。

應用程式保護工作流程

您可以使用下列範例工作流程、開始保護應用程式。

[一] 保護所有應用程式

為了確保應用程式立即受到保護、 "建立所有應用程式的手動備份"。

[二] 為每個應用程式設定保護原則

若要自動化未來的備份與快照、 "為每個應用程式設定保護原則"。舉例來說、您可以從每週備份和每日快照開始
著手、兩個快照均保留一個月。強烈建議使用保護原則來自動化備份與快照、而不要手動備份與快照。

[三] 調整保護原則

隨著應用程式及其使用模式的改變、請視需要調整保護原則、以提供最佳保護。

[四] 將應用程式複寫到遠端叢集

"複寫應用程式" 使用NetApp SnapMirror技術將其移至遠端叢集。Astra Control會將Snapshot複寫到遠端叢集、
提供非同步的災難恢復功能。

[五] 發生災難時、請使用最新的備份或複寫功能、將應用程式還原至遠端系統

如果發生資料遺失、您可以透過進行恢復 "還原最新的備份" 每個應用程式的第一名。然後您可以還原最新的快
照（如果有）。或者、您也可以使用複寫功能來複寫到遠端系統。

8

https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/data-protection.html


利用快照與備份來保護應用程式

使用自動保護原則或以臨機操作的方式、擷取快照與備份資料、以保護所有應用程式。您
可以使用Astra Control Center UI或 "Astra Control API" 保護應用程式。

關於這項工作

• * Helm已部署應用程式*：如果您使用Helm來部署應用程式、Astra Control Center需要Helm版本3。完全支
援使用Helm 3部署的應用程式管理與複製（或從Helm 2升級至Helm 3）。不支援以Helm 2部署的應用程
式。

• * （僅限 OpenShift 叢集）新增原則 * ：當您建立專案以在 OpenShift 叢集上裝載應用程式時、會將專案（
或 Kubernetes 命名空間）指派為 SecurityContext UID 。若要啟用Astra Control Center來保護應用程式、並
將應用程式移至OpenShift中的其他叢集或專案、您必須新增原則、讓應用程式以任何唯一識別碼的形式執
行。例如、下列OpenShift CLI命令會將適當的原則授予WordPress應用程式。

「occ new－project worm新聞」（occ new－project wormPress）「ocadm policy add－scc to－group

anyuid system:serviceaccounts：wormPress」（ocadm policy add－scc對使用者權限-z預設值-n

wormPress）

您可以執行下列與保護應用程式資料相關的工作：

• [設定保護原則]

• [建立快照]

• [建立備份]

• 啟用 ONTAP NAS 經濟營運的備份與還原

• [建立不可變的備份]

• [檢視快照與備份]

• [刪除快照]

• [取消備份]

• [刪除備份]

設定保護原則

保護原則可在已定義的排程中建立快照、備份或兩者、以保護應用程式。您可以選擇每小時、每天、每週和每月
建立快照和備份、也可以指定要保留的複本數量。您可以使用 Astra Control Web UI 或自訂資源（ CR ）檔案來
定義保護原則。

如果您需要每小時執行一次以上的備份或快照、您可以 "使用Astra Control REST API建立快照與備份"。

如果您定義的保護原則會建立不可變的備份、以便在多次讀取（ WORM ）貯體時寫入資料、請
確保備份的保留時間不會短於為該貯體設定的保留時間。

偏移備份和複寫排程、以避免排程重疊。例如、在每小時的最長時間執行備份、並排程複寫以 5

分鐘偏移和 10 分鐘間隔開始。
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使用 Web UI 設定保護原則

步驟

1. 選取*應用程式*、然後選取應用程式名稱。

2. 選擇*資料保護*。

3. 選取*設定保護原則*。

4. 選擇每小時、每天、每週和每月保留的快照和備份數量、以定義保護排程。

您可以同時定義每小時、每日、每週及每月排程。在您設定保留層級之前、排程不會變成作用中。

當您設定備份的保留層級時、可以選擇要儲存備份的儲存區。

下列範例設定四種保護排程：每小時、每日、每週及每月提供快照與備份。

5. [Tech preview] 從儲存區清單中選擇備份或快照的目的地儲存區。

6. 選擇* Review *。

7. 選取*設定保護原則。*

[ 技術預覽 ] 使用 CR 設定保護原則

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-schedule-cr.yaml。更新括弧 <> 中的值以符
合 Astra Control 環境、叢集組態和資料保護需求：

◦ <CR_NAME> ：此自訂資源的名稱；為您的環境選擇一個獨特且合理的名稱。

◦ <APPLICATION_NAME> ：要備份之應用程式的 Kubernetes 名稱。
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◦ <APPVAULT_NAME> ：應儲存備份內容的 AppVault 名稱。

◦ <BACKUPS_RETAINED> ：要保留的備份數量。零表示不應建立備份。

◦ <SNAPSHOTS_RETAINED> ：要保留的快照數。零表示不應建立任何快照。

◦ <GRANULARITY> ：排程應執行的頻率。可能的值、以及必要的相關欄位：

▪ hourly （需要您指定 spec.minute）

▪ daily （需要您指定 spec.minute 和 spec.hour）

▪ weekly （需要您指定 spec.minute、 spec.hour`和 `spec.dayOfWeek）

▪ monthly （需要您指定 spec.minute、 spec.hour`和 `spec.dayOfMonth）

◦ <DAY_OF_MONTH> ： _ （選擇性） _ 排程應執行的月份日期（ 1 - 31 ）。如果精細度設為、則

此欄位為必填欄位 monthly。

◦ <DAY_OF_WEEK> ： _ （選擇性） _ 排程應執行的一週中的一天（ 0 - 7 ）。0 或 7 的值表示星

期日。如果精細度設為、則此欄位為必填欄位 weekly。

◦ <HOUR_OF_DAY> ： _ （選擇性） _ 排程應執行的當日時數（ 0 - 23 ）。如果精細度設為、則此

欄位為必填欄位 daily、 weekly`或 `monthly。

◦ <MINUTE_OF_HOUR> ： _ （選擇性） _ 排程應執行的小時數（ 0 - 59 ）。如果精細度設為、則

此欄位為必填欄位 hourly、 daily、 weekly`或 `monthly。

apiVersion: astra.netapp.io/v1

kind: Schedule

metadata:

  namespace: astra-connector

  name: <CR_NAME>

spec:

  applicationRef: <APPLICATION_NAME>

  appVaultRef: <APPVAULT_NAME>

  backupRetention: "<BACKUPS_RETAINED>"

  snapshotRetention: "<SNAPSHOTS_RETAINED>"

  granularity: <GRANULARITY>

  dayOfMonth: "<DAY_OF_MONTH>"

  dayOfWeek: "<DAY_OF_WEEK>"

  hour: "<HOUR_OF_DAY>"

  minute: "<MINUTE_OF_HOUR>"

2. 填入之後 astra-control-schedule-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-schedule-cr.yaml

結果

Astra Control會使用您定義的排程和保留原則來建立和保留快照和備份、以實作資料保護原則。
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建立快照

您可以隨時建立隨需快照。

關於這項工作

Astra Control 支援使用下列驅動程式所支援的儲存類別來建立快照：

• ontap-nas

• ontap-san

• ontap-san-economy

如果您的應用程式使用以作為後盾的儲存類別 ontap-nas-economy 驅動程式、無法建立快
照。使用替代的儲存類別來執行快照。
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使用 Web UI 建立快照

步驟

1. 選擇*應用程式*。

2. 在所需應用程式*「Actions」（動作）欄的「Options」（選項）功能表中、選取*「Snapshot」（快照
）*。

3. 自訂快照的名稱、然後選取*下一步*。

4. [Tech preview] 從儲存貯體清單中選擇快照的目的地貯體。

5. 檢閱快照摘要、然後選取* Snapshot *。

[ 技術預覽 ] 使用 CR 建立快照

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-snapshot-cr.yaml。更新括弧 <> 中的值以符
合 Astra Control 環境和叢集組態：

◦ <CR_NAME> ：此自訂資源的名稱；為您的環境選擇一個獨特且合理的名稱。

◦ <APPLICATION_NAME> ：要快照的應用程式的 Kubernetes 名稱。

◦ <APPVAULT_NAME> ：應儲存快照內容的 AppVault 名稱。

◦ <RECLAIM_POLICY> ： _ （選用） _ 定義刪除快照 CR 時、快照會發生什麼情況。有效選項：

▪ Retain

▪ Delete （預設）

apiVersion: astra.netapp.io/v1

kind: Snapshot

metadata:

  namespace: astra-connector

  name: <CR_NAME>

spec:

  applicationRef: <APPLICATION_NAME>

  appVaultRef: <APPVAULT_NAME>

  reclaimPolicy: <RECLAIM_POLICY>

2. 填入之後 astra-control-snapshot-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-snapshot-cr.yaml

結果

快照程序隨即開始。當「資料保護>*快照*」頁面的「狀態」欄中的狀態為「健全」時、快照就會成功。
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建立備份

您可以隨時備份應用程式。

關於這項工作

Astra Control 中的貯體不會報告可用容量。在備份或複製 Astra Control 所管理的應用程式之前、請先在適當的
儲存管理系統中檢查貯體資訊。

如果您的應用程式使用以作為後盾的儲存類別 ontap-nas-economy 您需要的是驅動程式 啟用備份與還原 功

能。請確定您已定義 backendType 中的參數 "Kubernetes 儲存物件" 值為 ontap-nas-economy 執行任何保
護作業之前。

Astra Control 支援使用下列驅動程式所支援的儲存類別來建立備份：

• ontap-nas

• ontap-nas-economy

• ontap-san

• ontap-san-economy
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使用 Web UI 建立備份

步驟

1. 選擇*應用程式*。

2. 在所需應用程式*「Actions」（動作）欄的「Options」（選項）功能表中、選取*「Back up」（備份
）*。

3. 自訂備份名稱。

4. 選擇是否要從現有的快照備份應用程式。如果選取此選項、您可以從現有快照清單中進行選擇。

5. [Tech preview] 從儲存貯體清單中選擇備份的目的地貯體。

6. 選擇*下一步*。

7. 檢閱備份摘要、然後選取*備份*。

[ 技術預覽 ] 使用 CR 建立備份

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-backup-cr.yaml。更新括弧 <> 中的值以符合
Astra Control 環境和叢集組態：

◦ <CR_NAME> ：此自訂資源的名稱；為您的環境選擇一個獨特且合理的名稱。

◦ <APPLICATION_NAME> ：要備份之應用程式的 Kubernetes 名稱。

◦ <APPVAULT_NAME> ：應儲存備份內容的 AppVault 名稱。

apiVersion: astra.netapp.io/v1

kind: Backup

metadata:

  namespace: astra-connector

  name: <CR_NAME>

spec:

  applicationRef: <APPLICATION_NAME>

  appVaultRef: <APPVAULT_NAME>

2. 填入之後 astra-control-backup-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-backup-cr.yaml

結果

Astra Control會建立應用程式的備份。
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• 如果您的網路中斷或異常緩慢、備份作業可能會逾時。這會導致備份失敗。

• 如果您需要取消執行中的備份、請依照中的指示操作 [取消備份]。若要刪除備份、請等到備份
完成後再依照中的指示進行 [刪除備份]。

• 資料保護作業（複製、備份、還原）及後續持續調整磁碟區大小之後、UI中會顯示新的磁碟
區大小、延遲最多20分鐘。資料保護作業只需幾分鐘就能成功完成、您可以使用儲存後端的
管理軟體來確認磁碟區大小的變更。

啟用 ONTAP NAS 經濟營運的備份與還原

Astra Control Provisioner 提供備份與還原功能、可啟用以供使用的儲存後端使用 ontap-nas-economy 儲存
類別：

開始之前

• 您有 "已啟用 Astra Control Provisioner"。

• 您已在 Astra Control 中定義應用程式。在您完成此程序之前、此應用程式的保護功能有限。

• 您有 ontap-nas-economy 已選取為儲存後端的預設儲存類別。

步驟

1. 在 ONTAP 儲存後端執行下列動作：

a. 尋找裝載的 SVM `ontap-nas-economy`應用程式的基礎磁碟區。

b. 登入連線至 ONTAP 的終端機、並在其中建立磁碟區。

c. 隱藏 SVM 的快照目錄：

這項變更會影響整個 SVM 。隱藏目錄將繼續可供存取。

nfs modify -vserver <svm name> -v3-hide-snapshot enabled

+

確認 ONTAP 儲存後端上的 Snapshot 目錄已隱藏。若未隱藏此目錄、可能會導致無法存取您
的應用程式、尤其是在使用 NFSv3 的情況下。

2. 在 Astra Control Provisioner 中執行下列動作：

a. 為每個 PV 啟用快照目錄 ontap-nas-economy 以應用程式為基礎並與應用程式相關聯：

tridentctl update volume <pv name> --snapshot-dir=true --pool-level

=true -n trident

b. 確認已為每個相關的 PV 啟用快照目錄：
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tridentctl get volume <pv name> -n trident -o yaml | grep snapshotDir

回應：

snapshotDirectory: "true"

3. 在 Astra Control 中、啟用所有相關的快照目錄之後、請重新整理應用程式、以便 Astra Control 識別變更的
值。

結果

應用程式已準備好使用 Astra Control 進行備份與還原。每個 PVC 也可供其他應用程式用於備份和還原。

建立不可變的備份

只要儲存備份的貯體上的保留原則禁止修改、刪除或覆寫不可變的備份、您可以將應用程式備份至已設定保留原
則的儲存區、以建立不可變更的備份。請參閱 "資料保護" 以取得有關使用不可變備份的重要資訊。

開始之前

您需要使用保留原則來設定目的地貯體。根據您使用的儲存設備供應商而定、您的做法會有所不同。如需詳細資
訊、請參閱儲存供應商文件：

• * Amazon Web Services * ： "建立貯體時啟用 S3 物件鎖定、並設定預設保留期間的「治理」預設保留模
式"。

• * NetApp StorageGRID * ： "建立貯體時啟用 S3 物件鎖定、並設定預設保留期間的「符合」預設保留模式
"。

Astra Control 中的貯體不會報告可用容量。在備份或複製 Astra Control 所管理的應用程式之前、
請先在適當的儲存管理系統中檢查貯體資訊。

如果您的應用程式使用以作為後盾的儲存類別 ontap-nas-economy 驅動程式、請確定您已定

義 backendType 中的參數 "Kubernetes 儲存物件" 值為 ontap-nas-economy 執行任何保護作
業之前。

步驟

1. 選擇*應用程式*。

2. 在所需應用程式*「Actions」（動作）欄的「Options」（選項）功能表中、選取*「Back up」（備份）*。

3. 自訂備份名稱。

4. 選擇是否要從現有的快照備份應用程式。如果選取此選項、您可以從現有快照清單中進行選擇。

5. 從儲存貯體清單中選擇要備份的目的地儲存桶。一次寫入多次讀取（ WORM ）貯體名稱旁會顯示「鎖定」
狀態。

如果貯體類型不受支援、則會在您將游標暫留在或選取該貯體時指出。

6. 選擇*下一步*。
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7. 檢閱備份摘要、然後選取*備份*。

結果

Astra Control 會建立應用程式的不可變備份。

• 如果您的網路中斷或異常緩慢、備份作業可能會逾時。這會導致備份失敗。

• 如果您嘗試同時將同一個應用程式的兩個不可變備份建立到同一個儲存庫、 Astra Control 會
防止第二個備份啟動。等到第一個備份完成後再開始另一個備份。

• 您無法取消執行中的不可變更備份。

• 資料保護作業（複製、備份、還原）及後續持續調整磁碟區大小之後、UI中會顯示新的磁碟
區大小、延遲最多20分鐘。資料保護作業只需幾分鐘就能成功完成、您可以使用儲存後端的
管理軟體來確認磁碟區大小的變更。

檢視快照與備份

您可以從「資料保護」索引標籤檢視應用程式的快照與備份。

不可變的備份會在其所使用的貯體旁邊顯示「鎖定」狀態。

步驟

1. 選取*應用程式*、然後選取應用程式名稱。

2. 選擇*資料保護*。

快照預設會顯示。

3. 選取*備份*以查看備份清單。

刪除快照

刪除不再需要的排程或隨需快照。

您無法刪除目前正在複寫的快照。

步驟

1. 選取*應用程式*、然後選取託管應用程式的名稱。

2. 選擇*資料保護*。

3. 在所需快照*「Actions」（動作）欄的「Options」（選項）功能表中、選取*「Delete snapshot」（刪除快
照）*。

4. 輸入「DELETE」一詞以確認刪除、然後選取*「Yes、Delete snapshot （是、刪除快照）」。

結果

Astra Control會刪除快照。
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取消備份

您可以取消進行中的備份。

若要取消備份、備份必須在中 Running 州/省。您無法取消中的備份 Pending 州/省。

您無法取消執行中的不可變更備份。

步驟

1. 選取*應用程式*、然後選取應用程式名稱。

2. 選擇*資料保護*。

3. 選擇*備份*。

4. 在所需備份*「Actions」（動作）欄的「Options」（選項）功能表中、選取「Cancel*」（取消*）。

5. 輸入「cancel」一詞以確認操作、然後選擇「* Yes、cancel backup*（是、取消備份*）」。

刪除備份

刪除不再需要的排程或隨需備份。除非貯體的保留原則能讓您刪除對不可變貯體所做的備份、否則您無法刪除備
份。

您無法在保留期間到期之前刪除不可變更的備份。

如果您需要取消執行中的備份、請依照中的指示操作 [取消備份]。若要刪除備份、請等到備份完
成後再使用這些指示。

步驟

1. 選取*應用程式*、然後選取應用程式名稱。

2. 選擇*資料保護*。

3. 選擇*備份*。

4. 在所需備份*「Actions」（動作）欄的「Options」（選項）功能表中、選取「Delete backup*」（刪除備
份*）。

5. 輸入「DELETE」一詞以確認刪除、然後選取*「Yes、Delete backup*（是、刪除備份*）」。

結果

Astra Control會刪除備份。

[ 技術預覽 ] 保護整個叢集

您可以在叢集上建立任何或所有未受管理命名空間的排程自動備份。這些工作流程是由
NetApp 提供、以 Kubernetes 服務帳戶、角色繫結和 cron 工作的形式、並以 Python 指令
碼協調。
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運作方式

當您設定及安裝完整叢集備份工作流程時、 cron 工作會定期執行、並保護任何尚未受管理的命名空間、並根據
您在安裝期間選擇的排程自動建立保護原則。

如果您不想使用完整叢集備份工作流程來保護叢集上的每個非託管命名空間、您可以改用標籤型備份工作流程。
標籤型備份工作流程也使用 cron 工作、但它並未保護所有未受管理的命名空間、而是根據您提供的標籤來識別
命名空間、以選擇性地保護以銅級、銀級或金級備份原則為基礎的命名空間。

當建立屬於所選工作流程範圍的新命名空間時、它會自動受到保護、無需任何系統管理員動作。這些工作流程是
以每個叢集為基礎來實作、因此不同的叢集可以使用具有獨特保護層級的任一工作流程、視叢集重要性而定。

範例：完整叢集保護

舉例來說、當您設定並安裝完整叢集備份工作流程時、任何命名空間中的任何應用程式都會定期受到管理和保
護、而無需管理員進一步努力。在您安裝工作流程時、命名空間不一定存在；如果在未來新增命名空間、它將受
到保護。

範例：標籤式保護

為了更精細、您可以使用標籤型工作流程。例如、您可以安裝此工作流程、並告知使用者將多個標籤之一套用至
他們想要保護的任何命名空間、視他們所需的保護層級而定。這可讓使用者使用其中一個標籤來建立命名空間、
而無需通知系統管理員。他們的新命名空間及其中的所有應用程式都會自動受到保護。

建立所有命名空間的排程備份

您可以使用完整叢集備份工作流程、在叢集上建立所有命名空間的排程備份。

步驟

1. 將下列檔案下載到具有叢集網路存取權的電腦：

◦ "components 。 yaml CRD 檔案"

◦ "protectCluster.py Python 指令碼"

2. 若要設定及安裝工具組、 "請遵循隨附的指示"。

建立特定命名空間的排程備份

您可以使用標籤型備份工作流程、根據特定命名空間的標籤來建立排程備份。

步驟

1. 將下列檔案下載到具有叢集網路存取權的電腦：

◦ "components 。 yaml CRD 檔案"

◦ "protectCluster.py Python 指令碼"

2. 若要設定及安裝工具組、 "請遵循隨附的指示"。

還原應用程式

Astra Control可以從快照或備份還原應用程式。將應用程式還原至同一個叢集時、從現有
的快照還原速度會更快。您可以使用Astra Control UI或 "Astra Control API" 以還原應用程
式。
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開始之前

• * 請先保護應用程式 * ：強烈建議您在還原應用程式之前、先拍攝快照或備份應用程式。這可讓您在還原失
敗時、從快照或備份複製。

• * 檢查目的地 Volume * ：如果您還原至不同的儲存類別、請確定儲存類別使用相同的持續磁碟區存取模式（
例如 ReadWriteMany ）。如果目的地持續磁碟區存取模式不同、還原作業將會失敗。例如、如果來源持續
性磁碟區使用 rwx 存取模式、請選取無法提供 rwx 的目的地儲存類別、例如 Azure Managed Disks 、 AWS

EBS 、 Google Persistent Disk 或 `ontap-san`將導致還原作業失敗。如需持續磁碟區存取模式的詳細資訊、
請參閱 "Kubernetes" 文件。

• * 空間需求規劃 * ：當您對使用 NetApp ONTAP 儲存設備的應用程式執行原位還原時、還原的應用程式所使
用的空間可能加倍。執行就地還原之後、請從還原的應用程式中移除任何不想要的快照、以釋放儲存空間。

• * （僅限 Red Hat OpenShift 叢集）新增原則 * ：當您建立專案以在 OpenShift 叢集上裝載應用程式時、會
將專案（或 Kubernetes 命名空間）指派為 SecurityContext UID 。若要啟用Astra Control Center來保護應用
程式、並將應用程式移至OpenShift中的其他叢集或專案、您必須新增原則、讓應用程式以任何唯一識別碼
的形式執行。例如、下列OpenShift CLI命令會將適當的原則授予WordPress應用程式。

「occ new－project worm新聞」（occ new－project wormPress）「ocadm policy add－scc to－group

anyuid system:serviceaccounts：wormPress」（ocadm policy add－scc對使用者權限-z預設值-n

wormPress）

• * 支援的儲存類別驅動程式 * ： Astra Control 支援使用下列驅動程式所支援的儲存類別還原備份：

◦ ontap-nas

◦ ontap-nas-economy

◦ ontap-san

◦ ontap-san-economy

• * （僅限 ONTAP NAS 經濟型驅動程式）備份與還原 * ：備份或還原使用以作為備份之儲存類別的應用程式

之前 ontap-nas-economy 請驗證驅動程式 "ONTAP 儲存後端上的 Snapshot 目錄會隱藏"。若未隱藏此目
錄、可能會導致無法存取您的應用程式、尤其是在使用 NFSv3 的情況下。

• * Helm 部署的應用程式 * ：完全支援使用 Helm 3 部署的應用程式（或從 Helm 2 升級至 Helm 3 ）。不支援
以Helm 2部署的應用程式。

在與其他應用程式共用資源的應用程式上執行就地還原作業、可能會產生非預期的結果。在其中
一個應用程式上執行就地還原時、應用程式之間共享的任何資源都會被取代。如需詳細資訊、請
參閱 此範例。

視您要還原的歸檔類型而定、請執行下列步驟：

使用 Web UI 從備份或快照還原資料

您可以使用 Astra Control Web UI 還原資料。

步驟

1. 選取*應用程式*、然後選取應用程式名稱。

2. 從「動作」欄的「選項」功能表中、選取 * 還原 * 。

3. 選擇還原類型：

◦ 還原至原始命名空間：使用此程序可將應用程式就地還原至原始叢集。
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如果您的應用程式使用以作為後盾的儲存類別 ontap-nas-economy 驅動程式、您必須
使用原始儲存類別還原應用程式。如果您要將應用程式還原至相同的命名空間、則無法指
定不同的儲存類別。

i. 選取要用來還原應用程式的快照或備份、此應用程式會將應用程式還原為其舊版。

ii. 選擇*下一步*。

如果還原至先前刪除的命名空間、則會在還原程序中建立名稱相同的新命名空間。任
何在先前刪除命名空間中擁有管理應用程式權限的使用者、都必須手動還原新重新建
立命名空間的權限。

◦ 還原至新命名空間：使用此程序可將應用程式還原至其他叢集、或從來源還原具有不同命名空間的叢
集。

i. 指定還原的應用程式名稱。

ii. 針對您要還原的應用程式、選擇目的地叢集。

iii. 為每個與應用程式相關聯的來源命名空間輸入目的地命名空間。

Astra Control會在此還原選項中建立新的目的地命名空間。您指定的目的地命名空間
不得已存在於目的地叢集上。

iv. 選擇*下一步*。

v. 選取要用來還原應用程式的快照或備份。

vi. 選擇*下一步*。

vii. 請選擇下列其中一項：

▪ * 使用原始儲存類別還原 * ：除非目標叢集上不存在、否則應用程式會使用原本關聯的儲存類
別。在這種情況下、將會使用叢集的預設儲存類別。

▪ * 使用不同的儲存類別還原 * ：選取目標叢集上存在的儲存類別。所有應用程式磁碟區、無論其
最初關聯的儲存類別為何、都會移轉到這個不同的儲存類別、作為還原的一部分。

viii. 選擇*下一步*。

4. 選擇要篩選的任何資源：

◦ * 還原所有資源 * ：還原與原始應用程式相關的所有資源。

◦ * 篩選資源 * ：指定還原原始應用程式資源子集的規則：

i. 選擇從還原的應用程式中包含或排除資源。

ii. 選取 * 新增包含規則 * 或 * 新增排除規則 * 、然後設定規則、在應用程式還原期間篩選正確的資源。
您可以編輯或移除規則、然後再次建立規則、直到組態正確為止。

若要瞭解如何設定 INCLUDE 及 EXCLUDE 規則、請參閱 [在應用程式還原期間篩選
資源]。

5. 選擇*下一步*。

6. 仔細檢閱還原動作的詳細資料、輸入「還原」（如有提示）、然後選取 * 還原 * 。
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[ 技術預覽 ] 使用自訂資源（ CR ）從備份還原

您可以使用自訂資源（ CR ）檔案、將備份資料還原至不同的命名空間或原始來源命名空間。
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使用 CR 從備份還原

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-backup-restore-cr.yaml。更新括弧 <> 中
的值以符合 Astra Control 環境和叢集組態：

◦ <CR_NAME> ：此 CR 作業的名稱；請為您的環境選擇合理的名稱。

◦ <APPVAULT_NAME> ：儲存備份內容的 AppVault 名稱。

◦ <BACKUP_PATH> ：儲存備份內容的 AppVault 內部路徑。例如：

ONTAP-S3_1343ff5e-4c41-46b5-af00/backups/schedule-

20231213023800_94347756-9d9b-401d-a0c3

◦ <SOURCE_NAMESPACE> ：還原作業的來源命名空間。

◦ <DESTINATION_NAMESPACE> ：還原作業的目的地命名空間。

apiVersion: astra.netapp.io/v1

kind: BackupRestore

metadata:

  name: <CR_NAME>

  namespace: astra-connector

spec:

  appVaultRef: <APPVAULT_NAME>

  appArchivePath: <BACKUP_PATH>

  namespaceMapping: [{"source": "<SOURCE_NAMESPACE>",

"destination": "<DESTINATION_NAMESPACE>"}]

2. （選用）如果您只需要選取應用程式的某些資源進行還原、請新增篩選功能、以包含或排除標記有特定
標籤的資源：

◦ 「 <INCLUDE-EXCLUDE> 」： _ （篩選所需） _ 使用 include 或 exclude 包括或排除在資源
管理器中定義的資源。新增下列資源配置工具參數、以定義要納入或排除的資源：

▪ <GROUP> ： _ （選用） _ 要篩選的資源群組。

▪ <KIND> ： _ （選擇性） _ 要篩選的資源種類。

▪ <VERSION> ： _ （選用） _ 要篩選的資源版本。

▪ <NAMES> ：要篩選之資源的 Kubernetes metadata.name 欄位中的 _ （選用） _ 名稱。

▪ <NAMESPACES> ： _ （選用） _ 要篩選之資源的 Kubernetes metadata.name 欄位中的命名
空間。

▪ <SELECTORS> ： _ （選擇性） _ 資源的 Kubernetes metadata.name 欄位中的標籤選取器字

串、如中所定義 "Kubernetes文件"。範例： "trident.netapp.io/os=linux"。

範例：
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spec:

    resourceFilter:

        resourceSelectionCriteria: "<INCLUDE-EXCLUDE>"

        resourceMatchers:

           group: <GROUP>

           kind: <KIND>

           version: <VERSION>

           names: <NAMES>

           namespaces: <NAMESPACES>

           labelSelectors: <SELECTORS>

3. 填入之後 astra-control-backup-restore-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-backup-restore-cr.yaml

使用 CR 從備份還原至原始命名空間

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-backup-ipr-cr.yaml。更新括弧 <> 中的值
以符合 Astra Control 環境和叢集組態：

◦ <CR_NAME> ：此 CR 作業的名稱；請為您的環境選擇合理的名稱。

◦ <APPVAULT_NAME> ：儲存備份內容的 AppVault 名稱。

◦ <BACKUP_PATH> ：儲存備份內容的 AppVault 內部路徑。例如：

ONTAP-S3_1343ff5e-4c41-46b5-af00/backups/schedule-

20231213023800_94347756-9d9b-401d-a0c3

apiVersion: astra.netapp.io/v1

kind: BackupInplaceRestore

metadata:

  name: <CR_NAME>

  namespace: astra-connector

spec:

  appVaultRef: <APPVAULT_NAME>

  appArchivePath: <BACKUP_PATH>

2. （選用）如果您只需要選取應用程式的某些資源進行還原、請新增篩選功能、以包含或排除標記有特定
標籤的資源：

◦ 「 <INCLUDE-EXCLUDE> 」： _ （篩選所需） _ 使用 include 或 exclude 包括或排除在資源
管理器中定義的資源。新增下列資源配置工具參數、以定義要納入或排除的資源：
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▪ <GROUP> ： _ （選用） _ 要篩選的資源群組。

▪ <KIND> ： _ （選擇性） _ 要篩選的資源種類。

▪ <VERSION> ： _ （選用） _ 要篩選的資源版本。

▪ <NAMES> ：要篩選之資源的 Kubernetes metadata.name 欄位中的 _ （選用） _ 名稱。

▪ <NAMESPACES> ： _ （選用） _ 要篩選之資源的 Kubernetes metadata.name 欄位中的命名
空間。

▪ <SELECTORS> ： _ （選擇性） _ 資源的 Kubernetes metadata.name 欄位中的標籤選取器字

串、如中所定義 "Kubernetes文件"。範例： "trident.netapp.io/os=linux"。

範例：

spec:

    resourceFilter:

        resourceSelectionCriteria: "<INCLUDE-EXCLUDE>"

        resourceMatchers:

           group: <GROUP>

           kind: <KIND>

           version: <VERSION>

           names: <NAMES>

           namespaces: <NAMESPACES>

           labelSelectors: <SELECTORS>

3. 填入之後 astra-control-backup-ipr-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-backup-ipr-cr.yaml

[ 技術預覽 ] 使用自訂資源（ CR ）從快照還原

您可以使用自訂資源（ CR ）檔案、將資料從快照還原至不同的命名空間或原始來源命名空間。
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使用 CR 從快照還原

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-snapshot-restore-cr.yaml。更新括弧 <>

中的值以符合 Astra Control 環境和叢集組態：

◦ <CR_NAME> ：此 CR 作業的名稱；請為您的環境選擇合理的名稱。

◦ <APPVAULT_NAME> ：儲存備份內容的 AppVault 名稱。

◦ <BACKUP_PATH> ：儲存備份內容的 AppVault 內部路徑。例如：

ONTAP-S3_1343ff5e-4c41-46b5-af00/backups/schedule-

20231213023800_94347756-9d9b-401d-a0c3

◦ <SOURCE_NAMESPACE> ：還原作業的來源命名空間。

◦ <DESTINATION_NAMESPACE> ：還原作業的目的地命名空間。

apiVersion: astra.netapp.io/v1

kind: SnapshotRestore

metadata:

  name: <CR_NAME>

  namespace: astra-connector

spec:

  appArchivePath: <BACKUP_PATH>

  appVaultRef: <APPVAULT_NAME>

  namespaceMapping: [{"source": "<SOURCE_NAMESPACE>",

"destination": "<DESTINATION_NAMESPACE>"}]

2. （選用）如果您只需要選取應用程式的某些資源進行還原、請新增篩選功能、以包含或排除標記有特定
標籤的資源：

◦ 「 <INCLUDE-EXCLUDE> 」： _ （篩選所需） _ 使用 include 或 exclude 包括或排除在資源
管理器中定義的資源。新增下列資源配置工具參數、以定義要納入或排除的資源：

▪ <GROUP> ： _ （選用） _ 要篩選的資源群組。

▪ <KIND> ： _ （選擇性） _ 要篩選的資源種類。

▪ <VERSION> ： _ （選用） _ 要篩選的資源版本。

▪ <NAMES> ：要篩選之資源的 Kubernetes metadata.name 欄位中的 _ （選用） _ 名稱。

▪ <NAMESPACES> ： _ （選用） _ 要篩選之資源的 Kubernetes metadata.name 欄位中的命名
空間。

▪ <SELECTORS> ： _ （選擇性） _ 資源的 Kubernetes metadata.name 欄位中的標籤選取器字

串、如中所定義 "Kubernetes文件"。範例： "trident.netapp.io/os=linux"。

範例：

27

https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors


spec:

    resourceFilter:

        resourceSelectionCriteria: "<INCLUDE-EXCLUDE>"

        resourceMatchers:

           group: <GROUP>

           kind: <KIND>

           version: <VERSION>

           names: <NAMES>

           namespaces: <NAMESPACES>

           labelSelectors: <SELECTORS>

3. 填入之後 astra-control-snapshot-restore-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-snapshot-restore-cr.yaml

使用 CR 從快照還原至原始命名空間

步驟

1. 建立自訂資源（ CR ）檔案並命名 astra-control-snapshot-ipr-cr.yaml。更新括弧 <> 中的
值以符合 Astra Control 環境和叢集組態：

◦ <CR_NAME> ：此 CR 作業的名稱；請為您的環境選擇合理的名稱。

◦ <APPVAULT_NAME> ：儲存備份內容的 AppVault 名稱。

◦ <BACKUP_PATH> ：儲存備份內容的 AppVault 內部路徑。例如：

ONTAP-S3_1343ff5e-4c41-46b5-af00/backups/schedule-

20231213023800_94347756-9d9b-401d-a0c3

apiVersion: astra.netapp.io/v1

kind: SnapshotInplaceRestore

metadata:

  name: <CR_NAME>

  namespace: astra-connector

spec:

  appArchivePath: <BACKUP_PATH>

  appVaultRef: <APPVAULT_NAME>

2. （選用）如果您只需要選取應用程式的某些資源進行還原、請新增篩選功能、以包含或排除標記有特定
標籤的資源：

◦ 「 <INCLUDE-EXCLUDE> 」： _ （篩選所需） _ 使用 include 或 exclude 包括或排除在資源
管理器中定義的資源。新增下列資源配置工具參數、以定義要納入或排除的資源：
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▪ <GROUP> ： _ （選用） _ 要篩選的資源群組。

▪ <KIND> ： _ （選擇性） _ 要篩選的資源種類。

▪ <VERSION> ： _ （選用） _ 要篩選的資源版本。

▪ <NAMES> ：要篩選之資源的 Kubernetes metadata.name 欄位中的 _ （選用） _ 名稱。

▪ <NAMESPACES> ： _ （選用） _ 要篩選之資源的 Kubernetes metadata.name 欄位中的命名
空間。

▪ <SELECTORS> ： _ （選擇性） _ 資源的 Kubernetes metadata.name 欄位中的標籤選取器字

串、如中所定義 "Kubernetes文件"。範例： "trident.netapp.io/os=linux"。

範例：

spec:

    resourceFilter:

        resourceSelectionCriteria: "<INCLUDE-EXCLUDE>"

        resourceMatchers:

           group: <GROUP>

           kind: <KIND>

           version: <VERSION>

           names: <NAMES>

           namespaces: <NAMESPACES>

           labelSelectors: <SELECTORS>

3. 填入之後 astra-control-snapshot-ipr-cr.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-control-snapshot-ipr-cr.yaml

結果

Astra Control會根據您提供的資訊還原應用程式。如果您就地還原應用程式、現有持續磁碟區的內容會由還原應
用程式的持續磁碟區內容取代。

在資料保護作業（複製、備份或還原）及後續持續調整磁碟區大小之後、新的磁碟區大小會在網
路UI中顯示、延遲最多20分鐘。資料保護作業只需幾分鐘就能成功完成、您可以使用儲存後端的
管理軟體來確認磁碟區大小的變更。

任何具有命名空間限制的成員使用者、都可以使用命名空間名稱/ ID或命名空間標籤、將應用程式
複製或還原到同一個叢集上的新命名空間、或是組織帳戶中的任何其他叢集。不過、相同的使用
者無法存取新命名空間中的複製或還原應用程式。在複製或還原作業建立新命名空間之後、帳戶
管理員 / 擁有者可以編輯成員使用者帳戶、並更新受影響使用者的角色限制、以授予新命名空間
的存取權。
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在應用程式還原期間篩選資源

您可以將篩選規則新增至 "還原" 將指定要從還原的應用程式中包含或排除的現有應用程式資源的作業。您可以
根據指定的命名空間、標籤或 GVK （ GroupVersionKind ）來包含或排除資源。

展開以深入瞭解納入和排除案例

• * 您選擇包含原始命名空間的 INCLUDE 規則（原地還原） * ：您在規則中定義的現有應用程式資源將
會刪除、並由您用於還原的選定快照或備份中的資源取代。您未在「包括」規則中指定的任何資源將保
持不變。

• * 您選擇包含新命名空間的 INCLUDE 規則 * ：使用該規則在還原的應用程式中選取所需的特定資源。
您未在「包括」規則中指定的任何資源將不會包含在還原的應用程式中。

• * 您選擇具有原始命名空間的排除規則（就地還原） * ：您指定要排除的資源將不會還原、並保持不
變。您未指定排除的資源將會從快照或備份還原。如果對應的 StateSetSet 是篩選資源的一部分、則持
續磁碟區上的所有資料都會被刪除並重新建立。

• * 您選取含有新命名空間的排除規則 * ：使用規則選取您要從還原的應用程式中移除的特定資源。您未
指定排除的資源將會從快照或備份還原。

規則可以是「包含」或「排除」類型。合併資源包容與排除的規則無法使用。

步驟

1. 在您選擇篩選資源並在「還原應用程式」精靈中選取「包含」或「排除」選項之後、請選取 * 新增「包括」
規則 * 或 * 新增排除規則 * 。

您無法排除 Astra Control 自動包含的任何叢集範圍資源。

2. 設定篩選規則：

您必須指定至少一個命名空間、標籤或 GVK 。請確保套用篩選規則後保留的任何資源、足以
讓還原的應用程式保持正常狀態。

a. 選取規則的特定命名空間。如果您沒有進行選擇、篩選器將會使用所有命名空間。

如果您的應用程式原本包含多個命名空間、而您將其還原至新命名空間、則即使所有命名
空間不包含資源、也會建立這些命名空間。

b. （選用）輸入資源名稱。

c. （選用） * 標籤選取器 * ：包含 A "標籤選取器" 新增至規則。標籤選取器僅用於篩選符合所選標籤的資
源。

d. （選用）選取 * 使用設定為篩選資源 * 的 GVK （ GroupVersionKind ）、以取得其他篩選選項。

如果您使用的是 GVK 篩選器、則必須指定版本和種類。

i. （選用） * 群組 * ：從下拉式清單中選取 Kubernetes API 群組。

ii. * 種類 * ：從下拉式清單中、選取要在篩選器中使用的 Kubernetes 資源類型的物件架構。

iii. * 版本 * ：選取 Kubernetes API 版本。
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3. 根據您的輸入項目來檢閱建立的規則。

4. 選取*「Add*」。

您可以根據需要建立任意數量的資源、包括和排除規則。這些規則會在您開始作業之前顯示
在還原應用程式摘要中。

應用程式與其他應用程式共用資源的就地還原複雜度

您可以在與其他應用程式共用資源的應用程式上執行就地還原作業、並產生非預期的結果。在其中一個應用程式
上執行就地還原時、應用程式之間共享的任何資源都會被取代。

以下是使用 NetApp SnapMirror 複寫進行還原時、造成不必要情況的範例案例：

1. 您可以定義應用程式 app1 使用命名空間 ns1。

2. 您可以設定的複寫關係 app1。

3. 您可以定義應用程式 app2 （在同一個叢集上）使用命名空間 ns1 和 ns2。

4. 您可以設定的複寫關係 app2。

5. 您可以針對進行反轉複寫 app2。這會導致 app1 要停用的來源叢集上的應用程式。

使用 SnapMirror 技術在儲存設備後端之間複寫應用程式

使用Astra Control、您可以利用NetApp SnapMirror技術的非同步複寫功能、利用低RPO（
恢復點目標）和低RTO（恢復時間目標）、為應用程式建立營運不中斷。設定完成後、您
的應用程式就能將資料和應用程式變更從一個儲存後端複寫到另一個儲存後端、在同一個
叢集或不同叢集之間複寫。

如需備份 / 還原與複寫之間的比較、請參閱 "資料保護概念"。

您可以在不同的案例中複寫應用程式、例如下列僅限內部部署、混合式和多雲端的案例：

• 內部部署站台 A 至內部部署站台 A

• 內部部署站台 A 至內部部署站台 B

• 使用 Cloud Volumes ONTAP 將內部部署到雲端

• 透過 Cloud Volumes ONTAP 將雲端移轉至內部部署

• 雲端搭配從功能到雲端（在同一個雲端供應商的不同地區或不同的雲端供應商之間）Cloud Volumes ONTAP

Astra Control可在內部部署叢集、內部部署到雲端（使用Cloud Volumes ONTAP 原地功能）或在雲端之間
（Cloud Volumes ONTAP 從地到Cloud Volumes ONTAP 地）複寫應用程式。

您可以在相反方向同時複寫不同的應用程式。例如、應用程式A、B、C可以從資料中心1複寫到資
料中心2、而應用程式X、Y、Z可以從資料中心2複寫到資料中心1。

使用Astra Control、您可以執行下列與複寫應用程式相關的工作：
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• [設定複寫關係]

• [將複寫的應用程式上線至目的地叢集（容錯移轉）]

• [重新同步複寫失敗的情況]

• [反轉應用程式複寫]

• [將應用程式容錯移轉至原始來源叢集]

• [刪除應用程式複寫關係]

複寫先決條件

Astra Control 應用程式複寫需要先滿足下列先決條件、才能開始進行：

叢集 ONTAP

• * Astra Control Provisioner 或 Astra Trident * ： Astra Control Provisioner 或 Astra Trident 必須同時存在於
使用 ONTAP 作為後端的來源叢集和目的地 Kubernetes 叢集上。Astra Control 使用下列驅動程式所支援的
儲存類別、以 NetApp SnapMirror 技術支援複寫：

◦ ontap-nas

◦ ontap-san

• * 授權 * ：使用資料保護套件的 ONTAP SnapMirror 非同步授權必須同時在來源和目的地 ONTAP 叢集上啟
用。請參閱 "SnapMirror授權概述ONTAP" 以取得更多資訊。

對等關係

• * 叢集與 SVM* ：必須對 ONTAP 儲存設備的後端進行對等處理。請參閱 "叢集與SVM對等概觀" 以取得更多
資訊。

確保兩個 ONTAP 叢集之間複寫關係中使用的 SVM 名稱是唯一的。

• * Astra Control Provisioner 或 Astra Trident 和 SVM* ：對等的遠端 SVM 必須可用於目的地叢集上的 Astra

Control Provisioner 或 Astra Trident 。

Astra控制中心

"部署 Astra Control Center" 在第三個故障網域或次要站台中進行無縫災難恢復。

• * 託管後端 * ：您需要在 Astra 控制中心新增及管理 ONTAP 儲存後端、才能建立複寫關係。

如果您已啟用 Astra 控制資源配置程式、則可在 Astra 控制中心新增及管理 ONTAP 儲存設備
後端。

• * 託管叢集 * ：使用 Astra Control 新增及管理下列叢集、最適合用於不同的故障網域或站台：

◦ 來源 Kubernetes 叢集

◦ 目的地 Kubernetes 叢集

◦ 相關的 ONTAP 叢集

• * 使用者帳戶 * ：當您將 ONTAP 儲存後端新增至 Astra 控制中心時、請套用具有「 admin 」角色的使用者

認證。此角色具有存取方法 http 和 ontapi 同時在ONTAP 來源叢集和目的地叢集上啟用。請參閱 "管
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理ONTAP 使用者帳戶、請參閱本文檔" 以取得更多資訊。

有了 Astra Control Provisioner 功能、您不需要特別定義「管理員」角色來管理 Astra Control

Center 中的叢集、因為 Astra Control Center 不需要這些認證。

Astra Control Center 不支援 NetApp SnapMirror 複寫、用於使用 NVMe over TCP 傳輸協定的儲
存後端。

Astra Trident / ONTAP Estra組態

Astra Control Center 要求您至少設定一個儲存後端、以支援來源叢集和目的地叢集的複寫。如果來源叢集和目
的地叢集相同、則目的地應用程式應使用不同於來源應用程式的儲存後端、以獲得最佳恢復能力。

Astra Control 複寫支援使用單一儲存類別的應用程式。當您將應用程式新增至命名空間時、請確
定該應用程式與命名空間中的其他應用程式具有相同的儲存類別。將 PVC 新增至複寫的應用程式
時、請確定新的 PVC 與命名空間中的其他 PVC 具有相同的儲存類別。

設定複寫關係

設定複寫關係涉及下列事項：

• 選擇 Astra Control 拍攝應用程式快照的頻率（包括應用程式的 Kubernetes 資源、以及每個應用程式磁碟區
的磁碟區快照）

• 選擇複寫排程（包括Kubernetes資源及持續磁碟區資料）

• 設定拍攝快照的時間

步驟

1. 從Astra Control左側導覽中、選取* Applications*。

2. 選擇 * 資料保護 * > * 複寫 * 標籤。

3. 選取 * 設定複寫原則 * 。或者、從「應用程式保護」方塊中選取「動作」選項、然後選取「設定複寫原則
*」。

4. 輸入或選取下列資訊：

◦ * 目的地叢集 * ：輸入目的地叢集（可以與來源叢集相同）。

◦ * 目的地儲存類別 * ：選取或輸入在目的地 ONTAP 叢集上使用對等 SVM 的儲存類別。最佳實務做法
是、目的地儲存類別應指向不同於來源儲存類別的儲存後端。

◦ * 複寫類型 * ： Asynchronous 目前是唯一可用的複寫類型。

◦ 目的地命名空間：為目的地叢集輸入新的或現有的目的地命名空間。

◦ （可選）通過選擇* Add namespace*並從下拉列表中選擇命名空間來添加其他命名空間。

◦ * 複寫頻率 * ：設定您希望 Astra Control 多久拍攝一次快照並複寫到目的地。

◦ * 偏移 * ：設定您想要 Astra Control 拍攝快照的小時數頂端的分鐘數。您可能想要使用偏移、使其不與
其他排程作業一致。

偏移備份和複寫排程、以避免排程重疊。例如、在每小時的最長時間執行備份、並排程複
寫以 5 分鐘偏移和 10 分鐘間隔開始。
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5. 選取*下一步*、檢閱摘要、然後選取*儲存*。

一開始、狀態會在第一個排程發生之前顯示「app-mirror」（應用程式鏡射）。

Astra Control 會建立用於複寫的應用程式快照。

6. 若要查看應用程式快照狀態、請選取 * 應用程式 * > * 快照 * 索引標籤。

快照名稱使用的格式 replication-schedule-<string>。Astra Control 會保留上次用於複寫的快照。
成功完成複寫後、任何較舊的複寫快照都會刪除。

結果

這會建立複寫關係。

Astra Control在建立關係後完成下列行動：

• 在目的地上建立命名空間（如果不存在）

• 在目的地命名空間上建立一個與來源應用程式PVCS對應的PVc。

• 擷取應用程式一致的初始快照。

• 使用初始快照建立持續磁碟區的 SnapMirror 關係。

「 * 資料保護 * 」頁面會顯示複寫關係的狀態和狀態：
<Health status> | <Relationship life cycle state>

例如：正常|已建立

深入瞭解本主題結尾的複寫狀態和狀態。

將複寫的應用程式上線至目的地叢集（容錯移轉）

使用 Astra Control 、您可以將複寫的應用程式容錯移轉至目的地叢集。此程序會停止複寫關係、並在目的地叢
集上使應用程式上線。此程序不會停止來源叢集上的應用程式（如果運作正常）。

步驟

1. 從Astra Control左側導覽中、選取* Applications*。

2. 選擇 * 資料保護 * > * 複寫 * 標籤。

3. 從「動作」功能表中、選取 * 容錯移轉 * 。

4. 在「容錯移轉」頁面中、檢閱資訊並選取*容錯移轉*。

結果

容錯移轉程序會執行下列動作：

• 目的地應用程式是根據最新的複寫快照來啟動。

• 來源叢集和應用程式（如果運作正常）不會停止、將會繼續執行。

• 複寫狀態會變更為「容錯移轉」、並在完成後變更為「容錯移轉」。

• 來源應用程式的保護原則會根據容錯移轉時來源應用程式上的排程、複製到目的地應用程式。
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• 如果來源應用程式已啟用一或多個還原後執行掛勾、則會為目的地應用程式執行這些執行掛勾。

• Astra Control會在來源叢集和目的地叢集上顯示應用程式及其各自的健全狀況。

重新同步複寫失敗的情況

重新同步作業會重新建立複寫關係。您可以選擇關聯的來源、以保留來源或目的地叢集上的資料。此作業會重新
建立SnapMirror關係、以便在選擇的方向開始磁碟區複寫。

此程序會在重新建立複寫之前、停止新目的地叢集上的應用程式。

在重新同步程序期間、生命週期狀態會顯示為「Establishing」。

步驟

1. 從Astra Control左側導覽中、選取* Applications*。

2. 選擇 * 資料保護 * > * 複寫 * 標籤。

3. 從「動作」功能表中、選取 * 重新同步 * 。

4. 在「ResSync（重新同步）」頁面中、選取包含您要保留之資料的來源或目的地應用程式執行個體。

請謹慎選擇重新同步來源、因為目的地上的資料將被覆寫。

5. 選擇*重新同步*以繼續。

6. 輸入「resSync」以確認。

7. 選取*是、重新同步*以完成。

結果

• 「複寫」頁面會顯示「建立」作為複寫狀態。

• Astra Control會在新的目的地叢集上停止應用程式。

• Astra Control會使用SnapMirror重新同步、在所選方向重新建立持續Volume複寫。

• 「複寫」頁面會顯示更新的關係。

反轉應用程式複寫

這是將應用程式移至目的地儲存後端、同時繼續複寫回原始來源儲存後端的計畫作業。Astra Control 會停止來
源應用程式、並在容錯移轉至目的地應用程式之前、將資料複寫到目的地。

在這種情況下、您要交換來源和目的地。

步驟

1. 從Astra Control左側導覽中、選取* Applications*。

2. 選擇 * 資料保護 * > * 複寫 * 標籤。

3. 從「動作」功能表中、選取 * 「反向複寫」 * 。

4. 在「Reverse Replication」（反轉複寫）頁面中、檢閱資訊、然後選取* Reverse Replication*繼續。

結果
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下列動作是因為反轉複寫而發生：

• 原始來源應用程式的 Kubernetes 資源會擷取快照。

• 刪除應用程式的Kubernetes資源（保留PVCS和PVs）、即可順利停止原始來源應用程式的Pod。

• 當 Pod 關機之後、應用程式的磁碟區快照就會被擷取和複寫。

• SnapMirror關係中斷、使目的地磁碟區準備好進行讀寫。

• 應用程式的 Kubernetes 資源會從關機前快照還原、並使用原始來源應用程式關機後複寫的 Volume 資料。

• 複寫會以相反方向重新建立。

將應用程式容錯移轉至原始來源叢集

使用 Astra Control 、您可以在容錯移轉作業之後、使用下列作業順序來達成「容錯回復」。在此工作流程中、
Astra Control 會先複寫（重新同步）任何應用程式變更回原始來源應用程式、然後再反轉複寫方向。

此程序從已完成容錯移轉至目的地的關係開始、並涉及下列步驟：

• 從容錯移轉狀態開始。

• 重新同步關係。

• 反轉複寫。

步驟

1. 從Astra Control左側導覽中、選取* Applications*。

2. 選擇 * 資料保護 * > * 複寫 * 標籤。

3. 從「動作」功能表中、選取 * 重新同步 * 。

4. 針對容錯回復作業、請選擇容錯移轉應用程式做為重新同步作業的來源（保留任何在容錯移轉後寫入的資料
）。

5. 輸入「resSync」以確認。

6. 選取*是、重新同步*以完成。

7. 重新同步完成後、請在「Data Protection（資料保護）」>「Replication（複寫）」索引標籤的「Actions（
動作）」功能表中、選取* Reverse replection*（反轉複寫）。

8. 在「Reverse Replication」（反轉複寫）頁面中、檢閱資訊並選取* Reverse Replication*。

結果

這將「重新同步」和「反轉關係」作業的結果結合在一起、以便在原始來源叢集上使應用程式上線、並將複寫恢
復至原始目的地叢集。

刪除應用程式複寫關係

刪除關係會產生兩個獨立的應用程式、兩者之間沒有任何關係。

步驟

1. 從Astra Control左側導覽中、選取* Applications*。

2. 選擇 * 資料保護 * > * 複寫 * 標籤。
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3. 從「應用程式保護」方塊或關係圖中、選取 * 刪除複寫關係 * 。

結果

刪除複寫關係之後會發生下列動作：

• 如果建立關係、但應用程式尚未在目的地叢集上上線（容錯移轉）、Astra Control會保留初始化期間建立
的PVCS、並在目的地叢集上留下「空白」的託管應用程式、並保留目的地應用程式、以保留可能建立的任
何備份。

• 如果應用程式已在目的地叢集上線（容錯移轉）、Astra Control會保留PVCS和目的地應用程式。來源和目
的地應用程式現在被視為獨立的應用程式。備份排程會保留在兩個應用程式上、但不會彼此關聯。 

複寫關係健全狀況狀態和關係生命週期狀態

Astra Control會顯示複寫關係的關係健全狀況、以及複寫關係的生命週期狀態。

複寫關係健全狀況狀態

下列狀態表示複寫關係的健全狀況：

• * 正常 * ：關係正在建立或已建立、最近的快照已成功傳輸。

• 警告：關係可能是容錯移轉或容錯移轉（因此不再保護來源應用程式）。

• 重大

◦ 關係正在建立或容錯移轉、最後一次的協調嘗試失敗。

◦ 建立關係、最後一次嘗試協調新增的永久虛擬基礎虛擬基礎虛擬基礎虛擬基礎虛擬基礎虛擬基礎層面
時、就會失敗。

◦ 這種關係已建立（因此已複寫成功的快照、並可能進行容錯移轉）、但最近的快照無法複寫或無法複
寫。

複寫生命週期狀態

下列狀態反映複寫生命週期的不同階段：

• 正在建立：正在建立新的複寫關係。Astra Control會視需要建立命名空間、在目的地叢集的新磁碟區上建立
持續磁碟區宣告（PVCS）、並建立SnapMirror關係。此狀態也表示複寫正在重新同步或反轉複寫。

• 已建立：存在複寫關係。Astra Control 會定期檢查 PVC 是否可用、檢查複寫關係、定期建立應用程式快
照、並在應用程式中識別任何新的來源 PVC 。如果是、Astra Control會建立資源以將其納入複寫中。

• * 容錯移轉 * ： Astra Control 會中斷 SnapMirror 關係、並從上次成功複寫的應用程式快照中還原應用程式
的 Kubernetes 資源。

• * 故障轉移 * ： Astra Control 停止從來源叢集複寫、在目的地上使用最近（成功）複寫的應用程式快照、並
還原 Kubernetes 資源。

• 重新同步：Astra Control使用SnapMirror重新同步、將重新同步來源上的新資料重新同步至重新同步目的
地。此作業可能會根據同步方向覆寫目的地上的部分資料。Astra Control會停止在目的地命名空間上執行的
應用程式、並移除Kubernetes應用程式。在重新同步程序期間、狀態會顯示為「Establing（正在建立）」。

• 反轉：是將應用程式移至目的地叢集、同時繼續複寫回原始來源叢集的計畫性作業。Astra Control會停止來
源叢集上的應用程式、將資料複寫到目的地、然後再將應用程式容錯移轉到目的地叢集。在反向複寫期間、
狀態會顯示為「Establing（正在建立）」。
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• 刪除：

◦ 如果複寫關係已建立但尚未容錯移轉、Astra Control會移除複寫期間建立的PVCS、並刪除目的地託管應
用程式。

◦ 如果複寫已失敗、Astra Control會保留PVCS和目的地應用程式。

複製及移轉應用程式

您可以複製現有的應用程式、在相同的Kubernetes叢集或其他叢集上建立複製的應用程
式。當Astra Control複製應用程式時、會建立應用程式組態和持續儲存的複本。

如果您需要將應用程式和儲存設備從一個Kubernetes叢集移至另一個叢集、複製作業將有助於您。例如、您可
能想要透過CI/CD傳輸途徑和Kubernetes命名空間來移動工作負載。您可以使用Astra Control Center UI或
"Astra Control API" 複製及移轉應用程式。

開始之前

• * 檢查目的地 Volume * ：如果您複製到不同的儲存類別、請確定儲存類別使用相同的持續磁碟區存取模式（
例如 ReadWriteMany ）。如果目的地持續磁碟區存取模式不同、則複製作業將會失敗。例如、如果來源持
續性磁碟區使用 rwx 存取模式、請選取無法提供 rwx 的目的地儲存類別、例如 Azure Managed Disks 、

AWS EBS 、 Google Persistent Disk 或 ontap-san，將導致克隆操作失敗。如需持續磁碟區存取模式的詳
細資訊、請參閱 "Kubernetes" 文件。

• 若要將應用程式複製到不同的叢集、您必須確保包含來源和目的地叢集（如果它們不同）的雲端執行個體具
有預設的儲存區。您必須為每個雲端執行個體指派預設儲存區。

• 在複製作業期間、需要IngresClass資源或Webhooks才能正常運作的應用程式、不得在目的地叢集上定義這
些資源。

在OpenShift環境中進行應用程式複製時、Astra Control Center需要允許OpenShift掛載磁碟區並
變更檔案的擁有權。因此、您必須設定ONTAP 一個不中斷的Volume匯出原則、才能執行這些作
業。您可以使用下列命令來執行此作業：

1. 「匯出原則規則modify -vserver <儲存虛擬機器名稱>-policyname <原則名稱>-rueindex 1 -超
級使用者sys」

2. 「匯出原則規則修改-vserver <儲存虛擬機器名稱>-policyname <原則名稱>-rueindex 1 -anon

65534」

複製限制

• 明確的儲存類別：如果您部署的應用程式已明確設定儲存類別、而且需要複製應用程式、則目標叢集必須具
有原本指定的儲存類別。將具有明確設定儲存類別的應用程式複製到沒有相同儲存類別的叢集、將會失敗。

• * ONTAP NAS 經濟型應用程式 * ：如果應用程式的儲存類別有支援、您就無法使用複製作業 ontap-nas-

economy 驅動程式：不過、您可以 "啟用 ONTAP NAS 經濟營運的備份與還原"。

• * Clone與使用者限制*：任何具有命名空間名稱/ ID或命名空間標籤限制的成員使用者、都可以將應用程式複
製或還原至同一叢集上的新命名空間、或是組織帳戶中的任何其他叢集。不過、相同的使用者無法存取新命
名空間中的複製或還原應用程式。在複製或還原作業建立新命名空間之後、帳戶管理員 / 擁有者可以編輯成
員使用者帳戶、並更新受影響使用者的角色限制、以授予新命名空間的存取權。

• * Clones使用預設值區段*：在應用程式備份或應用程式還原期間、您可以選擇性地指定區段ID。不過、應用
程式複製作業一律會使用已定義的預設儲存區。沒有選項可變更實體複本的儲存區。如果您想要控制所使用
的儲存桶、您也可以選擇 "變更庫位預設值" 或執行 "備份" 接著是A "還原" 獨立提供。
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• 使用Jenkins CI：如果您複製由操作人員部署的Jenkins CI執行個體、則必須手動還原持續性資料。這是應
用程式部署模式的限制。

• 使用S3鏟斗：Astra Control Center中的S3鏟斗不會報告可用容量。在備份或複製由Astra Control Center管
理的應用程式之前、請先查看ONTAP 資訊庫（英文）或StorageGRID 資訊庫（英文）管理系統中的庫位資
訊。

• * 使用特定版本的 PostgreSQL * ：同一個叢集中的應用程式複製作業、會以 Bitnami PostgreSQL 11.5.0 圖
表持續失敗。若要成功複製、請使用舊版或更新版本的圖表。

OpenShift考量

• 叢集與OpenShift版本：如果您在叢集之間複製應用程式、來源與目的地叢集必須是OpenShift的相同發佈版
本。例如、如果您從OpenShift 4.7叢集複製應用程式、請使用同樣為OpenShift 4.7的目的地叢集。

• 專案與UID：當您建立專案以在OpenShift叢集上裝載應用程式時、專案（或Kubernetes命名空間）會被指派
安全性轉換唯一碼。若要啟用Astra Control Center來保護應用程式、並將應用程式移至OpenShift中的其他
叢集或專案、您必須新增原則、讓應用程式以任何唯一識別碼的形式執行。例如、下列OpenShift CLI命令會
將適當的原則授予WordPress應用程式。

「occ new－project worm新聞」（occ new－project wormPress）「ocadm policy add－scc to－group

anyuid system:serviceaccounts：wormPress」（ocadm policy add－scc對使用者權限-z預設值-n

wormPress）

步驟

1. 選擇*應用程式*。

2. 執行下列其中一項：

◦ 在所需應用程式的*「Actions」（動作）欄中、選取「Options」（選項）功能表。

◦ 選取所需應用程式的名稱、然後選取頁面右上角的狀態下拉式清單。

3. 選擇* Clone（克隆）*。

4. 指定實體複本的詳細資料：

◦ 輸入名稱。

◦ 選擇要複製的目的地叢集。

◦ 輸入複本的目的地命名空間。與應用程式相關聯的每個來源命名空間都會對應至您所定義的目的地命名
空間。

Astra Control會在複製作業中建立新的目的地命名空間。您指定的目的地命名空間不得已
存在於目的地叢集上。

◦ 選擇*下一步*。

◦ 選擇保留與應用程式相關的原始儲存類別、或選擇不同的儲存類別。

您可以將應用程式的儲存類別移轉至原生雲端供應商儲存類別或其他支援的儲存類別、然

後從以作為後盾的儲存類別移轉應用程式 ontap-nas-economy 以作為後盾的儲存類別

ontap-nas 在同一個叢集上、或是將應用程式複製到另一個叢集、並以儲存類別為後盾

ontap-nas-economy 驅動程式：
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如果您選取不同的儲存類別、而此儲存類別在還原時並不存在、則會傳回錯誤。

5. 選擇*下一步*。

6. 檢閱有關複本的資訊、然後選取* Clone（複製）*。

結果

Astra Control會根據您提供的資訊來複製應用程式。當有新的應用程式複製時、複製作業會成功完成 Healthy

請在「應用程式」頁面上說明。

在複製或還原作業建立新命名空間之後、帳戶管理員 / 擁有者可以編輯成員使用者帳戶、並更新受影響使用者的
角色限制、以授予新命名空間的存取權。

資料保護作業（複製、備份或還原）及後續持續調整磁碟區大小之後、UI中會顯示新的磁碟區大
小、延遲最多20分鐘。資料保護作業只需幾分鐘就能成功完成、您可以使用儲存後端的管理軟體
來確認磁碟區大小的變更。

管理應用程式執行掛勾

執行攔截是一種自訂動作、可設定搭配託管應用程式的資料保護作業一起執行。例如、如
果您有資料庫應用程式、您可以使用執行掛勾來暫停快照之前的所有資料庫交易、並在快
照完成後繼續交易。如此可確保應用程式一致的快照。

執行掛勾的類型

Astra Control Center 支援下列類型的執行掛鉤、視執行時機而定：

• 快照前

• 快照後

• 預先備份

• 備份後

• 還原後

• 容錯移轉後

執行攔截篩選器

當您新增或編輯應用程式的執行掛鉤時、您可以將篩選器新增至執行掛鉤、以管理掛鉤將符合的容器。篩選器對
於在所有容器上使用相同容器映像的應用程式來說非常實用、但可能會將每個映像用於不同的用途（例
如Elasticsearch）。篩選器可讓您建立執行攔截器在某些容器上執行的案例、但不一定所有容器都相同。如果您
為單一執行掛勾建立多個篩選器、這些篩選器會與邏輯和運算子結合使用。每個執行掛機最多可有10個作用中
篩選器。

您新增至執行掛勾的每個篩選器都會使用規則運算式來比對叢集中的容器。當掛機符合容器時、掛機會在該容器
上執行其相關的指令碼。篩選器的規則運算式使用規則運算式2（RE2）語法、不支援建立篩選器、將容器從相
符項目清單中排除。如需Astra Control在執行攔截篩選器中支援規則運算式的語法資訊、請參閱 "規則運算式2

（RE2）語法支援"。
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如果您將命名空間篩選器新增至執行掛勾、而執行還原或複製作業之後執行、且還原或複製來源
與目的地位於不同的命名空間、則命名空間篩選器只會套用至目的地命名空間。

關於自訂執行掛勾的重要注意事項

規劃應用程式的執行掛勾時、請考量下列事項。

由於執行掛勾通常會減少或完全停用執行中應用程式的功能、因此您應該一律盡量縮短自訂執行
掛勾執行所需的時間。
如果您以相關的執行掛勾開始備份或快照作業、但隨後取消它、則如果備份或快照作業已經開
始、仍允許掛勾執行。這表示備份後執行掛勾中使用的邏輯無法假設備份已完成。

• 新 Astra Control 部署的執行攔截功能預設為停用。

◦ 您必須先啟用執行攔截功能、才能使用執行攔截器。

◦ 擁有者或管理員使用者可以為目前 Astra Control 帳戶中定義的所有使用者啟用或停用執行攔截功能。請
參閱 [啟用執行攔截功能] 和 [停用執行攔截功能] 以取得相關指示。

◦ 功能啟用狀態會在 Astra Control 升級期間保留。

• 執行攔截必須使用指令碼來執行動作。許多執行掛勾可以參照相同的指令碼。

• Astra Control需要執行掛勾所使用的指令碼、以執行Shell指令碼的格式寫入。

• 指令碼大小上限為96KB。

• Astra Control使用執行掛勾設定及任何符合條件、來判斷哪些掛勾適用於快照、備份或還原作業。

• 所有執行掛機故障都是軟性故障、即使掛機故障、仍會嘗試其他掛機和資料保護作業。但是、當掛機失敗
時、會在*活動*頁面事件記錄中記錄警告事件。

• 若要建立、編輯或刪除執行掛勾、您必須是擁有擁有者、管理員或成員權限的使用者。

• 如果執行掛機執行時間超過25分鐘、掛機將會失敗、並建立傳回代碼為「N/A」的事件記錄項目。任何受影
響的快照都會逾時並標示為故障、並會出現一個事件記錄項目、指出逾時時間。

• 對於隨需資料保護作業、所有攔截事件都會產生並儲存在 * 活動 * 頁面事件記錄中。不過、對於排程的資料
保護作業、事件記錄中只會記錄攔截故障事件（排程資料保護作業本身所產生的事件仍會記錄下來）。

• 如果 Astra Control Center 將複寫的來源應用程式容錯移轉至目的地應用程式、則在容錯移轉完成後、會針
對目的地應用程式執行啟用的任何容錯移轉後執行攔截。

如果您在 Astra Control Center 23.04 上執行還原後掛勾、並將 Astra Control Center 升級至
23.07 或更新版本、則容錯移轉複寫後將不再執行還原後執行掛勾。您需要為應用程式建立新
的容錯移轉後執行掛鉤。或者、您也可以將用於容錯移轉的現有還原後掛鉤作業類型、從「
還原後」變更為「容錯移轉後」。

執行順序

執行資料保護作業時、執行掛機事件會依照下列順序發生：

1. 任何適用的自訂操作前執行掛勾都會在適當的容器上執行。您可以視需要建立及執行任意數量的自訂操作前
掛勾、但在作業之前執行這些掛勾的順序既不保證也無法設定。

2. 執行資料保護作業。
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3. 任何適用的自訂操作後執行掛勾都會在適當的容器上執行。您可以視需要建立及執行任意數量的自訂後置作
業掛勾、但在作業後執行這些掛勾的順序並不保證也無法設定。

如果您建立同一類型的多個執行掛勾（例如預先快照）、則無法保證這些掛勾的執行順序。不過、不同類型的掛
勾的執行順序也有保證。例如、具有所有不同類型勾點的組態執行順序如下：

1. 執行備份前掛勾

2. 執行快照前掛勾

3. 快照後掛勾已執行

4. 執行備份後掛勾

5. 執行還原後的掛勾

如需此組態的範例、請參閱中表格的案例編號2 [確定掛機是否會執行]。

在正式作業環境中啟用執行攔截指令碼之前、請務必先進行測試。您可以使用’kubecl exec’命令
來方便地測試指令碼。在正式作業環境中啟用執行掛勾之後、請測試所產生的快照和備份、以確
保它們一致。您可以將應用程式複製到暫用命名空間、還原快照或備份、然後測試應用程式、藉
此完成此作業。

確定掛機是否會執行

請使用下表協助判斷您的應用程式是否會執行自訂執行掛勾。

請注意、所有的高階應用程式作業都是執行快照、備份或還原等基本作業之一。視案例而定、複製作業可能由這
些作業的各種組合組成、因此複製作業執行的執行掛勾內容會有所不同。

就地還原作業需要現有的快照或備份、因此這些作業不會執行快照或備份掛勾。

如果您先開始、然後取消包含快照的備份、並有相關的執行掛勾、有些掛勾可能會執行、有些則
不會執行。這表示備份後執行掛勾無法假設備份已完成。請謹記以下幾點、以相關的執行掛勾來
取消備份：

• 備份前和備份後的掛勾一律會執行。

• 如果備份包含新的快照、而且快照已啟動、則會執行快照前和快照後的掛勾。

• 如果在快照開始之前取消備份、則不會執行快照前和快照後掛勾。

案例 營運 現有快照 現有備份 命名空間 叢集 Snapsho

t

hooks會
執行

備份掛勾
運轉

執行還原
掛勾

容錯移轉
攔截器執
行中

1. 複製 n n 新功能 相同 是 n 是 n

2. 複製 n n 新功能 與眾不同 是 是 是 n

3. 複製或還
原

是 n 新功能 相同 n n 是 n

4. 複製或還
原

n 是 新功能 相同 n n 是 n
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案例 營運 現有快照 現有備份 命名空間 叢集 Snapsho

t

hooks會
執行

備份掛勾
運轉

執行還原
掛勾

容錯移轉
攔截器執
行中

5. 複製或還
原

是 n 新功能 與眾不同 n n 是 n

6. 複製或還
原

n 是 新功能 與眾不同 n n 是 n

7. 還原 是 n 現有的 相同 n n 是 n

8. 還原 n 是 現有的 相同 n n 是 n

9. Snapshot 不適用 不適用 不適用 不適用 是 不適用 不適用 n

10. 備份 n 不適用 不適用 不適用 是 是 不適用 n

11. 備份 是 不適用 不適用 不適用 n n 不適用 n

12. 容錯移轉 是 不適用 由複寫所
建立

與眾不同 n n n 是

13. 容錯移轉 是 不適用 由複寫所
建立

相同 n n n 是

執行攔截範例

請造訪 "NetApp Verda GitHub專案" 可下載熱門應用程式的實際執行掛勾、例如Apache Cassandra

和Elasticsearch。您也可以查看範例、瞭解如何建構您自己的自訂執行掛勾。

啟用執行攔截功能

如果您是擁有者或管理員使用者、則可以啟用執行攔截功能。當您啟用此功能時、此 Astra Control 帳戶中定義
的所有使用者都可以使用執行掛勾、並檢視現有的執行掛勾和掛勾指令碼。

步驟

1. 移至*應用程式*、然後選取託管應用程式的名稱。

2. 選取*執行掛勾*索引標籤。

3. 選取 * 啟用執行攔截 * 。

出現 Account > * 功能設定 * 標籤。

4. 在 * 執行攔截 * 窗格中、選取設定功能表。

5. 選取 * 啟用 * 。

6. 請注意出現的安全性警告。

7. 選擇 * 是、啟用執行攔截 * 。

停用執行攔截功能

如果您是擁有者或管理員使用者、您可以針對此 Astra Control 帳戶中定義的所有使用者停用執行攔截功能。您
必須先刪除所有現有的執行掛勾、才能停用執行掛勾功能。請參閱 [刪除執行掛勾] 以取得刪除現有執行掛鉤的
指示。
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步驟

1. 移至 * 帳戶 * 、然後選取 * 功能設定 * 索引標籤。

2. 選取*執行掛勾*索引標籤。

3. 在 * 執行攔截 * 窗格中、選取設定功能表。

4. 選擇*停用*。

5. 請注意出現的警告。

6. 類型 disable 確認您要停用所有使用者的功能。

7. 選擇 * 是、停用 * 。

檢視現有的執行掛勾

您可以檢視應用程式的現有自訂執行掛勾。

步驟

1. 移至*應用程式*、然後選取託管應用程式的名稱。

2. 選取*執行掛勾*索引標籤。

您可以在結果清單中檢視所有已啟用或已停用的執行掛勾。您可以查看某個掛機的狀態、相符的容器數量、

建立時間、以及何時執行（作業前或作業後）。您可以選取 + 勾號名稱旁的圖示、可展開要執行的容器清
單。若要檢視與此應用程式執行掛勾相關的事件記錄、請前往*活動*索引標籤。

檢視現有的指令碼

您可以檢視現有上傳的指令碼。您也可以在此頁面上查看使用中的指令碼、以及使用這些指令碼的攔截器。

步驟

1. 前往*帳戶*。

2. 選取*指令碼*索引標籤。

您可以在此頁面上看到現有上傳指令碼的清單。「使用者」欄會顯示每個指令碼使用的執行掛勾。

新增指令碼

每個執行攔截都必須使用指令碼來執行動作。您可以新增一個或多個執行掛勾可以參考的指令碼。許多執行攔截
器都可以參照相同的指令碼、只要變更一個指令碼、就能更新許多執行攔截器。

步驟

1. 確定執行攔截功能為 已啟用。

2. 前往*帳戶*。

3. 選取*指令碼*索引標籤。

4. 選取*「Add*」。

5. 執行下列其中一項：

◦ 上傳自訂指令碼。
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i. 選取*上傳檔案*選項。

ii. 瀏覽至檔案並上傳。

iii. 為指令碼指定唯一名稱。

iv. （選用）輸入其他系統管理員應該知道的任何指令碼附註。

v. 選取*儲存指令碼*。

◦ 從剪貼簿貼入自訂指令碼。

i. 選取*貼上或類型*選項。

ii. 選取文字欄位、然後將指令碼文字貼到欄位中。

iii. 為指令碼指定唯一名稱。

iv. （選用）輸入其他系統管理員應該知道的任何指令碼附註。

6. 選取*儲存指令碼*。

結果

新指令碼會出現在「指令碼」索引標籤的清單中。

刪除指令碼

如果指令碼不再需要、也不被任何執行掛勾使用、您可以從系統中移除指令碼。

步驟

1. 前往*帳戶*。

2. 選取*指令碼*索引標籤。

3. 選擇要移除的指令碼、然後在*「Actions」（動作）*欄中選取功能表。

4. 選擇*刪除*。

如果指令碼與一個或多個執行掛勾相關聯、則無法使用*刪除*動作。若要刪除指令碼、請先編輯
相關的執行掛勾、然後將其與其他指令碼建立關聯。

建立自訂執行掛勾

您可以為應用程式建立自訂執行掛鉤、並將其新增至 Astra Control 。請參閱 [執行攔截範例] 如需攔截範例、您
需要擁有擁有擁有者、管理員或成員權限、才能建立執行掛勾。

當您建立自訂Shell指令碼作為執行掛勾時、請記得在檔案開頭指定適當的Shell、除非您執行特定
命令或提供執行檔的完整路徑。

步驟

1. 確定執行攔截功能為 已啟用。

2. 選取*應用程式*、然後選取託管應用程式的名稱。

3. 選取*執行掛勾*索引標籤。

4. 選取*「Add*」。
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5. 在「勾號詳細資料」區域中：

a. 從「作業」下拉式功能表中選取作業類型、以判斷掛機應在何時執行。

b. 輸入掛機的唯一名稱。

c. （選用）輸入執行期間要傳遞至掛機的任何引數、並在您輸入的每個引數之後按Enter鍵以記錄每個引
數。

6. （可選）在*勾選篩選器詳細資料*區域中、您可以新增篩選器來控制執行勾點所在的容器：

a. 選取*新增篩選器*。

b. 在*勾選篩選類型*欄中、從下拉式功能表中選擇要篩選的屬性。

c. 在* Regex*欄中、輸入要做為篩選器的規則運算式。Astra Control使用 "規則運算式2（RE2）regex語
法"。

如果您篩選的是屬性的確切名稱（例如pod名稱）、而規則運算式欄位中沒有其他文字、
則會執行子字串比對。若要完全符合名稱及名稱、請使用確切的字串相符語法（例如、

^exact_podname$）。

d. 若要新增更多篩選條件、請選取*新增篩選條件*。

執行掛勾的多個篩選器會與邏輯和運算子結合使用。每個執行掛機最多可有10個作用中篩
選器。

7. 完成後、選取*下一步*。

8. 在*指令碼*區域中、執行下列其中一項：

◦ 新增指令碼。

i. 選取*「Add*」。

ii. 執行下列其中一項：

▪ 上傳自訂指令碼。

I. 選取*上傳檔案*選項。

II. 瀏覽至檔案並上傳。

III. 為指令碼指定唯一名稱。

IV. （選用）輸入其他系統管理員應該知道的任何指令碼附註。

V. 選取*儲存指令碼*。

▪ 從剪貼簿貼入自訂指令碼。

I. 選取*貼上或類型*選項。

II. 選取文字欄位、然後將指令碼文字貼到欄位中。

III. 為指令碼指定唯一名稱。

IV. （選用）輸入其他系統管理員應該知道的任何指令碼附註。

◦ 從清單中選取現有的指令碼。

這會指示執行掛勾使用此指令碼。
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9. 選擇*下一步*。

10. 檢閱執行掛機組態。

11. 選取*「Add*」。

檢查執行掛勾的狀態

在快照、備份或還原作業完成執行之後、您可以檢查執行掛勾的狀態、該掛勾是執行作業的一部分。您可以使用
此狀態資訊來判斷是否要保留執行掛勾、修改或刪除它。

步驟

1. 選取*應用程式*、然後選取託管應用程式的名稱。

2. 選取*資料保護*索引標籤。

3. 選取* Snapshot*以查看執行中的快照、或選取*備份*以查看執行中的備份。

「掛機狀態」會顯示執行掛機在作業完成後執行的狀態。您可以將游標暫留在狀態上、以取得更多詳細資
料。例如、如果快照期間發生執行掛機故障、則將游標移到該快照的掛機狀態上會顯示故障執行掛勾的清
單。若要查看每次失敗的原因、您可以查看左側導覽區域的*活動*頁面。

檢視指令碼使用量

您可以在Astra Control Web UI中查看哪些執行掛勾使用特定指令碼。

步驟

1. 選擇*帳戶*。

2. 選取*指令碼*索引標籤。

指令碼清單中的「使用者」欄位包含清單中每個指令碼所使用之掛勾的詳細資料。

3. 在「使用者」欄中選取您感興趣的指令碼資訊。

此時會出現更詳細的清單、其中包含使用指令碼的掛勾名稱、以及設定用來執行的作業類型。

編輯執行掛勾

如果您想要變更執行掛勾的屬性、篩選器或所使用的指令碼、您可以編輯執行掛勾。您需要擁有擁有擁有者、管
理員或成員權限、才能編輯執行掛勾。

步驟

1. 選取*應用程式*、然後選取託管應用程式的名稱。

2. 選取*執行掛勾*索引標籤。

3. 在「動作」欄中選取「選項」功能表、以選取您要編輯的掛勾。

4. 選擇*編輯*。

5. 完成每個區段後、請選擇*下一步*進行任何必要的變更。

6. 選擇*保存*。
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停用執行掛勾

如果您想要暫時避免在應用程式快照之前或之後執行、可以停用執行掛勾。您需要擁有擁有擁有者、管理員或成
員權限、才能停用執行掛勾。

步驟

1. 選取*應用程式*、然後選取託管應用程式的名稱。

2. 選取*執行掛勾*索引標籤。

3. 在「動作」欄中選取「選項」功能表、以顯示您要停用的掛勾。

4. 選擇*停用*。

刪除執行掛勾

如果不再需要執行掛勾、您可以完全移除該掛勾。您需要擁有擁有擁有者、管理員或成員權限、才能刪除執行掛
勾。

步驟

1. 選取*應用程式*、然後選取託管應用程式的名稱。

2. 選取*執行掛勾*索引標籤。

3. 在「動作」欄中選取「選項」功能表、以選取您要刪除的掛勾。

4. 選擇*刪除*。

5. 在產生的對話方塊中、輸入「DELETE」進行確認。

6. 選擇*是、刪除執行勾點*。

以取得更多資訊

• "NetApp Verda GitHub專案"

使用 Astra Control Center 保護 Astra Control Center

為了更有效地確保在執行 Astra Control Center 的 Kubernetes 叢集上的恢復能力、請保護
Astra Control Center 應用程式本身。您可以使用次要 Astra Control Center 執行個體來備
份和還原 Astra Control Center 、或是在基礎儲存設備使用 ONTAP 時使用 Astra 複寫。

在這些案例中、 Astra Control Center 的第二個執行個體會部署並設定在不同的故障網域中、並在不同於主要
Astra Control Center 執行個體的第二個 Kubernetes 叢集上執行。第二個 Astra Control 執行個體用於備份主要
Astra Control Center 執行個體、並可能還原主要 Astra Control Center 執行個體。還原或複寫的 Astra Control

Center 執行個體將繼續為應用程式叢集應用程式提供應用程式資料管理、並還原這些應用程式的備份和快照存
取能力。

開始之前

在設定 Astra Control Center 的保護方案之前、請務必先執行下列步驟：

• * 執行主要 Astra Control Center 執行個體 * 的 Kubernetes 叢集：此叢集主控管理應用程式叢集的主要
Astra Control Center 執行個體。

• * 第二個 Kubernetes 叢集、其與執行次要 Astra Control Center 執行個體的主叢集具有相同的 Kubernetes
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發佈類型 * ：此叢集主控管理主要 Astra Control Center 執行個體的 Astra Control Center 執行個體。

• * 第三個 Kubernetes 叢集、其 Kubernetes 發佈類型與主叢集相同 * ：此叢集將主控已還原或複寫的 Astra

Control Center 執行個體。它必須具有目前部署在主要主機上的相同 Astra Control Center 命名空間。例

如、如果 Astra Control Center 部署在命名空間中 netapp-acc 在來源叢集上、命名空間 netapp-acc 目
的地 Kubernetes 叢集上的任何應用程式都必須可用、且不得使用。

• * 相容 S3 的儲存庫 * ：每個 Astra Control Center 執行個體都有可存取的 S3 相容物件儲存貯體。

• * 已設定的負載平衡器 * ：負載平衡器為 Astra 提供 IP 位址、而且必須與應用程式叢集和兩個 S3 儲存區建
立網路連線。

• * 叢集符合 Astra Control Center 的需求 * ： Astra Control Center 保護所使用的每個叢集都符合 "Astra

Control Center 的一般需求"。

關於這項工作

這些程序說明使用 Astra Control Center 還原至新叢集的必要步驟 備份與還原 或 複寫。步驟是根據以下所示的
範例組態：

在此範例組態中、會顯示下列內容：

• * 執行主要 Astra Control Center 執行個體 * 的 Kubernetes 叢集：

◦ OpenShift 叢集： ocp-cluster-1

◦ Astra Control Center 主要執行個體： ocp-cluster-1.company.com
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◦ 此叢集可管理應用程式叢集。

• * 第二個 Kubernetes 叢集與執行次要 Astra Control Center 執行個體的主要伺服器具有相同的 Kubernetes

發佈類型 * ：

◦ OpenShift 叢集： ocp-cluster-2

◦ Astra Control Center 次要執行個體： ocp-cluster-2.company.com

◦ 此叢集將用於備份主要 Astra Control Center 執行個體、或將複寫設定至不同的叢集（在此範例中為

ocp-cluster-3 叢集）。

• * 第三個 Kubernetes 叢集、其 Kubernetes 發佈類型與用於還原作業的主要叢集相同 * ：

◦ OpenShift 叢集： ocp-cluster-3

◦ Astra Control Center 第三個執行個體： ocp-cluster-3.company.com

◦ 此叢集將用於 Astra Control Center 還原或複寫容錯移轉。

理想情況下、應用程式叢集應位於上述影像中 Kubernetes 和 rancher 叢集所描述的三個 Astra

Control Center 叢集之外。

圖中未說明：

• 所有叢集都安裝 ONTAP 後端與 Astra Trident 或 Astra Control Provisioner 。

• 在此組態中、 OpenShift 叢集使用 MetalLB 做為負載平衡器。

• Snapshot 控制器和 Volume SnapshotClass 也會安裝在所有叢集上、如中所述 "先決條件"。

步驟 1 選項：備份與還原 Astra Control Center

本程序說明使用備份與還原將 Astra Control Center 還原至新叢集的必要步驟。

在此範例中、 Astra Control Center 一律安裝在 netapp-acc 命名空間和運算子會安裝在 netapp-acc-

operator 命名空間。

雖然未說明、 Astra Control Center 營運者也可以部署在與 Astra CR 相同的命名空間中。

開始之前

• 您已在叢集上安裝主要 Astra Control Center 。

• 您已在不同的叢集上安裝次要 Astra Control Center 。

步驟

1. 從次要 Astra Control Center 執行個體（在上執行）管理主要 Astra Control Center 應用程式和目的地叢集

ocp-cluster-2 叢集）：

a. 登入次要 Astra Control Center 執行個體。

b. "新增主要 Astra Control Center 叢集" (ocp-cluster-1）。

c. "新增目的地第三叢集" (ocp-cluster-3）用於還原。

2. 在次要 Astra Control Center 上管理 Astra Control Center 和 Astra Control Center 營運者：
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a. 從「應用程式」頁面選取*定義*。

b. 在 * 定義應用程式 * 視窗中、輸入新的應用程式名稱 (netapp-acc）。

c. 選擇執行主要 Astra Control Center 的叢集 (ocp-cluster-1）從 * 叢集 * 下拉式清單。

d. 選擇 netapp-acc 從 * 命名空間 * 下拉式清單中的 Astra Control Center 命名空間。

e. 在「叢集資源」頁面上、勾選 * 包括其他叢集範圍的資源 * 。

f. 選取*新增包含規則*。

g. 選取這些項目、然後選取 * 新增 * ：

▪ 標籤選擇器： <label name>

▪ 群組： apiextensions.k8s.io

▪ 版本： V1,

▪ 種類： CustomResourceDefinition

h. 確認應用程式資訊。

i. 選擇*定義*。

選取 * 定義 * 後、請重複操作員的定義應用程式程序程序 netapp-acc-operator）、然後選取

netapp-acc-operator 定義應用程式精靈中的命名空間。

3. 備份 Astra Control Center 和駕駛員：

a. 在次要 Astra Control Center 上、選取應用程式索引標籤、瀏覽至應用程式頁面。

b. "備份" Astra Control Center 應用程式 (netapp-acc）。

c. "備份" 營運者 (netapp-acc-operator）。

4. 在您備份 Astra Control Center 和營運者之後、請透過模擬災難恢復（ DR ）案例 "解除安裝 Astra Control

Center" 從主叢集。

您可以將 Astra Control Center 還原至新叢集（本程序所述的第三個 Kubernetes 叢集）、並
使用與新安裝的 Astra Control Center 主叢集相同的 DNS 。

5. 使用次要 Astra Control Center 、 "還原" Astra Control Center 應用程式從其備份中的主要執行個體：

a. 選取 * 應用程式 * 、然後選取 Astra Control Center 應用程式的名稱。

b. 從「動作」欄的「選項」功能表中、選取 * 還原 * 。

c. 選擇 * 還原至新命名空間 * 作為還原類型。

d. 輸入還原名稱 (netapp-acc）。

e. 選擇目的地第三叢集 (ocp-cluster-3）。

f. 更新目的地命名空間、使其與原始命名空間相同。

g. 在「還原來源」頁面上、選取將用作還原來源的應用程式備份。

h. 選取 * 使用原始儲存類別還原 * 。

i. 選取 * 還原所有資源 * 。
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j. 檢閱還原資訊、然後選取 * 還原 * 以開始還原程序、將 Astra Control Center 還原至目的地叢集 (ocp-

cluster-3）。應用程式進入時即完成還原 available 州/省。

6. 在目的地叢集上設定 Astra Control Center ：

a. 開啟終端機、並使用 kubeconfig 連線至目的地叢集 (ocp-cluster-3）、其中包含已還原的 Astra

Control Center 。

b. 確認 ADDRESS Astra Control Center 組態中的欄會參照主要系統的 DNS 名稱：

kubectl get acc -n netapp-acc

回應：

NAME  UUID                                 VERSION    ADDRESS

READY

astra 89f4fd47-0cf0-4c7a-a44e-43353dc96ba8 24.02.0-69 ocp-cluster-

1.company.com           True

a. 如果是 ADDRESS 上述回應中的欄位沒有主要 Astra Control Center 執行個體的 FQDN 、請更新組態以
參考 Astra Control Center DNS ：

kubectl edit acc -n netapp-acc

i. 變更 astraAddress 低於 spec: 至 FQDN (ocp-cluster-1.company.com 在此範例中）的主
要 Astra Control Center 執行個體。

ii. 儲存組態。

iii. 確認地址已更新：

kubectl get acc -n netapp-acc

b. 前往 還原 Astra Control Center 操作員 本文件的一節、以完成還原程序。

步驟 1 選項：使用複寫保護 Astra Control Center

本程序說明設定所需的步驟 "Astra Control Center 複寫" 保護主要 Astra Control Center 執行個體。

在此範例中、 Astra Control Center 一律安裝在 netapp-acc 命名空間和運算子會安裝在 netapp-acc-

operator 命名空間。

開始之前

• 您已在叢集上安裝主要 Astra Control Center 。

• 您已在不同的叢集上安裝次要 Astra Control Center 。
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步驟

1. 從次要 Astra Control Center 執行個體管理主要 Astra Control Center 應用程式和目的地叢集：

a. 登入次要 Astra Control Center 執行個體。

b. "新增主要 Astra Control Center 叢集" (ocp-cluster-1）。

c. "新增目的地第三叢集" (ocp-cluster-3）用於複寫。

2. 在次要 Astra Control Center 上管理 Astra Control Center 和 Astra Control Center 營運者：

a. 選取 * 叢集 * 、然後選取包含主要 Astra Control Center 的叢集 (ocp-cluster-1）。

b. 選取「命名空間」索引標籤。

c. 選取 netapp-acc 和 netapp-acc-operator 命名空間：

d. 選取「動作」功能表、然後選取 * 「定義為應用程式」 * 。

e. 選取 * 在應用程式中檢視 * 以查看定義的應用程式。

3. 設定複寫的後端：

複寫需要主要 Astra Control Center 叢集和目的地叢集 (ocp-cluster-3）使用不同的對等
ONTAP 儲存設備後端。
在每個後端被逐一偵測並新增至 Astra Control 之後、後端會出現在「後端」頁面的 * 探索 *

標籤中。

a. "新增對等後端" 至主叢集上的 Astra Control Center 。

b. "新增對等後端" 至目的地叢集上的 Astra Control Center 。

4. 設定複寫：

a. 在應用程式畫面上、選取 netapp-acc 應用程式：

b. 選取 * 設定複寫原則 * 。

c. 選取 ocp-cluster-3 作為目的地叢集。

d. 選取儲存類別。

e. 輸入 netapp-acc 作為目的地命名空間。

f. 視需要變更複寫頻率。

g. 選擇*下一步*。

h. 確認組態正確、然後選取 * 儲存 * 。

複寫關係會從轉換 Establishing 至 Established。啟用時、此複寫會每五分鐘進行一次、直到刪除
複寫組態為止。

5. 如果主系統毀損或無法再存取、請將複寫容錯移轉至其他叢集：

請確定目的地叢集未安裝 Astra Control Center 、以確保容錯移轉成功。

a. 選取垂直省略符號圖示、然後選取 * 容錯移轉 * 。
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b. 確認詳細資料、然後選取 * 容錯移轉 * 以開始容錯移轉程序。

複寫關係狀態會變更為 Failing over 然後 Failed over 完成時。

6. 完成容錯移轉組態：

a. 開啟終端機、並使用第三個叢集的 kubeconfig 進行連線 (ocp-cluster-3）。此叢集現在已安裝 Astra

Control Center 。

b. 確定第三個叢集上的 Astra Control Center FQDN (ocp-cluster-3）。

c. 更新組態以參考 Astra Control Center DNS ：

kubectl edit acc -n netapp-acc

i. 變更 astraAddress 低於 spec: 使用 FQDN (ocp-cluster-3.company.com）。

ii. 儲存組態。

iii. 確認地址已更新：

kubectl get acc -n netapp-acc

d.  確認所有必要的傳輸 CRD 都存在：

kubectl get crds | grep traefik

必要的傳輸 CRD ：
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ingressroutes.traefik.containo.us

ingressroutes.traefik.io

ingressroutetcps.traefik.containo.us

ingressroutetcps.traefik.io

ingressrouteudps.traefik.containo.us

ingressrouteudps.traefik.io

middlewares.traefik.containo.us

middlewares.traefik.io

middlewaretcps.traefik.containo.us

middlewaretcps.traefik.io

serverstransports.traefik.containo.us

serverstransports.traefik.io

tlsoptions.traefik.containo.us

tlsoptions.traefik.io

tIsstores.traefik.containo.us

tIsstores.traefik.io

traefikservices.traefik.containo.us

traefikservices.traefik.io

a. 如果上述部分客戶需求日遺失：

i. 前往 "傳輸文件"。

ii. 將「定義」區域複製到檔案中。

iii. 套用變更：

kubectl apply -f <file name>

iv. 重新啟動傳輸：

kubectl get pods -n netapp-acc | grep -e "traefik" | awk '{print

$1}' | xargs kubectl delete pod -n netapp-acc

b. 前往 還原 Astra Control Center 操作員 本文件的一節、以完成還原程序。

步驟 2 ：還原 Astra Control Center 操作員

使用次要 Astra Control Center 、從備份還原主要 Astra Control Center 營運者。目的地命名空間必須與來源命
名空間相同。在從主要來源叢集刪除 Astra Control Center 的情況下、仍會存在備份以執行相同的還原步驟。

步驟

1. 選取 * 應用程式 * 、然後選取運算子應用程式的名稱 (netapp-acc-operator）。

2. 從「動作」欄的「選項」功能表中、選取 * 還原 *

3. 選擇 * 還原至新命名空間 * 作為還原類型。
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4. 選擇目的地第三叢集 (ocp-cluster-3）。

5. 將命名空間變更為與主要來源叢集相關聯的命名空間 (netapp-acc-operator）。

6. 選取先前採取的備份做為還原來源。

7. 選取 * 使用原始儲存類別還原 * 。

8. 選取 * 還原所有資源 * 。

9. 查看詳細資料、然後按一下 * 還原 * 以開始還原程序。

「應用程式」頁面會顯示正在還原至目的地第三叢集的 Astra Control Center 操作員 (ocp-cluster-3）。

程序完成時、狀態會顯示為 Available。10 分鐘內、網頁上的 DNS 位址應該會解析。

結果

Astra Control Center 、其註冊叢集、以及具有快照和備份的託管應用程式、現在可在目的地第三叢集上使用

(ocp-cluster-3）。您在原始執行個體上所擁有的任何保護原則、也會出現在新執行個體上。您可以繼續執
行排程或隨需備份和快照。

疑難排解

判斷系統健全狀況、以及保護程序是否成功。

• * Pod 未執行 * ：確認所有 Pod 均已啟動並執行：

kubectl get pods -n netapp-acc

如果中有部分 Pod CrashLookBackOff 請重新啟動、然後將其轉換至 Running 州/省。

• * 確認系統狀態 * ：確認 Astra Control Center 系統已進入 ready 州：

kubectl get acc -n netapp-acc

回應：

NAME  UUID                                 VERSION    ADDRESS

READY

astra 89f4fd47-0cf0-4c7a-a44e-43353dc96ba8 24.02.0-69 ocp-cluster-

1.company.com           True

• * 確認部署狀態 * ：顯示 Astra Control Center 部署資訊以確認 Deployment State 是 Deployed。

kubectl describe acc astra -n netapp-acc

• * 已還原的 Astra Control Center UI 會傳回 404 錯誤 * ：如果您已選取此選項、則會傳回此錯誤 *
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AccTraefik 作為入口選項、請檢查 TRAefik 客戶需求日 確保全部安裝完畢。

監控應用程式和叢集健全狀況

檢視應用程式與叢集健全狀況的摘要

選取*儀表板*以查看應用程式、叢集、儲存後端及其健全狀況的高層級檢視。

這些不只是靜態數字或狀態、您可以逐一深入瞭解。例如、如果應用程式未受到完整保護、您可以將游標停留在
圖示上、以識別哪些應用程式未受到完整保護、這也是原因之一。

應用程式並排顯示

「應用程式」方塊可協助您識別下列項目：

• 您目前使用Astra管理的應用程式數量。

• 這些託管應用程式是否健全。

• 應用程式是否受到完整保護（如果有最近的備份可用、則會受到保護）。

• 已探索但尚未管理的應用程式數量。

理想情況下、這個數字會是零、因為您會在發現應用程式之後管理或忽略這些應用程式。然後、您可以監控
儀表板上探索到的應用程式數量、以識別開發人員何時將新應用程式新增至叢集。

叢集並排顯示

「叢集」方塊提供類似的詳細資料、說明您使用Astra Control Center管理的叢集健全狀況、您也可以深入瞭解
更多詳細資料、就像使用應用程式一樣。

儲存後端並排顯示

「儲存後端」方塊提供資訊、協助您識別儲存後端的健全狀況、包括：

• 管理多少個儲存後端

• 這些託管後端是否健全

• 後端是否受到完整保護

• 已探索但尚未管理的後端數目。

檢視叢集健全狀況並管理儲存類別

新增要由Astra Control Center管理的叢集之後、您可以檢視叢集的詳細資料、例如其位
置、工作節點、持續磁碟區和儲存類別。您也可以變更受管理叢集的預設儲存類別。

檢視叢集健全狀況和詳細資料

您可以檢視叢集的詳細資料、例如其位置、工作節點、持續磁碟區和儲存類別。
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步驟

1. 在Astra Control Center UI中、選取* Clusters*。

2. 在「叢集」頁面上、選取您要檢視其詳細資料的叢集。

如果叢集位於 removed 狀態但叢集和網路連線似乎正常（外部使用Kubernetes API存取叢集
的嘗試成功）、您提供給Astra Control的Kubeconfig可能不再有效。這可能是因為叢集上的憑
證輪替或過期。若要修正此問題、請使用更新Astra Control中與叢集相關的認證資料 "Astra

Control API"。

3. 查看*概述*、*儲存設備*和*活動*索引標籤上的資訊、以尋找您要尋找的資訊。

◦ 總覽：工作節點的詳細資料、包括其狀態。

◦ * Storage *：與運算相關的持續磁碟區、包括儲存類別和狀態。

◦ 活動：顯示與叢集相關的活動。

您也可以從Astra控制中心*儀表板*開始檢視叢集資訊。在*叢集*索引標籤的*資源摘要*下、您可
以選取受管理的叢集、然後前往*叢集*頁面。進入「叢集」頁面之後、請依照上述步驟操作。

變更預設儲存類別

您可以變更叢集的預設儲存類別。當Astra Control管理叢集時、它會追蹤叢集的預設儲存類別。

請勿使用kubectl命令變更儲存類別。請改用此程序。若使用KECBECVL、Astra Control將會回復
變更。

步驟

1. 在Astra Control Center Web UI中、選取* Clusters*。

2. 在「叢集」頁面上、選取您要變更的叢集。

3. 選擇* Storage*（儲存設備）選項卡。

4. 選擇*儲存類別*類別。

5. 針對您要設為預設的儲存類別、選取「動作」功能表。

6. 選擇*設為預設*。

檢視應用程式的健全狀況和詳細資料

開始管理應用程式之後、 Astra Control 會提供應用程式的詳細資訊、讓您能夠識別應用程
式的通訊狀態（ Astra Control 是否可以與應用程式通訊）、其保護狀態（在發生故障時是
否受到完整保護）、 Pod 、持續儲存設備等。

步驟

1. 在Astra Control Center UI中、選取* Applications*、然後選取應用程式名稱。

2. 檢閱資訊。
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應用程式狀態

提供狀態、反映 Astra Control 是否可以與應用程式通訊。

◦ 應用程式保護狀態：提供應用程式受保護程度的狀態：

▪ 完全保護：應用程式有作用中的備份排程、而且備份成功的時間不到一週

▪ 部分保護：應用程式有作用中的備份排程、作用中的快照排程、或成功的備份或快照

▪ 未受保護：未受到完整保護或部分保護的應用程式。

您必須等到最近進行備份之後、才能獲得完整保護。這很重要、因為備份儲存在遠離持續磁碟區
的物件存放區中。如果故障或意外將叢集及其持續儲存設備擦除、則需要備份才能恢復。快照無
法讓您恢復。

◦ 總覽：與應用程式相關聯的Pod狀態資訊。

◦ 資料保護：可讓您設定資料保護原則、並檢視現有的快照與備份。

◦ 儲存設備：顯示應用程式層級的持續磁碟區。持續磁碟區的狀態是從Kubernetes叢集的觀點來看。

◦ 資源：可讓您驗證要備份和管理的資源。

◦ 活動：顯示與應用程式相關的活動。

您也可以從Astra Control Center * Dashboard 開始檢視應用程式資訊。在*應用程式*

索引標籤的*資源摘要*下、您可以選取託管應用程式、以前往*應用程式*頁面。進
入「*應用程式」頁面之後、請依照上述步驟操作。

管理您的帳戶

管理本機使用者和角色

您可以使用Astra Control UI來新增、移除及編輯Astra Control Center安裝的使用者。您可
以使用Astra Control UI或 "Astra Control API" 管理使用者：

您也可以使用LDAP為選取的使用者執行驗證。

使用LDAP

LDAP是存取分散式目錄資訊的業界標準傳輸協定、也是企業驗證的熱門選擇。您可以將Astra Control Center連
線至LDAP伺服器、為選取的Astra Control使用者執行驗證。在高層級上、組態包括將Astra與LDAP整合、以及
定義與LDAP定義對應的Astra Control使用者和群組。您可以使用Astra Control API或Web UI來設定LDAP驗證、
以及LDAP使用者和群組。如需詳細資訊、請參閱下列文件：

• "使用Astra Control API來管理遠端驗證和使用者"

• "使用Astra Control UI來管理遠端使用者和群組"

• "使用Astra Control UI來管理遠端驗證"
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新增使用者

帳戶擁有者和系統管理員可以新增更多使用者至Astra Control Center安裝。

步驟

1. 在*管理您的帳戶*導覽區域中、選取*帳戶*。

2. 選取*使用者*索引標籤。

3. 選取*新增使用者*。

4. 輸入使用者的名稱、電子郵件地址和暫用密碼。

使用者必須在第一次登入時變更密碼。

5. 選取具有適當系統權限的使用者角色。

每個角色都提供下列權限：

◦ *檢視器*可以檢視資源。

◦ *成員*具有檢視者角色權限、可管理應用程式與叢集、取消管理應用程式、以及刪除快照與備份。

◦ 「管理」具有「成員角色」權限、可新增及移除擁有者以外的任何其他使用者。

◦ *擁有者*具有管理員角色權限、可新增及移除任何使用者帳戶。

6. 若要新增限制給具有成員或檢視者角色的使用者、請啟用*限制角色限制*核取方塊。

如需新增限制的詳細資訊、請參閱 "管理本機使用者和角色"。

7. 選取*「Add*」。

管理密碼

您可以在Astra Control Center中管理使用者帳戶的密碼。

變更您的密碼

您可以隨時變更使用者帳戶的密碼。

步驟

1. 選取畫面右上角的使用者圖示。

2. 選擇*設定檔*。

3. 從「動作」欄的「選項」功能表中選取「變更密碼」。

4. 輸入符合密碼需求的密碼。

5. 再次輸入密碼進行確認。

6. 選擇*變更密碼*。

重設其他使用者的密碼

如果您的帳戶具有「管理員」或「擁有者」角色權限、您可以重設其他使用者帳戶和您自己的密碼。當您重設密
碼時、您會設定使用者登入時必須變更的暫用密碼。
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步驟

1. 在*管理您的帳戶*導覽區域中、選取*帳戶*。

2. 選取「動作」下拉式清單。

3. 選擇*重設密碼*。

4. 輸入符合密碼需求的暫用密碼。

5. 再次輸入密碼進行確認。

下次使用者登入時、系統會提示使用者變更密碼。

6. 選擇*重設密碼*。

移除使用者

擁有擁有者或管理員角色的使用者可以隨時從帳戶中移除其他使用者。

步驟

1. 在*管理您的帳戶*導覽區域中、選取*帳戶*。

2. 在「使用者」索引標籤中、選取您要移除之每個使用者列中的核取方塊。

3. 從「動作」欄的「選項」功能表中、選取「移除使用者」。

4. 出現提示時、請輸入「移除」一詞、然後選取「是、移除使用者*」、確認刪除。

結果

Astra Control Center會將使用者從帳戶中移除。

管理角色

您可以新增命名空間限制、並將使用者角色限制在這些限制中、藉此管理角色。這可讓您控制組織內資源的存
取。您可以使用Astra Control UI或 "Astra Control API" 以管理角色。

將命名空間限制新增至角色

管理員或擁有者使用者可以將命名空間限制新增至「成員」或「檢視者」角色。

步驟

1. 在*管理您的帳戶*導覽區域中、選取*帳戶*。

2. 選取*使用者*索引標籤。

3. 在「動作」欄中、選取具有「成員」或「檢視者」角色的使用者功能表按鈕。

4. 選擇*編輯角色*。

5. 啟用「限制角色*」核取方塊。

此核取方塊僅適用於「成員」或「檢視者」角色。您可以從*角色*下拉式清單中選取不同的角色。

6. 選取*新增限制*。

您可以依命名空間或命名空間標籤檢視可用限制清單。
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7. 在*限制類型*下拉式清單中、視命名空間的設定方式而定、選取* Kubernetes命名空間*或* Kubernetes命名
空間標籤*。

8. 從清單中選取一或多個命名空間或標籤、以構成限制、限制角色只能使用這些命名空間。

9. 選擇* Confirm（確認）*。

「編輯角色」頁面會顯示您為此角色選擇的限制清單。

10. 選擇* Confirm（確認）*。

在「帳戶」頁面上、您可以在「角色」欄中檢視任何成員或檢視者角色的限制條件。

如果您啟用角色的限制、並選取* Confirm（確認）*而不新增任何限制、則該角色會被視為具有完
整限制（該角色無法存取指派給命名空間的任何資源）。

從角色移除命名空間限制

管理員或擁有者使用者可以從角色移除命名空間限制。

步驟

1. 在*管理您的帳戶*導覽區域中、選取*帳戶*。

2. 選取*使用者*索引標籤。

3. 在「動作」欄中、選取具有作用中限制之「成員」或「檢視者」角色的使用者功能表按鈕。

4. 選擇*編輯角色*。

「編輯角色」對話方塊會顯示角色的作用中限制。

5. 選取您需要移除之限制右側的* X*。

6. 選擇* Confirm（確認）*。

以取得更多資訊

• "使用者角色和命名空間"

管理遠端驗證

LDAP是存取分散式目錄資訊的業界標準傳輸協定、也是企業驗證的熱門選擇。您可以
將Astra Control Center連線至LDAP伺服器、為選取的Astra Control使用者執行驗證。

在高層級上、組態包括將Astra與LDAP整合、以及定義與LDAP定義對應的Astra Control使用者和群組。您可以
使用Astra Control API或Web UI來設定LDAP驗證、以及LDAP使用者和群組。

Astra Control Center 會使用啟用遠端驗證時所設定的使用者登入屬性來搜尋和追蹤遠端使用者。
此欄位中必須存在電子郵件地址（「郵件」）或使用者主體名稱（「 userPrincipalName 」）的
屬性、您想要在 Astra Control Center 中顯示的任何遠端使用者都必須存在。此屬性在 Astra

Control Center 中作為驗證的使用者名稱、並在搜尋遠端使用者時使用。

62

https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html
https://docs.netapp.com/zh-tw/astra-control-center/concepts/user-roles-namespaces.html


新增LDAPS驗證的憑證

新增LDAP伺服器的私有TLS憑證、以便Astra Control Center在您使用LDAPS連線時、能夠與LDAP伺服器進行
驗證。您只需要執行一次、或是安裝的憑證過期時。

步驟

1. 前往*帳戶*。

2. 選取*憑證*索引標籤。

3. 選取*「Add*」。

4. 上傳 .pem 將檔案內容從剪貼簿中歸檔或貼上。

5. 選取「信任」核取方塊。

6. 選取*新增憑證*。

啟用遠端驗證

您可以啟用LDAP驗證、並設定Astra Control與遠端LDAP伺服器之間的連線。

開始之前

如果您打算使用LDAPS、請確定LDAP伺服器的私有TLS憑證已安裝在Astra控制中心、以便Astra控制中心能夠
與LDAP伺服器進行驗證。請參閱 新增LDAPS驗證的憑證 以取得相關指示。

步驟

1. 前往*帳戶>連線*。

2. 在*遠端驗證*窗格中、選取組態功能表。

3. 選擇*連接*。

4. 輸入伺服器IP位址、連接埠及偏好的連線傳輸協定（LDAP或LDAPS）。

最佳實務做法是在連接LDAP伺服器時使用LDAPS。您必須先在Astra Control Center中安
裝LDAP伺服器的私有TLS憑證、才能連線至LDAPS。

5. 以電子郵件格式輸入服務帳戶認證（administrator@example.com）。Astra Control會在連線至LDAP伺服器
時使用這些認證資料。

6. 在 * 使用者比對 * 區段中、執行下列步驟：

a. 輸入從 LDAP 伺服器擷取使用者資訊時要使用的基礎 DN 和適當的使用者搜尋篩選器。

b. （選用）如果您的目錄使用使用者登入屬性 userPrincipalName 而非 mail、輸入

userPrincipalName 在 * 使用者登入屬性 * 欄位的正確屬性中。

7. 在「群組比對」區段中、輸入群組搜尋基礎DN和適當的自訂群組搜尋篩選器。

請務必使用正確的基礎辨別名稱（DN）和適當的搜尋篩選器來搜尋*使用者比對*和*群組比
對*。基礎DN會告知Astra Control在目錄樹狀結構的哪個層級開始搜尋、而搜尋篩選器則會限
制Astra Control從目錄樹狀結構中搜尋的部分。

8. 選擇*提交*。
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結果

「遠端驗證」窗格狀態會移至*「擱置中」、並在建立與LDAP伺服器的連線時移至「已連線」*。

停用遠端驗證

您可以暫時停用與LDAP伺服器的作用中連線。

停用LDAP伺服器連線時、會儲存所有設定、並保留從該LDAP伺服器新增至Astra Control的所有
遠端使用者和群組。您可以隨時重新連線至此LDAP伺服器。

步驟

1. 前往*帳戶>連線*。

2. 在*遠端驗證*窗格中、選取組態功能表。

3. 選擇*停用*。

結果

「遠端驗證」窗格狀態會移至「停用」。所有遠端驗證設定、遠端使用者和遠端群組都會保留下來、您可以隨時
重新啟用連線。

編輯遠端驗證設定

如果您已停用LDAP伺服器的連線、或*遠端驗證*窗格處於「連線錯誤」狀態、您可以編輯組態設定。

當「遠端驗證」窗格處於「已停用」狀態時、您無法編輯LDAP伺服器URL或IP位址。您需要 [中
斷遠端驗證] 第一。

步驟

1. 前往*帳戶>連線*。

2. 在*遠端驗證*窗格中、選取組態功能表。

3. 選擇*編輯*。

4. 進行必要的變更、然後選取*編輯*。

中斷遠端驗證

您可以中斷與LDAP伺服器的連線、並從Astra Control移除組態設定。

如果您是 LDAP 使用者且中斷連線、工作階段將立即結束當您中斷與LDAP伺服器的連線時、
該LDAP伺服器的所有組態設定都會從Astra Control中移除、以及從該LDAP伺服器新增的任何遠
端使用者和群組。

步驟

1. 前往*帳戶>連線*。

2. 在*遠端驗證*窗格中、選取組態功能表。

3. 選擇*中斷連線*。
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結果

「遠端驗證」窗格狀態會移至「中斷連線」。遠端驗證設定、遠端使用者和遠端群組都會從Astra Control中移
除。

管理遠端使用者和群組

如果您已在Astra Control系統上啟用LDAP驗證、您可以搜尋LDAP使用者和群組、並將其
納入系統的核准使用者中。

新增遠端使用者

帳戶擁有者和管理員可以將遠端使用者新增至Astra Control。Astra Control Center 最多支援 10 、 000 名 LDAP

遠端使用者。

Astra Control Center 會使用啟用遠端驗證時所設定的使用者登入屬性來搜尋和追蹤遠端使用者。
此欄位中必須存在電子郵件地址（「郵件」）或使用者主體名稱（「 userPrincipalName 」）的
屬性、您想要在 Astra Control Center 中顯示的任何遠端使用者都必須存在。此屬性在 Astra

Control Center 中作為驗證的使用者名稱、並在搜尋遠端使用者時使用。

如果系統上已存在具有相同電子郵件地址的本機使用者（根據「 mail 」或「 user principal name

」屬性）、則無法新增遠端使用者。若要將使用者新增為遠端使用者、請先從系統中刪除本機使
用者。

步驟

1. 前往*帳戶*區域。

2. 選取*使用者與群組*索引標籤。

3. 在頁面最右側、選取*遠端使用者*。

4. 選取*「Add*」。

5. 或者、您也可以在*依電子郵件篩選*欄位中輸入使用者的電子郵件地址、以搜尋LDAP使用者。

6. 從清單中選取一或多個使用者。

7. 指派角色給使用者。

如果您指派不同的角色給使用者和使用者群組、則權限越高的角色優先。

8. 您也可以將一或多個命名空間限制指派給此使用者、然後選取*限制角色至限制*以強制執行限制。您可以選
取*新增限制*來新增命名空間限制。

當使用者透過LDAP群組成員資格指派多個角色時、最具權限角色的限制是唯一會生效的限
制。例如、如果具有本機檢視器角色的使用者加入三個繫結至「成員」角色的群組、則「成
員」角色的限制總和會生效、而且會忽略「檢視器」角色的任何限制。

9. 選取*「Add*」。

結果

新使用者會出現在遠端使用者清單中。在此清單中、您可以看到使用者的作用中限制、也可以從*動作*功能表管
理使用者。
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新增遠端群組

若要一次新增許多遠端使用者、帳戶擁有者和管理員可以將遠端群組新增至Astra Control。當您新增遠端群組
時、該群組中的所有遠端使用者都可以登入 Astra Control 、並繼承與該群組相同的角色。

Astra Control Center 最多支援 5 、 000 個 LDAP 遠端群組。

步驟

1. 前往*帳戶*區域。

2. 選取*使用者與群組*索引標籤。

3. 在頁面最右側、選取*遠端群組*。

4. 選取*「Add*」。

在此視窗中、您可以看到Astra Control從目錄擷取的LDAP群組一般名稱和辨別名稱清單。

5. 或者、您也可以在*依一般名稱篩選*欄位中輸入群組的一般名稱、以搜尋LDAP群組。

6. 從清單中選取一或多個群組。

7. 指派角色給群組。

您選取的角色會指派給此群組中的所有使用者。如果您指派不同的角色給使用者和使用者群
組、則權限越高的角色優先。

8. 您也可以將一或多個命名空間限制指派給此群組、然後選取*限制角色限制*以強制執行限制。您可以選取*新
增限制*來新增命名空間限制。

◦ * 如果被存取的資源屬於安裝最新 Astra Connector 的叢集 * ：當使用者透過 LDAP 群組
成員資格指派多個角色時、角色的限制就會結合在一起。例如、如果擁有本機檢視器角色
的使用者加入三個群組、且這些群組都繫結至成員角色、則使用者現在可以存取原始資源
的檢視器角色、以及成員角色存取透過群組成員資格所獲得的資源。

◦ * 如果存取的資源屬於未安裝 Astra Connector 的叢集 * ：當使用者透過 LDAP 群組成員
資格指派多個角色時、最寬鬆角色的限制是唯一生效的限制。

9. 選取*「Add*」。

結果

新群組會出現在遠端群組清單中。此群組中的遠端使用者不會出現在遠端使用者清單中、直到每個遠端使用者登
入為止。在此清單中、您可以查看群組的詳細資料、也可以從*「動作」*功能表管理群組。

檢視及管理通知

Astra會在行動完成或失敗時通知您。例如、如果成功完成應用程式的備份、您會看到通
知。

您可以從介面右上角管理這些通知：
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步驟

1. 選取右上角的未讀取通知數。

2. 檢閱通知、然後選取*標示為已讀取*或*顯示所有通知*。

如果您選取*顯示所有通知*、則會載入「通知」頁面。

3. 在*通知*頁面上、檢視通知、選取您要標示為已讀的通知、選取*行動*、然後選取*標示為已讀*。

新增及移除認證資料

隨時從ONTAP 您的帳戶新增及移除本地私有雲端供應商的認證資料、例如用OpenShift管
理的Kubernetes叢集、或Unmanaged Kubernetes叢集。Astra Control Center會使用這些
認證資料來探索叢集和叢集上的應用程式、並代表您配置資源。

請注意、Astra Control Center中的所有使用者都共用相同的認證資料集。

新增認證資料

您可以在管理叢集時、將認證新增至Astra Control Center。若要透過新增叢集來新增認證、請參閱 "新
增Kubernetes叢集"。

如果您建立自己的 kubeconfig 檔案、則應該只定義其中的 * 一 * 內容元素。請參閱 "Kubernetes

文件" 以取得建立 kubeconfig 檔案的相關資訊。

移除認證資料

隨時從帳戶移除認證資料。您只能在之後移除認證 "取消管理所有相關的叢集"。

您新增至Astra Control Center的第一組認證資料一律使用中、因為Astra Control Center使用認證
資料來驗證備份儲存區。最好不要移除這些認證資料。

步驟

1. 選擇*帳戶*。

2. 選取*認證*索引標籤。

3. 在*狀態*欄中選取您要移除之認證的「選項」功能表。

4. 選擇*移除*。

5. 輸入「移除」一詞以確認刪除、然後選取*是、移除認證*。

結果

Astra Control Center會從帳戶移除認證資料。
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監控帳戶活動

您可以檢視Astra Control帳戶中活動的詳細資料。例如、當邀請新使用者、新增叢集或擷
取快照時。您也可以將帳戶活動匯出至CSV檔案。

檢視Astra Control中的所有帳戶活動

1. 選擇*活動*。

2. 使用篩選器縮小活動清單範圍、或使用搜尋方塊找到您想要的確切內容。

3. 選取*匯出至CSV*、將您的帳戶活動下載至CSV檔案。

檢視特定應用程式的帳戶活動

1. 選取*應用程式*、然後選取應用程式名稱。

2. 選擇*活動*。

檢視叢集的帳戶活動

1. 選取*叢集*、然後選取叢集名稱。

2. 選擇*活動*。

採取行動以解決需要注意的事件

1. 選擇*活動*。

2. 選取需要注意的事件。

3. 選取*「採取行動」*下拉式選項。

您可在此清單中檢視可能採取的修正行動、檢視與問題相關的文件、並取得協助解決問題的支援。

更新現有授權

您可以將試用版授權轉換為完整授權、也可以使用新授權來更新現有的試用版或完整授
權。如果您沒有完整授權、請與NetApp銷售聯絡人聯絡、以取得完整授權與序號。您可以
使用Astra Control Center UI或 "Astra Control API" 以更新現有授權。

步驟

1. 登入 "NetApp 支援網站"。

2. 存取Astra Control Center下載頁面、輸入序號、然後下載完整的NetApp授權檔案（NLF）。

3. 登入Astra Control Center UI。

4. 從左側導覽中、選取*帳戶*>*授權*。

5. 在「帳戶>*授權*」頁面中、選取現有授權的狀態下拉式功能表、然後選取「取代」。

6. 瀏覽至您下載的授權檔案。

7. 選取*「Add*」。

「帳戶>*授權*」頁面會顯示授權資訊、到期日、授權序號、帳戶ID及使用的CPU單位。
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以取得更多資訊

• "Astra Control Center授權"

管理儲存庫

如果您想要備份應用程式和持續儲存設備、或是想要跨叢集複製應用程式、物件存放區供
應商是不可或缺的。使用Astra Control Center、新增物件存放區供應商做為您的應用程式
離叢集備份目的地。

如果您要將應用程式組態和持續儲存設備複製到同一個叢集、則不需要儲存庫。

請使用下列其中一家Amazon Simple Storage Service（S3）資源庫供應商：

• NetApp ONTAP 產品S3

• NetApp StorageGRID 產品S3

• Microsoft Azure

• 一般S3

Amazon Web Services（AWS）和Google Cloud Platform（GCP）使用通用S3儲存區類型。

雖然Astra Control Center支援Amazon S3做為通用S3儲存區供應商、但Astra Control Center

可能不支援所有聲稱Amazon S3支援的物件儲存區廠商。

儲存庫可以位於下列其中一種狀態：

• 擱置中：已排定要探索的儲存區。

• 可用：鏟斗可供使用。

• 已移除：目前無法存取貯體。

如需如何使用Astra Control API管理儲存區的指示、請參閱 "Astra Automation和API資訊"。

您可以執行與管理儲存庫相關的工作：

• "新增儲存庫"

• [編輯儲存庫]

• [設定預設儲存區]

• [旋轉或移除庫位認證資料]

• [移除貯體]

• "[ 技術預覽  使用自訂資源管理貯體"]

Astra Control Center中的S3鏟斗未報告可用容量。在備份或複製由Astra Control Center管理的應
用程式之前、請先查看ONTAP 資訊庫（英文）或StorageGRID 資訊庫（英文）管理系統中的庫
位資訊。
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編輯儲存庫

您可以變更儲存區的存取認證資訊、並變更所選儲存區是否為預設儲存區。

新增儲存庫時、請選擇正確的儲存庫供應商、並提供該供應商的適當認證資料。例如、UI接
受NetApp ONTAP S3作為類型並接受StorageGRID 驗證、但這將導致所有未來使用此儲存庫的
應用程式備份與還原失敗。請參閱 "版本資訊"。

步驟

1. 從左側導覽中、選取*鏟斗*。

2. 從「動作」欄的功能表中、選取*編輯*。

3. 變更儲存桶類型以外的任何資訊。

您無法修改貯體類型。

4. 選擇*更新*。

設定預設儲存區

當您跨叢集執行實體複本時、Astra Control需要預設的儲存區。請依照下列步驟為所有叢集設定預設儲存區。

步驟

1. 轉至* Cloud Instances *。

2. 選取清單中雲端執行個體*「Actions」（動作）欄中的功能表。

3. 選擇*編輯*。

4. 在* Bucket *清單中、選取您要做為預設值的儲存區。

5. 選擇*保存*。

旋轉或移除庫位認證資料

Astra Control使用儲存區認證來取得S3儲存區的存取權、並提供密碼金鑰、以便Astra Control Center能夠與儲
存區通訊。

旋轉儲存庫認證資料

如果您旋轉認證資料、請在維護期間（排程或隨需）無備份進行時、於維護期間旋轉認證資料。

編輯及旋轉認證的步驟

1. 從左側導覽中、選取*鏟斗*。

2. 從「動作」欄的「選項」功能表中、選取「編輯」。

3. 建立新認證資料。

4. 選擇*更新*。
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移除庫位認證資料

只有在新認證已套用至庫位、或庫位已不再有效使用時、才應移除庫位認證。

您新增至Astra Control的第一組認證資料一律使用中、因為Astra Control使用認證資料來驗證備
份儲存區。如果儲存區正在使用中、請勿移除這些認證資料、因為這會導致備份失敗和備份不可
用。

如果您確實移除作用中的儲存區認證、請參閱 "移除庫位認證疑難排解"。

如需如何使用Astra Control API移除S3認證的指示、請參閱 "Astra Automation和API資訊"。

移除貯體

您可以移除不再使用或不健全的庫位。您可能會想要這麼做、讓物件存放區組態保持簡單且最新狀態。

• 您無法移除預設的儲存區。如果您要移除該儲存區、請先選取另一個儲存區做為預設值。

• 在儲存庫的雲端供應商保留期間到期之前、您無法移除一次寫入多次讀取（ WORM ）儲存
庫。WORM 貯體名稱旁邊會以「鎖定」表示。

• 您無法移除預設的儲存區。如果您要移除該儲存區、請先選取另一個儲存區做為預設值。

開始之前

• 開始之前、您應檢查以確保此儲存區沒有執行中或已完成的備份。

• 您應檢查以確保儲存庫未用於任何作用中的保護原則。

如果有、您將無法繼續。

步驟

1. 從左側導覽中選取*鏟斗*。

2. 從* Actions（操作）功能表中、選取*移除。

Astra Control會先確保不會有使用儲存庫進行備份的排程原則、而且您要移除的儲存庫中沒有
作用中的備份。

3. 輸入「移除」以確認動作。

4. 選擇*是、移除桶*。

[ 技術預覽 ] 使用自訂資源管理貯體

您可以使用應用程式叢集上的 Astra Control 自訂資源（ CR ）來新增貯體。如果您想要備份應用程式和持續儲
存設備、或是想要跨叢集複製應用程式、則必須新增物件存放區資源庫供應商。Astra Control會將這些備份或複
製儲存在您定義的物件存放區中。如果您使用自訂資源方法、則應用程式快照功能需要一個儲存區。

如果您要將應用程式組態和持續儲存設備複製到同一個叢集、則無需使用Astra Control中的儲存庫。

Astra Control 的貯體自訂資源稱為 AppVault 。此 CR 包含用於保護作業的貯體所需的組態。
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開始之前

• 確保您擁有一個可從 Astra Control Center 所管理的叢集存取的貯體。

• 確保您擁有貯體的認證。

• 確認貯體為下列其中一種類型：

◦ NetApp ONTAP 產品S3

◦ NetApp StorageGRID 產品S3

◦ Microsoft Azure

◦ 一般S3

Amazon Web Services （ AWS ）使用一般 S3 儲存庫類型。

雖然Astra Control Center支援Amazon S3做為通用S3儲存區供應商、但Astra Control Center可能
不支援所有聲稱Amazon S3支援的物件儲存區廠商。

步驟

1. 建立自訂資源（ CR ）檔案並命名（例如、 astra-appvault.yaml）。

2. 設定下列屬性：

◦ * metadata.name*: _ （必要） _ AppVault 自訂資源的名稱。

◦ spec.prefix ： _ （選用） _ 以 AppVault 中儲存的所有實體名稱為前置的路徑。

◦ * spec.providerConfig*: _ （必要） _ 儲存使用指定供應商存取 AppVault 所需的組態。

◦ * spec.providerCredentials*: _ （必要） _ 儲存使用指定供應商存取 AppVault 所需的任何認證資料。

▪ * spec.providerCredentials.valueFromSecret*: _ （選用） _ 表示認證值應來自機密。

▪ * 機碼 * ： _ （如果使用 valueFromSecret 、則為必填） _ 要從中選取的密碼的有效金鑰。

▪ * 名稱 * ： _ （如果使用 valueFromSecret 、則為必填） _ 包含此欄位值的機密名稱。必須位於
相同的命名空間中。

◦ * spec.providerType*: _ （必要） _ 決定提供備份的內容、例如 NetApp ONTAP S3 或 Microsoft Azure
。

YAML 範例：

72



apiVersion: astra.netapp.io/v1

kind: AppVault

metadata:

  name: astra-appvault

spec:

  providerType: generic-s3

  providerConfig:

    path: testpath

    endpoint: 192.168.1.100:80

    bucketName: bucket1

    secure: "false"

  providerCredentials:

    accessKeyID:

      valueFromSecret:

        name: s3-creds

        key: accessKeyID

    secretAccessKey:

      valueFromSecret:

        name: s3-creds

        key: secretAccessKey

3. 填入之後 astra-appvault.yaml 使用正確值的檔案、請套用 CR ：

kubectl apply -f astra-appvault.yaml -n astra-connector

當您新增貯體時、Astra Control會使用預設的貯體指標來標記一個貯體。您建立的第一個儲存
區會成為預設儲存區。當您新增儲存庫時、可以稍後決定 "設定另一個預設儲存區"。

如需詳細資訊、請參閱

• "使用Astra Control API"

管理儲存後端

將Astra Control中的儲存叢集管理為儲存後端、可讓您在持續磁碟區（PV）與儲存後端之
間建立連結、以及取得額外的儲存指標。

如需如何使用Astra Control API管理儲存後端的指示、請參閱 "Astra Automation和API資訊"。

您可以完成下列與管理儲存後端相關的工作：

• "新增儲存後端"

• [檢視儲存後端詳細資料]

73

https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/us-en/astra-automation/
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html
https://docs.netapp.com/zh-tw/astra-control-center/get-started/add-storage-backend.html


• [編輯儲存後端驗證詳細資料]

• [管理探索到的儲存後端]

• [取消管理儲存後端]

• [移除儲存後端]

檢視儲存後端詳細資料

您可以從儀表板或後端選項檢視儲存後端資訊。

從儀表板檢視儲存後端詳細資料

步驟

1. 從左側導覽中選取*儀表板*。

2. 檢閱儀表板的儲存後端面板、其中會顯示狀態：

◦ 不健全：儲存設備未處於最佳狀態。這可能是因為延遲問題、或是應用程式因為容器問題而降級。

◦ 一切正常：儲存設備已經過管理、並處於最佳狀態。

◦ 探索：儲存設備已被探索、但未由Astra Control管理。

從後端選項檢視儲存後端詳細資料

檢視後端健全狀況、容量和效能（IOPS處理量和/或延遲）的相關資訊。

您可以看到Kubernetes應用程式所使用的磁碟區、這些磁碟區儲存在選定的儲存後端。

步驟

1. 在左側導覽區域中、選取*後端*。

2. 選取儲存後端。

編輯儲存後端驗證詳細資料

Astra Control Center 提供兩種驗證 ONTAP 後端的模式。

• * 認證型驗證 * ：具有必要權限的 ONTAP 使用者的使用者名稱和密碼。您應該使用預先定義的安全登入角
色、例如 admin 、以確保與 ONTAP 版本的最大相容性。

• * 憑證型驗證 * ： Astra 控制中心也可以使用安裝在後端的憑證與 ONTAP 叢集通訊。您應該使用用戶端憑
證、金鑰和信任的 CA 憑證（如果使用）（建議使用）。

您可以更新現有的後端、以從一種驗證類型移至另一種方法。一次只支援一種驗證方法。

如需啟用憑證型驗證的詳細資訊、請參閱 "在 ONTAP 儲存後端啟用驗證"。

步驟

1. 從左側導覽中選取*後端*。

2. 選取儲存後端。

3. 在「認證」欄位中、選取 * 編輯 * 圖示。
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4. 在「編輯」頁面中、選取下列其中一項。

◦ * 使用管理員認證 * ：輸入 ONTAP 叢集管理 IP 位址和管理認證。認證資料必須是整個叢集的認證資
料。

您在此處輸入認證的使用者必須擁有 ontapi 使用者登入存取方法已在ONTAP 支援的叢
集上的「支援系統管理程式」中啟用ONTAP 。如果您打算使用SnapMirror複寫、請套用

具有「admin」角色的使用者認證、該角色具有存取方法 ontapi 和 http、在來
源ONTAP 和目的地等叢集上。請參閱 "管理ONTAP 使用者帳戶、請參閱本文檔" 以取得
更多資訊。

◦ * 使用憑證 * ：上傳憑證 .pem 檔案、憑證金鑰 .key 檔案、以及選擇性的憑證授權單位檔案。

5. 選擇*保存*。

管理探索到的儲存後端

您可以選擇管理未受管理但已探索到的儲存後端。當您管理儲存後端時、 Astra Control 會指出驗證憑證是否已
過期。

步驟

1. 從左側導覽中選取*後端*。

2. 選取 * 探索 * 選項。

3. 選取儲存後端。

4. 從 * 動作 * 欄的選項功能表中、選取 * 管理 * 。

5. 進行變更。

6. 選擇*保存*。

取消管理儲存後端

您可以取消管理後端。

步驟

1. 從左側導覽中選取*後端*。

2. 選取儲存後端。

3. 從「動作」欄的「選項」功能表中、選取「取消管理」。

4. 輸入「unManage（取消管理）」以確認此動作。

5. 選擇*是、取消管理儲存後端*。

移除儲存後端

您可以移除不再使用的儲存後端。您可能會想要這麼做、讓您的組態保持簡單且最新狀態。

開始之前

• 確保儲存後端未受管理。

• 確保儲存後端沒有任何與叢集相關的磁碟區。
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步驟

1. 從左側導覽中選取*後端*。

2. 如果管理後端、請取消管理。

a. 選擇*託管*。

b. 選取儲存後端。

c. 從*「Actions」（動作）選項中、選取「UnManage」（取消管理）*。

d. 輸入「unManage（取消管理）」以確認此動作。

e. 選擇*是、取消管理儲存後端*。

3. 選擇*已探索*。

a. 選取儲存後端。

b. 從* Actions （操作）選項中選擇*移除*。

c. 輸入「移除」以確認動作。

d. 選擇*是、移除儲存後端*。

如需詳細資訊、請參閱

• "使用Astra Control API"

監控執行中的工作

您可以在Astra Control中檢視過去24小時內已完成、失敗或已取消的執行工作和工作詳細
資料。例如、您可以檢視執行中備份、還原或複製作業的狀態、並查看完成百分比和預估
剩餘時間等詳細資料。您可以檢視已執行的排程作業或手動啟動的作業狀態。

檢視執行中或完成的工作時、您可以展開工作詳細資料、以查看每個子工作的狀態。工作進度列會顯示綠色、代
表進行中或已完成的工作、藍色代表已取消的工作、紅色代表因錯誤而失敗的工作。

對於複製作業、工作子任務包含快照和快照還原作業。

如需失敗工作的詳細資訊、請參閱 "監控帳戶活動"。

步驟

1. 當工作正在執行時、請前往*應用程式*。

2. 從清單中選取應用程式名稱。

3. 在應用程式的詳細資料中、選取*工作*索引標籤。

您可以檢視目前或過去工作的詳細資料、並依工作狀態篩選。

工作會保留在*工作*清單中長達24小時。您可以使用設定此限制和其他工作監控設定 "Astra

Control API"。
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[ 技術預覽 ] 使用 CRS 管理 Astra Control 應用程式

使用 Kubernetes 自訂資源（ CR ）管理 Astra Control 應用程式。提供下列選項：

• "使用 Kubernetes 自訂資源定義應用程式"

• "使用自訂資源管理貯體"

使用 Prometheus 或 Fluentd 連線來監控基礎架構

您可以設定多項選用設定、以增強Astra Control Center體驗。若要監控並深入瞭解您的完
整基礎架構、請設定 Prometheus 或新增 Fluentd 連線。

如果您執行 Astra Control Center 的網路需要 Proxy 才能連線至網際網路（將支援套件上傳至 NetApp 支援網站
）、您應該在 Astra Control Center 中設定 Proxy 伺服器。

• 連線至Prometheus

• 連接至Flud

新增 Proxy 伺服器以連線至 NetApp 支援網站

如果您執行 Astra Control Center 的網路需要 Proxy 才能連線至網際網路（將支援套件上傳至 NetApp 支援網站
）、您應該在 Astra Control Center 中設定 Proxy 伺服器。

Astra Control Center不會驗證您為Proxy伺服器輸入的詳細資料。請確認輸入正確的值。

步驟

1. 使用具有*管理*/*擁有者*權限的帳戶登入Astra Control Center。

2. 選擇*帳戶*>*連線*。

3. 從下拉式清單中選取*「Connect*」以新增Proxy伺服器。

4. 輸入Proxy伺服器名稱或IP位址及Proxy連接埠號碼。

5. 如果您的Proxy伺服器需要驗證、請選取核取方塊、然後輸入使用者名稱和密碼。

6. 選擇*連接*。

結果

如果您輸入的代理資訊已儲存、則「帳戶>*連線*」頁面的「* HTTP Proxy*」區段會指出其已連線、並顯示伺服
器名稱。
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編輯Proxy伺服器設定

您可以編輯Proxy伺服器設定。

步驟

1. 使用具有*管理*/*擁有者*權限的帳戶登入Astra Control Center。

2. 選擇*帳戶*>*連線*。

3. 從下拉式清單中選取 * 編輯 * 以編輯連線。

4. 編輯伺服器詳細資料和驗證資訊。

5. 選擇*保存*。

停用Proxy伺服器連線

您可以停用Proxy伺服器連線。在停用之前、系統會先警告您可能會中斷其他連線。

步驟

1. 使用具有*管理*/*擁有者*權限的帳戶登入Astra Control Center。

2. 選擇*帳戶*>*連線*。

3. 從下拉式清單中選取*「Disconnect*（中斷連線）」以停用連線。

4. 在開啟的對話方塊中、確認作業。

連線至Prometheus

您可以使用Prometheus監控Astra Control Center資料。您可以設定Prometheus從Kubernetes叢集度量端點收集
度量、也可以使用Prometheus將度量資料視覺化。

如需使用Prometheus的詳細資訊、請參閱其文件、網址為 "Prometheus入門"。

您需要的產品

請確定您已在Astra Control Center叢集或其他可與Astra Control Center叢集通訊的叢集上下載並安
裝Prometheus套件。

請依照正式文件中的指示進行 "安裝Prometheus"。

Prometheus需要能夠與Astra Control Center Kubernetes叢集通訊。如果未在Astra Control Center叢集上安
裝Prometheus、您必須確保它們能與Astra Control Center叢集上執行的度量服務通訊。
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設定Prometheus

Astra Control Center會在Kubernetes叢集中的TCP連接埠9090上公開度量服務。您必須設定Prometheus、才能
從此服務收集指標。

步驟

1. 登入Prometheus伺服器。

2. 將叢集項目新增至 prometheus.yml 檔案：在中 yml 檔案中、針對中的叢集新增類似下列的項目

scrape_configs section：

job_name: '<Add your cluster name here. You can abbreviate. It just

needs to be a unique name>'

  metrics_path: /accounts/<replace with your account ID>/metrics

  authorization:

     credentials: <replace with your API token>

  tls_config:

     insecure_skip_verify: true

  static_configs:

    - targets: ['<replace with your astraAddress. If using FQDN, the

prometheus server has to be able to resolve it>']

如果您設定 tls_config insecure_skip_verify 至 true、不需要TLS加密傳輸協定。

3. 重新啟動Prometheus服務：

sudo systemctl restart prometheus

存取Prometheus

存取Prometheus URL。

步驟

1. 在瀏覽器中、輸入連接埠9090的Prometheus URL。

2. 選取*狀態*>*目標*來驗證您的連線。

檢視Prometheus中的資料

您可以使用Prometheus來檢視Astra Control Center資料。

步驟

1. 在瀏覽器中、輸入Prometheus URL。

2. 在Prometheus功能表中、選取* Graph*。

3. 若要使用度量資源管理器、請選取「執行」旁的圖示。
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4. 選取 scrape_samples_scraped 並選擇*執行*。

5. 若要查看隨時間推移的擷取範例、請選取* Graph*。

如果收集多個叢集資料、每個叢集的度量會以不同的色彩顯示。

連接至Flud

您可以將記錄（ Kubernetes 事件）從 Astra Control Center 監控的系統傳送至 Fluentd 端點。Fluentd連線預設
為停用。

使用宣告式 Kubernetes 工作流程管理的叢集不支援 Fluentd 連線。您只能將 Fluentd 連線至使用
非 Kubernetes 原生工作流程管理的叢集。

只有來自託管叢集的事件記錄會轉送至Fluentd。

開始之前

• 具有*管理*/*擁有者*權限的Astra Control Center帳戶。

• Astra Control Center安裝並在Kubernetes叢集上執行。

Astra Control Center不會驗證您為Fluentd伺服器輸入的詳細資料。請確認輸入正確的值。

步驟

1. 使用具有*管理*/*擁有者*權限的帳戶登入Astra Control Center。

2. 選擇*帳戶*>*連線*。

3. 從顯示*中斷連線*的下拉式清單中選取*「Connect*（連線*）」以新增連線。
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4. 輸入您的Fluentd伺服器的主機IP位址、連接埠號碼和共用金鑰。

5. 選擇*連接*。

結果

如果您為Fluentd伺服器輸入的詳細資料已儲存、則「帳戶>*連線*」頁面的「變動」區段會指出該資料已連線。
現在您可以造訪您所連線的Fluentd伺服器、並檢視事件記錄。

如果連線因為某種原因而失敗、狀態會顯示*失敗*。您可以在UI右上角的*通知*下找到失敗的原因。

您也可以在*帳戶*>*通知*下找到相同的資訊。

如果您在收集記錄時遇到問題、請登入您的工作節點、並確保記錄可在「/var/log/contains/」中使
用。

編輯Fluentd連線

您可以編輯Astra Control Center執行個體的Fluentd連線。

步驟

1. 使用具有*管理*/*擁有者*權限的帳戶登入Astra Control Center。

2. 選擇*帳戶*>*連線*。

3. 從下拉式清單中選取 * 編輯 * 以編輯連線。

4. 變更Fluentd端點設定。

5. 選擇*保存*。

停用Fluentd連線

您可以停用Astra Control Center執行個體的Fluentd連線。

步驟

1. 使用具有*管理*/*擁有者*權限的帳戶登入Astra Control Center。

2. 選擇*帳戶*>*連線*。

3. 從下拉式清單中選取*「Disconnect*（中斷連線）」以停用連線。

4. 在開啟的對話方塊中、確認作業。
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取消管理應用程式和叢集

從Astra Control Center移除不再需要管理的任何應用程式或叢集。

取消管理應用程式

停止管理不再想從Astra Control Center備份、快照或複製的應用程式。

當您取消管理應用程式時：

• 任何現有的備份與快照都會刪除。

• 應用程式與資料仍可繼續使用。

步驟

1. 從左側導覽列選取*應用程式*。

2. 選取應用程式。

3. 從「動作」欄的「選項」功能表中、選取*「取消管理」*。

4. 檢閱資訊。

5. 輸入「unManage（取消管理）」以確認。

6. 選擇*是、取消管理應用程式*。

結果

Astra Control Center停止管理應用程式。

取消管理叢集

停止從Astra Control Center管理您不想再管理的叢集。

在取消管理叢集之前、您應該取消管理與叢集相關的應用程式。

當您取消管理叢集時：

• 此動作可防止您的叢集受到Astra Control Center的管理。它不會對叢集的組態進行任何變更、也不會刪除叢
集。

• Astra Control Provisioner 或 Astra Trident 不會從叢集解除安裝。 "瞭解如何解除安裝Astra Trident"。

步驟

1. 從左側導覽列選取*叢集*。

2. 選取您不想再管理之叢集的核取方塊。

3. 從「動作」欄的「選項」功能表中、選取「取消管理」。

4. 確認您要取消管理叢集、然後選取*是、取消管理叢集*。

結果

叢集的狀態會變更為*移除*。之後、叢集就會從「叢集」頁面移除、而且不再由Astra Control Center管理。
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取消管理叢集會移除已安裝用於傳送遙測資料的所有資源。

升級Astra Control Center

若要升級 Astra Control Center 、請下載安裝映像並完成這些指示。您可以使用此程序、
在連線網際網路或無線環境中升級Astra Control Center。

這些指示說明 Astra Control Center 從最新版本升級至目前版本的程序。您無法直接從目前版本之後的兩個或更
多版本升級。如果您安裝的 Astra Control Center 版本比最新版本落後許多版本、您可能需要執行鏈結升級至最
新版本、直到安裝的 Astra Control Center 僅比最新版本落後一個版本為止。如需已發行版本的完整清單、請參
閱 "版本資訊"。

開始之前

升級之前、請確保您的環境仍符合 "Astra Control Center 部署的最低需求"。您的環境應具備下列條件：

• * 已啟用 "Astra Control 資源配置程式" Astra Trident Running *

a. 判斷您正在執行的 Astra Trident 版本：

kubectl get tridentversion -n trident

如果您執行的是 Astra Trident 23.01 或更早版本、請使用這些項目 "說明" 在升級至 Astra

Control Provisioner 之前、先升級至較新版本的 Astra Trident 。如果您的 Astra Trident

位於 24.02 版的四個版本視窗內、您可以直接升級至 Astra Control Provisioner 24.02 。
例如、您可以直接從 Astra Trident 23.04 升級至 Astra Control Provisioner 24.02 。

b. 確認 Astra Control Provisioner 已完成 "已啟用"。Astra Control Provisioner 無法搭配 23.10 之前的
Astra Control Center 版本使用。升級 Astra Control Provisioner 、使其與您升級的 Astra Control Center

版本相同、以便存取最新功能。

• * 支援的 Kubernetes 發佈 *

判斷您執行的 Kubernetes 版本：

kubectl get nodes -o wide

• * 足夠的叢集資源 *

判斷可用的叢集資源：

kubectl describe node <node name>

• * 預設儲存類別 *

判斷您的預設儲存類別：
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kubectl get storageclass

• * 健全且可用的 API 服務 *

確保所有API服務均處於健全狀態且可供使用：

kubectl get apiservices

• * （僅限本機登錄）可用於推送及上傳 Astra Control Center Images （ Astra 控制中心影像）的本機登錄 *

• * （僅限 OpenShift ）健全且可用的叢集操作員 *

確保所有叢集操作員都處於健全狀態且可用。

kubectl get clusteroperators

您也應該考慮下列事項：

當排程、備份和快照未執行時、請在維護期間執行升級。

• * 存取 NetApp Astra 控制影像登錄 * ：
您可以選擇從 NetApp 映像登錄取得 Astra Control 的安裝映像和功能增強功能、例如 Astra Control

Provisioner 。

a. 記錄您登入登錄所需的 Astra Control 帳戶 ID 。

您可以在 Astra Control Service 網頁 UI 中看到您的帳戶 ID 。選取頁面右上角的圖示、選取 * API

access* 、然後寫下您的帳戶 ID 。

b. 從同一頁面選取 * 產生 API 權杖 * 、然後將 API 權杖字串複製到剪貼簿、並將其儲存在編輯器中。

c. 登入 Astra Control 登錄：

docker login cr.astra.netapp.io -u <account-id> -p <api-token>

• * Istio 服務網狀網路部署 *

如果您在 Astra Control Center 安裝期間安裝了 Istio 服務網格、此 Astra Control Center 升級將包含 Istio 服
務網格。如果您還沒有服務網格、則在期間只能安裝一個網格 "初始部署" Astra Control Center 。

關於這項工作

Astra Control Center升級程序會引導您完成下列高層級步驟：

在開始升級之前、請先登出Astra Control Center UI。

• 下載並擷取Astra Control Center
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• [如果您使用本機登錄、請完成其他步驟]

• 安裝更新的Astra Control Center操作員

• 升級Astra Control Center

• [驗證系統狀態]

請勿刪除Astra Control Center運算子（例如、 kubectl delete -f

astra_control_center_operator_deploy.yaml）在Astra Control Center升級或操作期
間、隨時避免刪除Pod。

下載並擷取Astra Control Center

從下列其中一個位置下載 Astra Control Center 影像：

• *Astra Control Service 映像登錄 * ：如果您不將本機登錄與 Astra Control Center 映像搭配使用、或是您偏
好從 NetApp 支援網站 下載套件時使用此方法、請使用此選項。

• * NetApp 支援網站 * ：如果您將本機登錄與 Astra 控制中心影像搭配使用、請使用此選項。

Astra Control 影像登錄

1. 登入 Astra Control Service 。

2. 在儀表板上、選取 * 部署自動管理的 Astra Control* 執行個體。

3. 依照指示登入 Astra Control 影像登錄、拉出 Astra Control Center 安裝映像、並擷取映像。

NetApp 支援網站

1. 下載包含Astra Control Center的套裝組合 (astra-control-center-[version].tar.gz）從
"Astra Control Center 下載頁面"。

2. （建議但可選）下載Astra Control Center的憑證與簽名套件 (astra-control-center-certs-

[version].tar.gz）驗證套件的簽名。

tar -vxzf astra-control-center-certs-[version].tar.gz

openssl dgst -sha256 -verify certs/AstraControlCenter-public.pub

-signature certs/astra-control-center-[version].tar.gz.sig astra-

control-center-[version].tar.gz

隨即顯示輸出 Verified OK 驗證成功之後。

3. 從Astra Control Center套裝組合擷取映像：

tar -vxzf astra-control-center-[version].tar.gz
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如果您使用本機登錄、請完成其他步驟

如果您打算將 Astra Control Center 套裝軟體推送至本機登錄、則需要使用 NetApp Astra kubectl 命令列外掛程
式。

移除NetApp Astra kubectl外掛程式、然後重新安裝

您需要使用最新版本的 NetApp Astra Kubectl 命令列外掛程式、將影像推送至本機 Docker 儲存庫。

1. 確定是否安裝了外掛程式：

kubectl astra

2. 請採取下列其中一項行動：

◦ 如果已安裝外掛程式、則命令應傳回 kubectl 外掛程式說明、您可以移除現有版本的 kubectl-Astra ：

delete /usr/local/bin/kubectl-astra。

◦ 如果命令傳回錯誤、表示外掛程式尚未安裝、您可以繼續下一步進行安裝。

3. 安裝外掛程式：

a. 列出可用的NetApp Astra kubectl外掛程式二進位檔、並記下作業系統和CPU架構所需的檔案名稱：

KECBECTl外掛程式庫是tar套件的一部分、會擷取到資料夾中 kubectl-astra。

ls kubectl-astra/

a. 將正確的二進位檔移至目前路徑、並將其重新命名為 kubectl-astra：

cp kubectl-astra/<binary-name> /usr/local/bin/kubectl-astra

將映像新增至登錄

1. 如果您打算將 Astra Control Center 套件推送至本機登錄、請為您的容器引擎完成適當的步驟順序：

86



Docker

a. 切換到tar檔案的根目錄。您應該會看到 acc.manifest.bundle.yaml 檔案與這些目錄：

acc/

kubectl-astra/

acc.manifest.bundle.yaml

b. 將Astra Control Center映像目錄中的套件映像推送到本機登錄。執行之前、請先進行下列替換

push-images 命令：

▪ 以<BUNDLE_FILE> Astra Control套裝組合檔案的名稱取代 (acc.manifest.bundle.yaml
）。

▪ 以&lt;MY_FULL_REGISTRY_PATH&gt; Docker儲存庫的URL取代支援；例如 "<a

href="https://&lt;docker-registry&gt;"" class="bare">https://&lt;docker-registry&gt;"</a>。

▪ 以<MY_REGISTRY_USER> 使用者名稱取代。

▪ 以<MY_REGISTRY_TOKEN> 登錄的授權權杖取代。

kubectl astra packages push-images -m <BUNDLE_FILE> -r

<MY_FULL_REGISTRY_PATH> -u <MY_REGISTRY_USER> -p

<MY_REGISTRY_TOKEN>

Podman

a. 切換到tar檔案的根目錄。您應該會看到這個檔案和目錄：

acc/

kubectl-astra/

acc.manifest.bundle.yaml

b. 登入您的登錄：

podman login <YOUR_REGISTRY>

c. 針對您使用的Podman版本、準備並執行下列其中一個自訂指令碼。以包含任何子目錄的儲存
庫URL取代<MY_FULL_REGISTRY_PATH> 。

<strong>Podman 4</strong>
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export REGISTRY=<MY_FULL_REGISTRY_PATH>

export PACKAGENAME=acc

export PACKAGEVERSION=24.02.0-69

export DIRECTORYNAME=acc

for astraImageFile in $(ls ${DIRECTORYNAME}/images/*.tar) ; do

astraImage=$(podman load --input ${astraImageFile} | sed

's/Loaded image: //')

astraImageNoPath=$(echo ${astraImage} | sed 's:.*/::')

podman tag ${astraImageNoPath} ${REGISTRY}/netapp/astra/

${PACKAGENAME}/${PACKAGEVERSION}/${astraImageNoPath}

podman push ${REGISTRY}/netapp/astra/${PACKAGENAME}/

${PACKAGEVERSION}/${astraImageNoPath}

done

<strong>Podman 3</strong>

export REGISTRY=<MY_FULL_REGISTRY_PATH>

export PACKAGENAME=acc

export PACKAGEVERSION=24.02.0-69

export DIRECTORYNAME=acc

for astraImageFile in $(ls ${DIRECTORYNAME}/images/*.tar) ; do

astraImage=$(podman load --input ${astraImageFile} | sed

's/Loaded image: //')

astraImageNoPath=$(echo ${astraImage} | sed 's:.*/::')

podman tag ${astraImageNoPath} ${REGISTRY}/netapp/astra/

${PACKAGENAME}/${PACKAGEVERSION}/${astraImageNoPath}

podman push ${REGISTRY}/netapp/astra/${PACKAGENAME}/

${PACKAGEVERSION}/${astraImageNoPath}

done

指令碼所建立的映像路徑應如下所示、視登錄組態而定：

https://downloads.example.io/docker-astra-control-

prod/netapp/astra/acc/24.02.0-69/image:version

2. 變更目錄：

cd manifests
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安裝更新的Astra Control Center操作員

1. （僅限本機登錄）如果您使用本機登錄、請完成下列步驟：

a. 開啟 Astra Control Center 營運商部署 YAML ：

vim astra_control_center_operator_deploy.yaml

附註的Y反 洗錢範例遵循下列步驟。

b. 如果您使用需要驗證的登錄、請取代或編輯的預設行 imagePullSecrets: [] 提供下列功能：

imagePullSecrets: [{name: astra-registry-cred}]

c. 變更 ASTRA_IMAGE_REGISTRY 適用於 kube-rbac-proxy 映像到您在中推入映像的登錄路徑 上一
步。

d. 變更 ASTRA_IMAGE_REGISTRY 適用於 acc-operator 映像到您在中推入映像的登錄路徑 上一步。

e. 將下列值新增至「env」區段：

- name: ACCOP_HELM_UPGRADETIMEOUT

  value: 300m

apiVersion: apps/v1

kind: Deployment

metadata:

  labels:

    control-plane: controller-manager

  name: acc-operator-controller-manager

  namespace: netapp-acc-operator

spec:

  replicas: 1

  selector:

    matchLabels:

      control-plane: controller-manager

  strategy:

    type: Recreate

  template:

    metadata:

      labels:

        control-plane: controller-manager

    spec:

      containers:
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      - args:

        - --secure-listen-address=0.0.0.0:8443

        - --upstream=http://127.0.0.1:8080/

        - --logtostderr=true

        - --v=10

        image: ASTRA_IMAGE_REGISTRY/kube-rbac-proxy:v4.8.0

        name: kube-rbac-proxy

        ports:

        - containerPort: 8443

          name: https

      - args:

        - --health-probe-bind-address=:8081

        - --metrics-bind-address=127.0.0.1:8080

        - --leader-elect

        env:

        - name: ACCOP_LOG_LEVEL

          value: "2"

        - name: ACCOP_HELM_UPGRADETIMEOUT

          value: 300m

        image: ASTRA_IMAGE_REGISTRY/acc-operator:24.02.68

        imagePullPolicy: IfNotPresent

        livenessProbe:

          httpGet:

            path: /healthz

            port: 8081

          initialDelaySeconds: 15

          periodSeconds: 20

        name: manager

        readinessProbe:

          httpGet:

            path: /readyz

            port: 8081

          initialDelaySeconds: 5

          periodSeconds: 10

        resources:

          limits:

            cpu: 300m

            memory: 750Mi

          requests:

            cpu: 100m

            memory: 75Mi

        securityContext:

          allowPrivilegeEscalation: false

      imagePullSecrets: []

      securityContext:

        runAsUser: 65532
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      terminationGracePeriodSeconds: 10

2. 安裝更新的Astra Control Center操作員：

kubectl apply -f astra_control_center_operator_deploy.yaml

回應範例：

namespace/netapp-acc-operator unchanged

customresourcedefinition.apiextensions.k8s.io/astracontrolcenters.as

tra.netapp.io configured

role.rbac.authorization.k8s.io/acc-operator-leader-election-role

unchanged

clusterrole.rbac.authorization.k8s.io/acc-operator-manager-role

configured

clusterrole.rbac.authorization.k8s.io/acc-operator-metrics-reader

unchanged

clusterrole.rbac.authorization.k8s.io/acc-operator-proxy-role

unchanged

rolebinding.rbac.authorization.k8s.io/acc-operator-leader-election-

rolebinding unchanged

clusterrolebinding.rbac.authorization.k8s.io/acc-operator-manager-

rolebinding configured

clusterrolebinding.rbac.authorization.k8s.io/acc-operator-proxy-

rolebinding unchanged

configmap/acc-operator-manager-config unchanged

service/acc-operator-controller-manager-metrics-service unchanged

deployment.apps/acc-operator-controller-manager configured

3. 確認Pod正在執行：

kubectl get pods -n netapp-acc-operator

升級Astra Control Center

1. 編輯Astra Control Center自訂資源（CR）：

kubectl edit AstraControlCenter -n [netapp-acc or custom namespace]

附註的Y反 洗錢範例遵循下列步驟。
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2. 變更Astra版本號碼 (astraVersion 內部 spec）自 23.10.0 至 24.02.0：

您無法直接從目前版本之後的兩個或更多版本升級。如需已發行版本的完整清單、請參閱 "版
本資訊"。

spec:

  accountName: "Example"

  astraVersion: "[Version number]"

3. 變更映像登錄：

◦ （僅限本機登錄）如果您使用本機登錄、請確認映像登錄路徑與您在中將映像推入的登錄路徑相符 上一

步。更新 imageRegistry 內部 spec 如果自上次安裝後本機登錄已變更。

◦ （ Astra Control 影像登錄）使用 Astra Control 影像登錄 (cr.astra.netapp.io）您曾經下載更新版
的 Astra Control 套裝軟件。

  imageRegistry:

    name: "[cr.astra.netapp.io or your_registry_path]"

4. 將下列項目新增至 crds 的內部組態 spec：

crds:

  shouldUpgrade: true

5. 在中新增下列行 additionalValues 內部 spec 在Astra Control Center CR：

additionalValues:

    nautilus:

      startupProbe:

        periodSeconds: 30

        failureThreshold: 600

    keycloak-operator:

      livenessProbe:

        initialDelaySeconds: 180

      readinessProbe:

        initialDelaySeconds: 180

6. 儲存並結束檔案編輯器。將套用變更、並開始升級。

7. （可選）驗證Pod是否終止並再次可用：

watch kubectl get pods -n [netapp-acc or custom namespace]
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8. 等待Astra Control狀態狀態顯示升級已完成且準備就緒 (True）：

kubectl get AstraControlCenter -n [netapp-acc or custom namespace]

回應：

NAME    UUID                                      VERSION     ADDRESS

READY

astra   9aa5fdae-4214-4cb7-9976-5d8b4c0ce27f      24.02.0-69

10.111.111.111  True

若要在作業期間監控升級狀態、請執行下列命令： kubectl get AstraControlCenter

-o yaml -n [netapp-acc or custom namespace]

若要檢查Astra控制中心的操作員記錄、請執行下列命令：

kubectl logs deploy/acc-operator-controller-manager -n netapp-acc-

operator -c manager -f

驗證系統狀態

1. 登入Astra Control Center。

2. 確認版本已升級。請參閱UI中的* Support*頁面。

3. 確認您所有的託管叢集和應用程式仍存在且受到保護。

使用 OpenShift OperatorHub 升級 Astra Control Center

如果您使用 Red Hat 認證的操作員安裝 Astra Control Center 、則可以使用 OperatorHub

的更新操作員來升級 Astra Control Center 。使用此程序從升級 Astra Control Center "Red

Hat生態系統目錄" 或使用Red Hat OpenShift Container Platform。

開始之前

• * 符合環境先決條件 * ：升級之前、請確保您的環境仍符合 "Astra Control Center 部署的最低需求"。

• * 請確定您已啟用 "Astra Control 資源配置程式" Astra Trident Running *

a. 判斷您正在執行的 Astra Trident 版本：

kubectl get tridentversion -n trident
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如果您執行的是 Astra Trident 23.01 或更早版本、請使用這些項目 "說明" 在升級至 Astra

Control Provisioner 之前、先升級至較新版本的 Astra Trident 。如果您的 Astra Trident

位於 24.02 版的四個版本視窗內、您可以直接升級至 Astra Control Provisioner 24.02 。
例如、您可以直接從 Astra Trident 23.04 升級至 Astra Control Provisioner 24.02 。

b. 確認 Astra Control Provisioner 已完成 "已啟用"。Astra Control Provisioner 無法搭配 23.10 之前的
Astra Control Center 版本使用。升級 Astra Control Provisioner 、使其與您升級的 Astra Control Center

版本相同、以便存取最新功能。

• * 確保健全的叢集操作員和 API 服務 * ：

◦ 從OpenShift叢集確保所有叢集操作員都處於健全狀態：

oc get clusteroperators

◦ 從OpenShift叢集、確保所有API服務都處於健全狀態：

oc get apiservices

• * OpenShift 權限 * ：您擁有所有必要的權限、並可存取 Red Hat OpenShift Container Platform 以執行所述
的升級步驟。

• * （僅限 ONTAP SAN 驅動程式）啟用多重路徑 * ：如果您使用的是 ONTAP SAN 驅動程式、請務必在所有
Kubernetes 叢集上啟用多重路徑。

您也應該考慮下列事項：

• * 取得 NetApp Astra 控制影像登錄的存取權限 * ：

您可以選擇從 NetApp 映像登錄取得 Astra Control 的安裝映像和功能增強功能、例如 Astra Control

Provisioner 。

a. 記錄您登入登錄所需的 Astra Control 帳戶 ID 。

您可以在 Astra Control Service 網頁 UI 中看到您的帳戶 ID 。選取頁面右上角的圖示、選取 * API

access* 、然後寫下您的帳戶 ID 。

b. 從同一頁面選取 * 產生 API 權杖 * 、然後將 API 權杖字串複製到剪貼簿、並將其儲存在編輯器中。

c. 登入 Astra Control 登錄：

docker login cr.astra.netapp.io -u <account-id> -p <api-token>

步驟

• [存取操作員安裝頁面]

• [解除安裝現有的運算子]

• [安裝最新的操作員]
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• 升級Astra Control Center

存取操作員安裝頁面

1. 完成 Openshift Container 平台或生態系統目錄的對應程序：
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Red Hat OpenShift Web 主控台

a. 登入OpenShift Container Platform UI。

b. 從側功能表中、選取*運算子>運算子中樞*。

您只能使用此運算子升級至 Astra Control Center 的目前版本。

c. 搜尋 netapp-acc 然後選取 NetApp Astra 控制中心操作員。

Red Hat生態系統目錄

a. 選擇NetApp Astra Control Center "營運者"。

b. 選擇 * 部署與使用 * 。
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解除安裝現有的運算子

1. 在 *NetApp-acc 操作者 * 頁面中、選取 * 解除安裝 * 以移除現有的操作者。

2. 確認作業。

此操作會刪除 NetApp-acc 操作員、但會保留原始的相關命名空間和資源、例如機密。

安裝最新的操作員

1. 瀏覽至 netapp-acc 操作員頁面。

2. 完成 * 安裝操作員 * 頁面、並安裝最新的操作員：
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此運算子可用於所有叢集命名空間。

a. 選取運算子 netapp-acc-operator 保留在刪除的運算子先前安裝中的命名空間（或自訂命名空間
）。

b. 選取手動或自動核准策略。

建議手動核准。每個叢集只能執行單一運算子執行個體。

c. 選擇*安裝*。

如果您選擇手動核准策略、系統會提示您核准此操作員的手動安裝計畫。

3. 從主控台移至「作業系統集線器」功能表、確認操作員已成功安裝。

升級Astra Control Center

1. 從 Astra Control Center 運算子索引標籤中、選取保留在先前安裝中的 Astra Control Center 、然後選取 * 編
輯資訊管理中心 * 。
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2. 更新 AstraControlCenter YAML ：

a. 輸入最新的 Astra Control Center 版本、例如 24.02.0-69 。

b. 在中 imageRegistry.name，請視需要更新映像登錄路徑：

▪ 如果您使用 Astra Control 登錄選項、請將路徑變更為 cr.astra.netapp.io。

▪ 如果您已設定本機登錄、請變更或保留您在前一個步驟中推入映像的本機映像登錄路徑。

請勿進入 http:// 或 https:// 在「地址」欄位中。

c. 更新 imageRegistry.secret 視需要而定。

操作員解除安裝程序不會移除現有的機密資料。只有在建立與現有秘密不同名稱的新秘密
時、才需要更新此欄位。

d. 將下列項目新增至 crds 組態：

crds:

  shouldUpgrade: true

3. 儲存您的變更。

4. UI 確認升級成功。

解除安裝Astra Control Center

如果您要從試用版升級至完整版產品、可能需要移除Astra Control Center元件。若要移
除Astra Control Center和Astra Control Center操作員、請依序執行本程序中所述的命令。

如果您對解除安裝有任何問題、請參閱 [疑難排解解除安裝問題]。
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開始之前

1. "取消管理所有應用程式" 在叢集上。

2. "取消管理所有叢集"。

步驟

1. 刪除Astra Control Center。下列範例命令是根據預設安裝而來。如果您進行自訂組態、請修改命令。

kubectl delete -f astra_control_center.yaml -n netapp-acc

結果：

astracontrolcenter.astra.netapp.io "astra" deleted

2. 使用下列命令刪除 netapp-acc （或自訂命名）命名空間：

kubectl delete ns [netapp-acc or custom namespace]

範例結果：

namespace "netapp-acc" deleted

3. 使用下列命令刪除Astra Control Center作業系統元件：

kubectl delete -f astra_control_center_operator_deploy.yaml

結果：
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namespace/netapp-acc-operator deleted

customresourcedefinition.apiextensions.k8s.io/astracontrolcenters.astra.

netapp.io deleted

role.rbac.authorization.k8s.io/acc-operator-leader-election-role deleted

clusterrole.rbac.authorization.k8s.io/acc-operator-manager-role deleted

clusterrole.rbac.authorization.k8s.io/acc-operator-metrics-reader

deleted

clusterrole.rbac.authorization.k8s.io/acc-operator-proxy-role deleted

rolebinding.rbac.authorization.k8s.io/acc-operator-leader-election-

rolebinding deleted

clusterrolebinding.rbac.authorization.k8s.io/acc-operator-manager-

rolebinding deleted

clusterrolebinding.rbac.authorization.k8s.io/acc-operator-proxy-

rolebinding deleted

configmap/acc-operator-manager-config deleted

service/acc-operator-controller-manager-metrics-service deleted

deployment.apps/acc-operator-controller-manager deleted

疑難排解解除安裝問題

請使用下列因應措施來解決您在解除安裝Astra Control Center時遇到的任何問題。

解除安裝Astra Control Center無法清除受管理叢集上的監控操作員Pod

如果在卸載Astra Control Center之前未取消管理叢集、您可以使用下列命令手動刪除NetApp監控命名空間和命
名空間中的Pod：

步驟

1. 刪除「acc監控」代理程式：

kubectl delete agents acc-monitoring -n netapp-monitoring

結果：

agent.monitoring.netapp.com "acc-monitoring" deleted

2. 刪除命名空間：

kubectl delete ns netapp-monitoring

結果：
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namespace "netapp-monitoring" deleted

3. 確認移除的資源：

kubectl get pods -n netapp-monitoring

結果：

No resources found in netapp-monitoring namespace.

4. 確認監控代理程式已移除：

kubectl get crd|grep agent

結果範例：

agents.monitoring.netapp.com                     2021-07-21T06:08:13Z

5. 刪除自訂資源定義（CRD）資訊：

kubectl delete crds agents.monitoring.netapp.com

結果：

customresourcedefinition.apiextensions.k8s.io

"agents.monitoring.netapp.com" deleted

解除安裝Astra Control Center無法清除Traefik CRD

您可以手動刪除Traefik客戶需求日。客戶需求日是全域資源、刪除這些資源可能會影響叢集上的其他應用程式。

步驟

1. 列出叢集上安裝的Traefik客戶需求日：

kubectl get crds |grep -E 'traefik'

回應
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ingressroutes.traefik.containo.us             2021-06-23T23:29:11Z

ingressroutetcps.traefik.containo.us          2021-06-23T23:29:11Z

ingressrouteudps.traefik.containo.us          2021-06-23T23:29:12Z

middlewares.traefik.containo.us               2021-06-23T23:29:12Z

middlewaretcps.traefik.containo.us            2021-06-23T23:29:12Z

serverstransports.traefik.containo.us         2021-06-23T23:29:13Z

tlsoptions.traefik.containo.us                2021-06-23T23:29:13Z

tlsstores.traefik.containo.us                 2021-06-23T23:29:14Z

traefikservices.traefik.containo.us           2021-06-23T23:29:15Z

2. 刪除客戶需求日：

kubectl delete crd ingressroutes.traefik.containo.us

ingressroutetcps.traefik.containo.us

ingressrouteudps.traefik.containo.us middlewares.traefik.containo.us

serverstransports.traefik.containo.us tlsoptions.traefik.containo.us

tlsstores.traefik.containo.us traefikservices.traefik.containo.us

middlewaretcps.traefik.containo.us

如需詳細資訊、請參閱

• "解除安裝的已知問題"
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