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[root@beegfs 01 ~]1# pcs status
Cluster name: hacluster
Cluster Summary:

* Stack: corosync

* Current DC: beegfs 01 (version 2.0.5-9.el8 4.3-ba5%e7122) - partition
with quorum

* Last updated: Fri Jul 1 13:37:18 2022

* Last change: Fri Jul 1 13:23:34 2022 by root via cibadmin on
beegfs 01

* 6 nodes configured

* 235 resource instances configured

WUTEEY hamSErRrIEzs .

Node List:
* Node beegfs 06: standby
* Online: [ beegfs 01 beegfs 02 beegfs 04 beegfs 05 ]
* OFFLINE: [ beegfs 03 ]
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Full List of Resources:

* mgmt-monitor (ocf::eseries:beegfs-monitor) : Started beegfs 01
* Resource Group: mgmt-group:

* mgmt-FS1 (ocf::eseries:beegfs-target) : Started beegfs 01

* mgmt-IP1 (ocf::eseries:beegfs-ipaddr?2) : Started beegfs 01

* mgmt-IP2 (ocf::eseries:beegfs-ipaddr?) : Started beegfs 01

* mgmt-service (systemd:beegfs-mgmtd) : Started beegfs 01

[...]
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1. EEBIANsibleEFEF groups vars/ha_cluster.yml FiiE F5I4HEE :

beegfs ha cluster crm config options:
stonith-enabled: False
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1. BEYERRE (stonith) STERIHEEDER « 58817 . pcs property show stonith-enabled
2. EE(CHRBEHIT | pcs property set stonith-enabled=false

3. BERAMREERIT : pcs property set stonith-enabled=true
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BAIZENMIE S FH4R "Ansible Galaxy" » HIT R3S .

ansible-galaxy collection install netapp eseries.beegfs --upgrade

UNEBEAR UL FH AR ~ sRTE T EULHEL "Ansible Galaxy" $#— FFTEERY Install Version' #Af% Download
tarball ° ftarfZE#EIAnsibleiTHIEIRE « RABHIT FIIGS ©

ansible-galaxy collection install netapp eseries-beegfs-<VERSION>.tar.gz
--upgrade
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AESEIE] &9 - BRABCE BeeGFS HA JBEM—AKE > 552/ "Ansible Inventory Overview" 43 o
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MBEBEFERNERRAZ EFEE)  557E playbook.yml FAREEMNMEEREENERTD « FHAGCLTE
beegfs ha <VERSION> MARBREREEAVRRA o FIUN » W1REAEEE BeeGFS 7.4 » EHE beegfs ha 7 4

- hosts: all
gather facts: false
any errors fatal: true
collections:
- netapp eseries.beegfs
tasks:
- name: Ensure BeeGFS HA cluster is setup.
ansible.builtin.import role: # import role is required for tag
availability.
name: beegfs ha 7 4
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ansible-playbook -i inventory.yml beegfs ha playbook.yml -e
"beegfs ha force upgrade=true" --tags beegfs ha
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<playbook directory>/files/beegfs/<beegfs mgmt ip address> connAuthFile
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7 beegfs_ha conn_auth enabled: false RIFRAEMNEMSNEHEE (FEZEXM
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S
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1. FREERNEERARAR B BeeGFS ARFFEEH EEEENRL LIETT 61T BeeGFS BRFFAIIEZZENRE BRE P
£ Pacemaker B GEEH BIEM LT

pcs status

2. SEERIEDTRYERERARRS o
a. 552/ "BeeGFS {7 XIE" UBUSHH B EHRRIIMERIREA
b. BHNRAEEEK B

cp -r /mnt/mgmt tgt mgmt0l/data
/mnt/mgmt tgt mgmtO0l/data beegfs v7 backup $(date +%Y%m%d)

C. i beegfs AR IRHITUTaR < » MiEFHBEUHMBE

beegfs-ctl --getentryinfo --verbose /path/to/beegfs/mountpoint

d. yIRERRE > BURESFREIREEN
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beegfs-ctl --listtargets --longnodes —--state --spaceinfo

--mirrorgroups --nodetype=meta
beegfs-ctl --listtargets --longnodes —--state --spaceinfo
—--mirrorgroups --nodetype=storage

3. BE P IMUFARFS P EIRVEEBIE(F LE beegfs-client BRFS - HEEZ AT :

systemctl stop beegfs-client

4. #1818 Pacemaker #£ » {2 STONITH o BRI UIEA R EEERENTEN > MASHBEFTLERNED
REEHTRRE o

pcs property set stonith-enabled=false

5. ¥1? BeeGFS s =R HIFRE Pacemaker #£ » 35{EF PCS (SLE#EE ©

pcs cluster stop --all

4% BeeGFS Eff

TEREPHFIEREZREE L FIEBERARE Linux #1ThREY BeeGFS v8 SREEBIEE - ARIfEAE 77 BeeGFS &
EERVERAA > 5RE5h "BeeGFS THEME" » % » sHARMECE SR ASH BeeGFS HRIKAE ©

HiE

MR B REUN{AI7E RHEL 9 #22REE: EEFE 7 BeeGFS 8.2 f1FE o sAE =P HIFTAIEREE LT T

HILER -
1. BEEA BeeGFS GPG %18 :

rpm --import https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs

2. B A BeeGFS {#77/&E -

curl -L -o /etc/yum.repos.d/beegfs-rhel9.repo
https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-rheld.repo

(D BIRSsEARENFA BeeGFS fFH » LUBSERH BeeGFS v8 (HIFBRAERZE -

3. BIAEMEIERME


https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/

dnf clean all

4. 7EFREHEZZEREL | > 5 BeeGFS EMEIE BeeGFS 8.2

dnf update beegfs-mgmtd beegfs-storage beegfs-meta libbeegfs-ib

() &EmEgEs veegts-ngntd KEERREHAMIEEREE -

FHREERERE
E¥1T BeeGFS BEERBIMERMAZ— L » T FIITERREEEREN BeeGFS v7 BHEE v8

1. BHFrE NVMe REWEFESIERR !

nvime netapp smdevices | grep mgmt tgt

a. FHEEHFRVRERE
b. REEEREEHHIRANETEERHER (1 /dev/nvmexny BB EHEERT)

mount /dev/nvmeXnY /mnt/mgmt tgt mgmt01/
2. JUTLU TS » 1588 BeeGFS 7 EBERIEAFNERERL ¢

/opt/beegfs/sbin/beegfs-mgmtd --import-from
-v7=/mnt/mgmt tgt mgmt0l/data/

TRRRSIL -

Created new database version 3 at "/var/lib/beegfs/mgmtd.sglite™.
Successfully imported v7 management data from
"/mnt/mgmt tgt mgmtOl/data/".

FiS BeeGFS v8 REEMAVEREE 2K » BENEARISEEATEFRA ISR TR - AIdN - 4N5REB

@ TRISKEI R ERRGEN - IEARKK - EBBKRW » BI0MEFAR - 55H& NetApp 32
RUESEREBBEENTE o (FRERRIRTS S » IERTLIREAR BeeGFS v8 AR E » ITE
IR RHARIMLEIZETT BeeGFS v7 ©

3. RELR SQLite IEEB T EIRARF &I, -
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mv /var/lib/beegfs/mgmtd.sglite /mnt/mgmt tgt mgmt0l/data/

4. BESR beegfs-mgmtd.toml' B E EIRARFEHME LS

mv /etc/beegfs/beegfs-mgmtd.toml /mnt/mgmt tgt mgmt0l/mgmt config/

#£f5 "beegfs-mgmtd.toml" s ERZR FESTRY F—EIFRRVIRIEN TLS sRET R BETT ©

RIERE

1. TEFRB#AT beegfs BIRARFFAIENRE L L5 beegfs RIEEH - BEBERT » EREENRIMIEED :

dnf install libbeegfs-license

2. 5B BeeGFS v8 IRIEIER T H 2 EIRFRWHNETE :

/etc/beegfs/license.pem

%BE TLS %

BeeGFS v8 ZEXREEIRFFMA A inZ A TLS MBLURFRERZE - Ao BRI A P iR 2 BARRE
SBY TLS MEBER =% - HEARRZENHERERZEEPREREEN (CA) HENERE - 3E > &7
LI B SR CA 2R% BeeGFS REHRE /RN - BNAREMERIRIZNHELF - AIUTEERA TLS
BREZERY > AACERSRENBRETERT

TRHERRIRIE 2 A » 55188 "7 BeeGFS 8 &7E TLS MNE" 15EPHVERAARICHIRIRSRE TLS MZ ©

EMEERBEE

1R EN BeeGFS v7 REMEFEFERE] /mnt/mgmt_tgt_mgmt01/mgmt_config/beegfs-mgmtd.toml #&Z& 4 > LY
#1% BeeGFS v8 EIRRFEREME ©

1. CFEHEEEEENEIEMNLE > 5| /mnt /mgnt_tgt mgmt01/mgmt config/beegfs-mgmtd.conf
BeeGFS 7 WEIEARFE X » ABRFIARTRHEIX
/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.toml X o HRNEARE » K89
beegfs-mgmtd.toml FCERISEU] FAAR -
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beemsg-port = 8008

grpc-port = 8010

log-level = "info"

node-offline-timeout = "900s"

quota-enable = false

auth-disable = false

auth-file = "/etc/beegfs/<mgmt service ip> connAuthFile"
db-file = "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite"
license-disable = false

license-cert-file = "/etc/beegfs/license.pem"
tls-disable = false

tls-cert-file = "/etc/beegfs/mgmtd tls cert.pem"
tls-key-file = "/etc/beegfs/mgmtd tls key.pem"
interfaces = ['ilb:mgmt 1', 'iZb:mgmt 2']

*EFE/L.\E,JIE}LR*D TLS Eaguﬁﬁﬁﬁﬁﬁg'f«( o
2 ESEMTERRISNREDT L > (52 systemd SIS » EEIEOMEEREIE

sudo sed -i 's|ExecStart=.*|ExecStart=nice -n -3
/opt/beegfs/sbin/beegfs-mgmtd --config-file
/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.toml]| '
/etc/systemd/system/beegfs-mgmtd.service

a. EMHA systemd :

systemctl daemon-reload

3. HRHMITEIRIRFESEEZED - FREUEZE 8010 LUETEERFER gRPC & ©
a. iEEHEE 8010/tcp FIEE beegfs B :

sudo firewall-cmd --zone=beegfs --permanent --add-port=8010/tcp

b. EMEHANIEAEREE !

sudo firewall-cmd --reload

T BeeGFS E5iZflZx

Pacemaker beegfs-monitor OCF AR EFHHIUZIEME TOML s5EMILH systemd IRFEEIE o SAERE
PR —(E&NEE_E A - AR EREBIAE RN EMEES o
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1. #2i BRTZABER

cp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
/usr/lib/ocf/resource.d/eseries/beegfs-monitor.bak.S (date +%F)

2. BEBETEREREH .cont " BHA .toml -

sed -i 's|mgmt config/beegfs-mgmtd\.conf|mgmt config/beegfs-mgmtd.toml]|"
/usr/lib/ocf/resource.d/eseries/beegfs-monitor

E > FETERARPIHEUTIEBESR :

case S$type in
management)
conf path="${configuration mount}/mgmt config/beegfs-mgmtd.conf"

R HERS -

case Stype in
management)

conf path="${configuration mount}/mgmt config/beegfs-mgmtd.toml"

. .
rrs

3. B get_interfaces () M get subnet ips () REULZIE TOMLECE :
a. EXFHREIIPHEMZS

vi /usr/lib/ocf/resource.d/eseries/beegfs-monitor

b. HHIEMMEERE . get interfaces() M get subnet ips() °©
C. MIpREMETTERE > % get _interfaces () FIIEEI get subnet ips () 4R °
d. BT EFAVRBHE R AL FEHEME

13
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# Return network communication interface name (s) from the BeeGFS
resource's connlInterfaceFile
get interfaces() {
# Determine BeeGFS service network IP interfaces.
if [ "S$type" = "management" ]; then
interfaces line=$ (grep "“interfaces =" "Sconf path")
interfaces list=$(echo "Sinterfaces line" | sed "s/.*= \[\(.*
) \1/\1/™)
interfaces=$ (echo "S$interfaces list" | tr -d "'" | tr -d "

l,l l\nl)

for entry in $interfaces; do
echo "Sentry" | cut -4 ':' -f£ 1
done
else
connInterfacesFile path=S$(grep "“connInterfacesFile" "Sconf pat
| tr -d "[:space:]" | cut -£ 2 -d "=")

if [ -f "SconnlInterfacesFile path" ]; then
while read -r entry; do
echo "S$entry" | cut -£ 1 -d ':'
done < "SconnInterfacesFile path"
fi
fi

# Return list containing all the BeeGFS resource's usable IP
addresses. *Note that these are filtered by the connNetFilterFile
entries.
get subnet ips () {

# Determine all possible BeeGFS service network IP addresses.

if [ "Stype" != "management" ]; then

connNetFilterFile path=$ (grep "“connNetFilterFile" "Sconf path"

tr -d "[:space:]" | cut -£ 2 -4 "=")

filter ips=""
if [ -n "SconnNetFilterFile path" ] && [ -e
SconnNetFilterFile path ]; then
while read -r filter; do

tr

h"

filter ips="S$filter ips $(get ipv4 subnet addresses Sfilter)"

done < SconnNetFilterFile path
fi

echo "S$filter ips"
fi



e EFIRHXFAREESS °
f BITU TS URERZ AR EMW AR AR  RABER TN ALERE -

bash -n /usr/lib/ocf/resource.d/eseries/beegfs-monitor

4. FEEHEH beegfs-monitor OCF MIZAERNEIEEPRFRIAHMETRS » IFER—2IE :

scp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
user@node: /usr/lib/ocf/resource.d/eseries/beegfs-monitor

fEsE Mg LR
TR ZBINFRBE AR ERE - BBTEFTA R LEIE) BeeGFS IRT5 » EmEEN LR -

pcs cluster start --all

2. E%3% beegfs-mgmtd BRFS S BIHERE) :

journalctl -xeu beegfs-mgmtd

FRHmL e S TT

Started Cluster Controlled beegfs-mgmtd.

Loaded config file from "/mnt/mgmt tgt mgmtO0l/mgmt config/beegfs-
mgmtd.toml"

Successfully initialized certificate verification library.
Successfully loaded license certificate: TMP-113489268

Opened database at "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite”
Listening for BeeGFS connections on [::]:8008

Serving gRPC requests on [::]:8010

(D NRBEFEPHIRER  FIREEERERRE > WHEAFIAEEN BeeGFS 7 SREIEEMHERE

% o

3. 1T pcs status MEFEERTEELE » UAREREEECHEEEHE LKE) -
4. MESREEEENNIER®E > EFEAH STONITH :

pcs property set stonith-enabled=true

15



5.

ETIREAT—H > FHREZEERH BeeGFS A » WitRE BeeGFS HEREEAMR ©

4% BeeGFS AR

RIS EFHR E BeeGFS v8 18 » fTiE W EFAH4RFIA BeeGFS AR °

BUR B BREE 7 72 E Ubuntu BYRAE EFHR BeeGFS R IRAVIBTE o

1.

2.

16

MRERIFL > 551FLE BeeGFS F P ImARTS :

systemctl stop beegfs-client

AT Linux E1THRHTIE BeeGFS v8 S BB E - BRFEAE 7 BeeGFS BERVEREA » 55i&5h" BeeGFS
THER" - HE > AEEMECE SR ZAH BeeGFS IRBREE ©

LUFHBEER Ubuntu VR EERES BeeGFS 8.2 Bils B fE -

fE A BeeGFS GPG #1& :

wget https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs -0
/etc/apt/trusted.gpg.d/beegfs.asc

TEHFEESE !

wget https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-noble.list -0
/etc/apt/sources.list.d/beegfs.list
() MIRSEARENFTE BeeGFS (17 » LUB SR BeeGFS v8 HTEBR AR -

. Ft#k BeeGFS R IREM :
apt—-get update
apt-get install --only-upgrade beegfs-client

. REFIRECE TLS o f£F BeeGFS CLI BE TLS © 552 % "4 BeeGFS 8 iR TLS %" FRER R IHRE

TLS °

- B{Eh BeeGFS R P imARTS !

systemctl start beegfs-client
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B8 B4R
SERXFHARE BeeGFS v8 % » HITU TS UEREFHRE T AT ©

1. Bg581R inode B RNHSCAIRVERITERIERES - MMREEMA T EIERFHH import-from-v7 HIEE »
AlItBREZ g BEM -

beegfs entry info /mnt/beegfs

2. HESDFRA ENRGTN B RI97EAR L BARAE R YT ¢

beegfs health check

C) MR MRARE) BELEEFEETATEARRE » Kol beegfs-mgmtd. toml HEEFE
£ I8t BE > FHEESENIRIE o

4% HA ZETH) Pacemaker #1 corosync Eff
AR TS BRAR HA RETPREESMNESRELT EMS ©
F+4& Pacemaker 1 corosync RIFE{REREEEMINAE » EREMIEXMNM BN S HEE -

FHRTE

AR =EEMERZ L | EBARITE2ERAESE - B85 EEE 5B o BHARERISEEREOE
FEELIINF AT E © 352 ClusterLabs BY"FH 4% Pacemaker =" sRASC Y » WUFETEERMTRES % o 1TEEH
RFGFEZA > SRRERS

* NetApp BeeGFS R A ZZREMNMERNEERRLTEMS
* BeeGFS tEZ 24 Pacemaker 4B E B MBIHED ©
s BERNIETEAREE o

TBIRFAAR

7T E S R EETBIRSERR - REAR  ARSHEMSIARE > HEIFMASHREIITHRESLE - 5
FAFEREREEF  BREAN HA REMNEREE » EEREBRETEERNTESIRAENER - 7ELEE
wREP - BBREERILSE -

1. SR %%Jfﬁ’\ EARRE » HEE BeeGFS ARFFEBEERIFHIENRL_ LT o {0 "B =0 BHAE
i B2 -

2. BERFHRERS > AERHEBEATGEN > LFER (738 FIA BeeGFS fRF :
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pcs node standby <HOSTNAME>

3. BUT TP B > HEsTERAARTS B ¢

pcs status

am b RE R AR (AT AR TS Bl A R an B RG_EBYBRFS started ©

@ REBEXNME > REFAIRER BRI BRI D IEA BB EIHIARIRS - 412R BeeGFS ARFS A
TEIhIREDRE D RRE) SRR IER" 0 SR/ o

4. RAPAENRL ERYEEE

pcs cluster stop <HOSTNAME>

5. FHREIEL EAY Pacemaker > corossync 1 PCS Ef4 :

() =remaEseRELAGTNR - THRSERRNIT RHEL 8 REERSHR -

dnf update pacemaker-<version>
dnf update corosync-<version>

dnf update pcs-<version>

6. 1TENEL_EERED Pacemaker BEEARTS :

pcs cluster start <HOSTNAME>

7. R "pecs EHEEHN  sAEAREEMEREERS |

pcs host auth <HOSTNAME>

8. FESPIL T AMVER{EERAERNAB R crm_verify o

()  RmtEesmEmmE— R -
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crm verify -L -V

9. IEERRLTERFIARAETS M

pcs node unstandby <HOSTNAME>

10. }&FrA BeeGFS BRFFZEHEE LI HRIFAIENES

pcs resource relocate run

A

M. SHHEETNSEHEEE LIRP R 0 BRENMSESRNITAIENERSS 0 E238FEPHM PCS lAAHIE -
12. &% > FBHIT pes status MR EEAR T RYF > X "Current DC’ [BIFRFAFEAIENRESARES o

®

UNER "Current DC' #RE% [ixed hrzd1 » AIREPEEEI{NHIEFEHEERR Pacemaker #
17 BEFHLR - MRBREAARNBEBEIENINAZESE » REREERE)

» Wi 2R Pacemaker HRA:REBSFEAE15R » U ERBIAARREIE o

EfE =2 et o3
STRLEE R

FUETSET > FRARENRNERESRE - HHEFR > ARENERIERSE - MRHRBNBEEHERATRER
XEEGIRASBIAERS - BIKAEERILTT X -
1.

some BN RIEIRE - HE{E BeeGFS IRFETEIRFHVEIRE_ EBIT o W1 "B E RS BFEE
IR

FARAFR A ENRG_ERVEREEERES ( Pacemaker F corosync ) ©

®

PEEAN\NE » BEEETREE

Berm

BRMENEDES BERFLE o

pcs cluster stop --all

EFTA R ENERERFBEREAZE - BIREENER » ARSEERS LB Pacemaker » corosync #
PCS Eff o

®

ENEEEnTEREFERAME - T <LBEANHIT RHEL 8 RREBIRENRA

dnf update pacemaker-<version>

dnf update corosync-<version>
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dnf update pcs-<version>

4. FHRFRBEREZ % - SATEFTA ENRS L REE TS ¢

pcs cluster start --all

o 1R ‘pes B EEH > sAEMREEETHISER |

pcs host auth <HOSTNAME>

6. 1% > FAHIT pes status WHEBFEEA T RYF > I "Current DC #5 IEFERVE1REIHRAS ©

@ 1R "Current DC'HRE% [ ixed A7) » BIEREPEERITEFERERNR Pacemaker #
17 BEHRK

EIMERMEN T E REIES

BIRIBTYIPER » BBIEZREEEEA ConnectX-7 NMEEEHARITAVIEIRE o

Ef
e

FIAERREEHT ConnectX-7 NTERENEE » 7 AEZIEHH MLNX_OFED EeEhi2x » BUAMThAESIEESESR o AN4E
FARFEA NVIDIA BY "mixfwmanager ABRRINETNEFEHN » ARESRERRMES -

FHREE

ISR HEMIEEH ConnectX-7 NEREREMN G X | REEMMLEHIEETI o BIEEENKX/) » EEZEE
BEHGE o MITHIREEZ A > BT ©

* BRETIEMN MLNX_OFED EBENET » AR iEK" o

* BeeGFS 18X Z#iH1 Pacemaker 2 E4RREB BXMMIED o

s BERRIEFIREE o
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PR EMERS
EZEEHE NVIDIAmlx fwmanager 2B REMEFEI T E RS > EEIEZEL NVIDIA BY MLNx_OFED B&

IR IR M - MIREMZAl > B TN ERAEIISIRE NVIDIA BV EEL" » Wi EFFESEESR
BNESE o

5% Lenovo ConnectX-7 /T » 55f# A mlxfwmanager LES NVIDIA EE_EATH"OEM &)

o

20


../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
../second-gen/beegfs-technology-requirements.html
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/firmware-downloads/
https://network.nvidia.com/support/firmware/lenovo-intelligent-cluster/
https://network.nvidia.com/support/firmware/lenovo-intelligent-cluster/
https://network.nvidia.com/support/firmware/lenovo-intelligent-cluster/
https://network.nvidia.com/support/firmware/lenovo-intelligent-cluster/
https://network.nvidia.com/support/firmware/lenovo-intelligent-cluster/

REENTS A

BEEMAAME LN HAREMERILS X - BB ATR—RE—(EERZHNE LEHRTEFERE » 8
HA EEASIREIRTEXR » FREZRCTTUILERBRARTE /10 -

1. SRR > A1 BeeGFS RSHERIRITIIBES LINT © U1 REH EOTHRIE" HEAH
o HSH -

2 FEETMIEREH > TRHEHBERGFRERER » USRI IR (37%8) FA BeeGFS IRF :

pcs node standby <HOSTNAME>
3. MITTFIFER » FEDENBARVARTS CFES ¢
pcs status

B R A EARBRE AR ER EAIARTS started

@ MEBEA/NME > BeeGFS IRFFFIAER B2 AEM B D IEA B2 EIHIARIRS - 412R BeeGFS
ARFS AT SR ED RS L RRE) S 2R IER" > 5B/ -

4. FREMNEREE mlxfwmanager °

mlxfwmanager -i <path/to/firmware.bin> -u

20 F "PCI Device Name #ZUW I8 B SENE £ ©
S FAAARANEREENEE mixfwreset UERHTENRS o

@ FREFREE MNP RZENFEA SEERERM 552 R "NVIDIA Y mixfwreset (R LIS 15
5| - MMRFBEEHFN - FRITEMEE > MIFERNEF °

a. {=1t opensm ARTS :

systemctl stop opensm
b. $+¥t4cATzFEAMEEIEBR#MIT FY8< PCI Device Name ©
mlxfwreset -d <pci device name> reset -y

C. EX® opensm BRFS -
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systemctl start opensm
d. EFENE) eseries nvme ib.service ©

systemctl restart eseries nvme ib.service

e. Bi:8 E RIREFIINHIIRE RS FE °

multipath -11

1. #1T “ibstat WEREEPRA T E R E D UFTRAIEIBRIR AT :

ibstat
2. 1EHE0B5 ERY®h Pacemaker #ERTS

pcs cluster start <HOSTNAME>
3. RENERIERFARRERS M ¢

pcs node unstandby <HOSTNAME>

4. FFH BeeGFS RIS ERMEPBEIHIRIFAIEIES :

pPCsS resource relocate run

HEEPHESERERNHEEELETH > HEIFMENE FEBEEHRABL -
CHRREENA

BEIAMERRN HA RERBILGE - BRAZFRUNESERN - EEIEMD R - AIEREBHMNEER
BFLEE - BRIRFEH o

1. EREERNRERRE > BS(E BeeGFS IRBEEERIFRIENIRL LT o M0 "REEEMRE" BFHEE
HIREE

2. EETEMAERGE > WHRHHRMERTHEN  DURZEREMR (3738) FiA BeeGFS fRF !

pcs node standby <HOSTNAME>
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3. MITIUTHER » MEDENBMEIREFES ¢
pcs status

SeE R A EARBRE AR ER EAIARTS started

MRBEAR/NME > BeeGFS RFFFISERE XM B DN > A BEEIREIRE LR ER
Started ° Y15k BeeGFS ARF5HEZRIE) > 55" St 2 HF#IER "6 -

4. BEREBENHEET o

pcs property set maintenance-mode=true

S. FREEMN T E RIS mlxfwmanager °

mlxfwmanager -i <path/to/firmware.bin> -u

iC & "PCI Device Name 12 #BE BB EE N E B ©

6. ERAAARHERSENE R mixfwreset UERHEIRE o

@ RS EMrIAeR 2 EMFEA SEERER 552 F"NVIDIA Y mixfwreset [RH" WIS 1S
5| - MMRFBEEMF - FHITEMENK > MIFERNEF °

a. {21k opensm ARF :

systemctl stop opensm

b. $#+¥5EATEEANEEREHMITT5E< PCI Device Name ©

mlxfwreset -d <pci device name> reset -y

C. EX®) opensm BRFS :

systemctl start opensm

7. 317 “ibstat MEREFA AN E FE S UFFEREIREIR AT

ibstat
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8. 7XENEL_FEYE) Pacemaker S &R -

pcs cluster start <HOSTNAME>

9. IERRLTLFIARAETE ¢

pcs node unstandby <HOSTNAME>

10. RBEB HEERT o

pcs property set maintenance-mode=false

1. #&FA BeeGFS IRFFEMEPZE L EIRYTFAIENRS |

pCsS resource relocate run

HEETHSEREEMNMEREELEIR > BRFANTE RHEENRRL

4% E-Series {#{7[E5
BRI TYTEHR HA =5/ E RV GEFREY T o
s

fERARMBVRIRG « 58 HA 2517 NetApp E-Series f#7Z 5 RIFERITALE « URRREMENESHNEZZE -
RTFPET R BIREE 5B SANtricity OS » NVSRAM HMIHZEHEEIRSIERKER o

@ %’Ejéiﬁ%ﬁ[ﬁ?‘]ﬁju& HA 525 LIRFRPEITAR « BEERCREEENMHEERT - LEETFREH

& RENRE AR BR

TH S ERBEMUNAI{ER Netapp Eseries.Santricity Ansible & BMEAFESIAVEE o TEEZA ~ 55
R F 4= =" L EHT E-Series R4 ©

@ REE 11.70.5P1 F4RZE SANTtricity OS 11.80 T E#hRAs - FEBE—T HERZ AT ~ B H
FPESFHARZE 11.70.5P1 o

1. BB IGRY Ansible HEHIEIELE B FEARFTEY SANtricity Ansible Collection ©
o AITFENMIESFHR "Ansible Galaxy" > BITFYIGH% :
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https://galaxy.ansible.com/netapp_eseries/beegfs

ansible-galaxy collection install netapp eseries.santricity --upgrade

© AEETHGFAR Ansible Galaxy" ~ BT FHES tarball ~ REFEHELAVIEFIENRS « RRMIT -

ansible-galaxy collection install netapp eseries-santricity-
<VERSION>.tar.gz --upgrade

B2 ZEES UEUSEZEH °

2. EVSETF MRS MR AR AT EDRE o
a. THENEESE -

* * SANTtricity OS #1 NVSRAS:* BIEEE"NetApp SZEAILA" ~ Mt T 838 AR I HEES B B R FThR
SANtricity OS #1 NVSRAS*

* ¢ HARRILERIRG ¢ BIE"E-Series HATRINAC UL & "M T H B AR fEY BRI B BRI FEE o

b. #& SANtricity OS ~ NVSRAM FNHAERI%BIRSHEZHTFE Ansible 1 EIRLAY
“<inventory_directory>/packages’ Bt o

3. MBEME - sAEMEZER Ansible BETFIER « LUMAAFTE BE MRS (RIRERE) o NS5~ 5F
288"Ansible Inventory Overview"— °

4. FEREEENRENRLE - BHIEMAEM FHSE BeeGFS IRFBFEEN RIEMEE o U "B TR ERIRA" Fe¥
SRR

O. IR R E BRI R E E R o

6. EI12AMIFT Ansible 2 “update_block_node_playbook.yml' 8iFM o 551 RN BIEAZEFMH « &
SANtricity OS ~ NVSRAM FIHABE & FREhR AN BN A& (T AR AU FHAR RIS

- hosts: eseries storage systems
gather facts: false
any errors fatal: true
collections:
- netapp eseries.santricity
vars:
eseries firmware firmware: "packages/<SantricityOS>.dlp"
eseries firmware nvsram: "packages/<NVSRAM>.dlp"
eseries drive firmware firmware list:
- "packages/<drive firmware>.dlp"

eseries drive firmware upgrade drives online: true

tasks:
- name: Configure NetApp E-Series block nodes.
import role:

name: nar santricity management
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7. BERRENER ~ 551 Ansible FERIEIREMIT TS8R <

ansible-playbook -i inventory.yml update block node playbook.yml

8. SEREETFME « AR S ERETFRETH RN R
9. iEEMB MRS  WERBERERNREMNRE « B8 BeeGFS RBEUNERIFAIERS L

ARF5 e e

AIEBEN A EOERTS
TS Z FT%EBeeGFSARFS ©

4

WS

BeeGFSHRFF RITE =S PRIEIRL 2 M TAIERH « WA E ML ENENRERNT-HEEMER - AR IR
MEETFIIERRAR - FHRPARMEES TR EFRER - NEMRZEFIHRIRBEH  MASERE -

pZ
R ERRIERIE

riEgE GrEN)

—RME - EEHTERFE SRR LUETHER - CSRBNZHRBE (FFEHE) FEBeeGFSIRF o
RIS ENRE B I R an kRS ~ LUZERILEEAR ¢

pcs node standby <HOSTNAME>

%Hﬂ%ﬁuﬂZﬁ: pcs status FIABEREEEENIEREF LENRAE « CRI LR R ERMS S MNRETH e

AiEEE (EsrEMREBEZE)
BT IBeeGF SRS EIR E B ERNBLET ~ 3575 HIT pcs status W7E Node List (EiR5EE) | HEgE
AREER TS Tstandby (FFdm) | °§D%’é’ﬁﬂﬁi¥ﬁﬁ'ﬁff% HIgBTARES BIRERFB LARAL

pcs cluster start <HOSTNAME>

BNRG LAR1R ~ SAERU TR AR R PB0

pcs node unstandby <HOSTNAME>

1% ~ iFTABeeGF SRS E A E L HIRLFHVENRS -

26



pcs resource relocate run

AiELE CEstEtRHEBEZ®)

YNREEENRL S LR RE AR « HARER B BRI EARFR EIE B « BRAREESARERIUE
[E1T8) o M@ AD ~ "SEREDHR SRS R 8 - UFIEAHEBENERR « WARERRERBER o BIREEN
It EIEREFE « CRIAIUEEEITREEEE -

EEREIRETEE (SEtEN) BN RRAKE RERBAIRESBSRE - RILEHALERUTIE
B IR LR -

pcs cluster start <HOSTNAME>

B ARBRME B R E N E R AR A PRRERCER |

pcs resource cleanup node=<HOSTNAME>
pcs stonith history cleanup <HOSTNAME>

AT ERRE pcs status EIRSEEICIR L BERARAR o IRIZTASR © BeeGFSERFA S HENRHEIE ~ LUERES
i EIFRBEI AN ER R - EEEEHEE - REEPHFREENR - UTIAVERIERFHEHR,

pcs resource relocate run

1% {E 5 BeeGF SRR 15 E B RER:

i BeeGF SARFS K AT ERTBIIEZEENRS

NRECIBER A E E(A7!BeeGFSIRFFHIRIFIERENR « BHE lAnsible)  (FAIHTT) BIREM - (ERFHIED
BEFTESE M ~ AR EHHIT TAnsibles  (FIH1T) BIRAM o

BN ~ FELEEHIEZES inventory.yml ~ beegfs_01 BT BeeGFS BIEARTFFAVIE IS ZRENRS :

mgmt :
hosts:
beegfs 01:
beegfs 02:

REE:TE & fFbeegfs 02 -HIBIRARFS B END
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mgmt:
hosts:
beegfs 02:
beegfs 01:

B BeeGFSERFE 1S =R UIEFRENRS

—RME ~ MREESHEETEETHE - (SR E[ER[Failover and failover countures] (#Failoverfi A #5[0]18
T MR EREERIEEITE) BB REHE LA o

MRBERFELERR - CHRERZRER RS ETENERDHRNT

pcs resource move <SERVICE>-monitor <HOSTNAME>

ANEEERNERNEREE - AAHUIEE LB EMEEBeeGF SRR 1TE o HIiN > E

@ 1 BeeGFS BIERRFEEE beegfs_02 > 55#1T pcs resource move mgmt-monitor
beegfs 02 : o EAIUERILIZRF « B—HZERFFZ L RLFAIENRS o FE58 pcs status #iffd
2L FRIRRFS S ERENL / BKED o

HEBeeGFSIREZ M BRI « FBTARERERRS (RSERBEEEHEILDE)

pcs resource clear <SERVICE>-monitor

B EBTR RS ERBEIRGF RN « 55T ¢
pcs resource relocate run

AR L L EENMSETAFABERAEYRERREINART « MELERFL RN RIFIERL

R BN AEEET
B RHARESIMNEEIRIE PRI TREAEEE -

4Es

WG

ek BN MEERNSFEAMAEREE « MR ILORESSRBHHUEMS NEERETHNER - B EIRER
THRETHRIGHH LT - BERESATRMNEERR « SEiFNELEER - ER/ERNERAIERE -

* PIRE R YRR BTSSR EN R B Bee GF SARTS Z FEIAVEAR AOAR BE 4 28 o
© EIREIREFHAR o
* IEERMIEERS  ROREMERFER -

—RME « FEREFHENEEETNEIEH - SRR THIRRPIMNIEEMHEIFRE o iNRFEPIEREH
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REREREE  BEREEEL - RERE LiER H%&Eﬁ%%ﬁ"ﬁupﬁkﬁ%ﬂﬂ_loﬁ%ii%f\E%ﬁﬂtﬁAnuni
ble‘gﬁﬁﬁ%’r%ﬁﬁﬁ"ﬁﬁ 1T~ DI ﬁk%ﬁﬂ’]i}ﬁﬁ“ﬁ% BEFARIANABREEE

AERERERTRINERED « 5FiT !

pcs property config

‘maintenance-
mode ' WIRFBEIEFENE > AIFAGETAZR - IRZEBRIENEERER > RS EHRES
‘true® o BERBMHEEEINNIT !

pcs property set maintenance-mode=true

TR AHITPCSIRAS L FEMRFTE B IREEETR A T (Unmanaged) | ~ LUE1TERRE - EEFRERMAGEERH

17!

pcs property set maintenance-mode=false

{SIEEREhE S
IEBFEIEREEIHAREE ©

B
e

gﬁﬁ%ﬁﬁﬂtﬂﬁEﬁEﬁ’f%jﬁi%ﬁﬁﬂliﬁjBeeGFS%ﬁ°EJ§E%EE’\J§'I§@J$WJ@% B E R PO Z FERS

MREEPNEAREREESE L E(EBeeGFSEE N FMAMBRFEHIT

pcs cluster stop --all

T AU ER R LFIERE (EEEIRRFAHBEES—EMRL) -~ NERBCAFHREN TR
(2R =wiERE —)

pcs cluster stop <HOSTNAME>

EEAFIASRM EREERERBNER « FRIT TR
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pcs cluster start --all

BTN RE BRL_E RREARTS -

pcs cluster start <HOSTNAME>

IERFEE T pes status WEREEF=EEMBeeGF SRS B S EFA A EIR LERE) « UK AR B S EETRRIENRS
AT o

PRBREXNME » BERETSEFTELTEN LS/ ENRBASEFEL » TS EE pes
status) ° MREBBAHHE > Bl "pes cluster <COMMAND> 7E81T T Ctrl+C | BUHS S Z

Al > BB AEZEMNSEENL - JABER pes status BEZERT (BRRET / HER) 28
MIEZENRE EHTT - WEBEMEERPEMAER, SIS ENEBENERAM o FEfR
RIELREIRE ~ TR SRS AT ERMIT ~ USRI RIERAVARTS o

NS SR ENRS
INRIRIGFEIARESKIE ~ 5HEHRESEENRS ©

B EMEETEZRNMAIESHNGE - BESRRRIERMEESEERREEMAR « T LAFTHIEREESRER
X o

TR

1. BREHEREE « WRFBESIMEEEIRERAFHFAR

2. EIERENR BT RIFERS - BEMIERed Hats TR ©

3. TEIEZEER _LREEEMBMCHERINAE

4. MNRFHRHE « IP ~ PCle¥EBE T EHE « UEMIERMBAEMIEMEE « SFEMAnsiblesF AR & 4
RERRARRIREARSIEREFAENA ~ MELERNERMERAERE « ABETEE2EEM

a. BN ~ MREFHAWEEE AU (HEMHand) EHRNERFER (host_vars/<NEW _NODE>.yml®
) ~ ZABTEANnsibleEFIEZED (inventory.yml) ™ IFEMEA LB AR ZHE .

all:

children:
ha cluster:
children:
mgmt :
hosts:
node hl new: # Replaced "node hl" with "node hl new"
node h2:
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o. WHEERMEMENREZ —TEPREEENE, ¢ pcs cluster node remove <HOSTNAME> ©
(D swTiesmza - A -
6. TEAnsibletZH&Es L :

a. BPREERISSHER !

‘ssh-keygen -R <HOSTNAME OR IP>"

b. & EZESSHR EABX AR, :

ssh-copy-id <USER>@<HOSTNAME OR IP>

7. EF#ITANsible playbook A8 & ENBL I A ELFTIM 22 £E

ansible-playbook -i <inventory>.yml <playbook>.yml

8. LR ~ BT pes status MHERESIHERAIENRS « WIEEHNITARTS

VRN
BN BIREENEEEY -

e

RETRAREEZ EFEMNER « LFAEBeeGFS HARERN X/ - —fRME » EEXN/N\BEBMEHBIFEER
IRARERE « MEZEEHREREUHAERH T IR E MIEEZERENR: - MRFE « ATLIRIESEIR(E R RITE AR
(REMEBRIRREENRL) o

REEEREMIEERE

Z

FEMETRIMNVEERIKETR RS « E—RAERER - MR ZA  SAcESEHARSEPR=EMRER/
RAHERF « MWREESSERMEERAHARSE  HREIMHNHARE - BESEZERREHMERE
EERER - ESERENHMAR D A=EHE CUEILhE) EBZE () RZS5HER o TEMEEM
B~ (ERILAHTIE BE— Ttiebreaker) EREL ~ M7ERPB LM RER « AN T RITEIBeeGFSARF ° MIRK
[EEZ BETEENE « BIHENetAppZIRELFT o

fein

EREMAIRTERER - R250E LEREIMEATRHARIARREER R  HIN « MREANEHRESE « BEHM
IEEER « BRI ZRE—EMBIHARE -

#AnefE - BE—BeeGFSIER AR AL ERIIAHAREARR © MIE—3K « IER AR AEETRE
7t~ BIEEEERHARE TR S/MERE] o
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HER

BRBEIRIFNERER « MRS host_vars BEEIKEMEEMEREE (E-Series [E5]) I o 8
BTN EREINEES  WRERIMHEE © group_vars BEASER SRR IIHENEE - '
F TR AR, SR8 o

BIIFFEREREZR - AREEAUTHSERRNTEECMEE -

ansible-playbook -i <inventory>.yml <playbook>.yml

NEEBRZEER
ECFREAEZERER  FFEC MKMEEFR
* IR EERANITHLEBeeGFSARTS ?

* BERBERMREEX - T HERERENIMNERMAERER, ?

* MRBEZEGRMLE A - EXESEZBEMNEEERNR « PHEIRETRIREGHR « ABEHN
HIBeeGFSIERAMMEMBEFRAL ?

* EREARDEEFEHHEE  BREZEAPEEENBERTET?
* BERMEREAERT REZESTBEANER?

FR5L P] AEAVREBEMIFR B AVAR IRARRE & R AEE] ~ AHAENetAppSZIRERFT « UERMIRBERIRIBAME R ~ Htiit
BB (PR ERES o

FERETFAE

BeeGFS HAS S AR 2EHERR o

ANEIHER AT A R SR B AR 1T 121 FBeeGFS HAR R Al AE R £ MR B FEF H AR o

SEREPFETe R
[EERERIMNIAHEE
SRR BIINERE « HIRFBES —EHRE - F— P RZAREEXEESERIBNEMERHE pcs

status ° #BE « RMINTTRIRRENE 5 —EER L EMAEER « AIFGHRBREMER
—RME « T—PEEARESEERREE journaletl THERME—IEREME L (FRAERL_ LA OMEERESR
SEEEEY) o MREERFERHENFRE « JUTHERLEAINRGREE (BEEDRA1098E)

journalctl --since "<YYYY-MM-DD HH:MM:SS>"

TR TGRS EFMAN—RXF « WE—S /) AEHE -
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AEIRRD R

$EH | 11 EBeeGFSE R BT HAIRIMKE !

INRBHEBHEEHBeeCGFSEITREE « KX TBREIHER (NRKRA - FHET D) -

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -1 unexpected

[...]

Jul 01 15:51:03 beegfs 01 pacemaker-schedulerd[9246]: warning: Unexpected
result (error: BeeGFS service is not active!) was recorded for monitor of

meta O08-monitor on beegfs 02 at Jul 1 15:51:03 2022

7EUERIF - BeeGFSERFSmeta 08A AR LEREMELE « BEEALETEHTAE « FFIFEZEIE beegfs 02 ~ MRS
ARFEHIGCEE ~ #BULS © /var/log/beegfs-meta-meta 08 tgt 0801.log ° fBIYN ~ BeeGFSARFSEIAEE %
AP RA S BN BL I RE M 3 £ FEFATE T E5ER o

s

RERZR B O REESASIECE: - BeeGFSARFSHVECEH AT DA EIRETRIFTAEIR - EEHRAEE
Lo AT « AN RN R ENR A s8R o

b

el

B R rIAEIFRAIRIRE L

* BAFHER!
° B | REAFINEREIRE o
° RREEHFAR -
* NRARBEEEEAIERER LR  FHRDEIREREREFE -
* FIRERLHIEMNEREE - URRILERMRFINEIRER « FIU0 3 EHRERYInfiniBand/T E R~

BAR ©
© EIREREIER |
° A ¢ AR IRARERE L BeeGFSARFFRIME RIIHRELR ©
° BREHEAR -
. Zﬂ%ﬁ%@/ﬁﬁﬁ*ﬁﬁﬁﬁ%ﬁ%?ﬂ%g \ FRIRERER LR ERNIERANEZBeeGFSARIRMIERA

* ARERTHIEMEREE - NS FEIERMREEAFINAR G « HINEEHKEHInfiniBandsTHE
REAELR o

* BeeGFSHRFSARELA !
° :3BH : BeeGFSERIEEIMZLE ©
° EREEHEE -

* EREHERNIEROR L - BER R EBeeGFSIRFMELH « UBEBETREEW - MRELEREE
7~ 57 FANetAppTIRFHERZE S « UEREEHSEM -

* {1RBeeGFSEEHrFR ARG HHER « FFIRE A H « EERRE DR FELLNRE - T5LLES
;R"F * BeeGFSERFFAIAER BN EERFRILZ AT EMAS (BB ARIT) kill -9 <pID>
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TER2 | MEMBESEINERESE

SNRERGEE KRR (B EHARER)  BEEEROEEHIALIERESRIE  BeeGFSEMR IR AT
HHEER o SRS « CRZEEIIREOREERSEFIAE - IsHEREINER !

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -i <HOSTNAME>

[...]

Jul 01 16:18:01 beegfs 01 pacemaker-attrd[9245]: notice: Node beegfs 02
state is now lost

Jul 01 16:18:01 beegfs 01 pacemaker-controld[9247]: warning:

Stonith/shutdown of node beegfs 02 was not expected

D ER3 | BREE R R D A SPRREANRY

EFABERT « EEZE D OREESRHER BRIEM - LUBRISTER LEEHE (MINAESIESRERERE
RRME) :

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd([9246]: warning: Cluster
node beegfs 02 will be fenced: peer is no longer part of the cluster

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Node
beegfs 02 is unclean

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Scheduling

Node beegfs 02 for STONITH

MNRFBREENERLINTERL ~ EEHBIM TR :

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
[2214070] (call 27 from pacemaker-controld.9247) for host 'beegfs 02' with
device 'fence redfish 2' returned: 0 (OK)

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
targeting beegfs 02 on beegfs 01 for pacemaker-

controld.9247@beegfs 01.786df3al: OK

Jul 01 16:18:14 beegfs 01 pacemaker-controld[9247]: notice: Peer
beegfs 02 was terminated (off) by beegfs 01 on behalf of pacemaker-
controld.9247: OK

RIS (ER AR ERE AN » BeeGFSHRFS I EATES — (AR L EMEE) « LBRERSIRRRR - 11
RImRE=RM (PDUEBMC) HAFENEIREHR « BIE R EE R HAERRERE -

REABNEREE (AJEPCSIARERIEERLE])

YNR#1TBeeGFSERFFFIRAIE R  BeeGFSER R T AEEH - NRBWEEEIEN - BIFISEEEERR
BN MIEERIRIE pes status ’ BEZSEAMMMIREND R IS EERERH B A EEIE" -

SR~ BERGAMERRLER KENEREE o
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AEIRRD R

/1 : ERRMAEENER TR ISR AMERE « AR BB B EHMER o

BERFEAEEALAEMAEENEDRE - MASERERXSEEFECNEZES L - URFEREREEM
¥ ° LHZERedlISHRFEAERNERRREIMAMNVERIE - FINTIIEF - BMEENTRNG TSRS

* fence redfish 2 monitor 60000 on beegfs 01 'not running' (7):
call=2248, status='complete', exitreason='', last-rc-change='2022-07-26
08:12:59 -05:00"', queued=0ms, exec=0ms

[El¥R4s E BiRE D RE RENERVIRRECIEZ T « TREAN S AE 3 X BIRS L #11TBeeGFSIRFBHI B R - REEAE
B ERIEIRE_E BB EERENED A -

FRIRSGER ©
1. NRIRE IR S BRI NSO LT « AT E MR TN EEEREIEREN « I
FREAIERXNEE MAnsibles (AIfREE) ZHRSMAPERSETE o

a. fIN ~ MNRRedfISH (BMC) RREMIEF2ZH & HIFREVERRNAR) - T HOSEIEAMBMC IP{IH FE—E
BENEL - IFEERBRIIRIEEFE R ATFMENEZBETERN CARBLLEEREE) - RIETHE
% HAREZEABR T THA SRRV I RERRMIERER « BEREL B /BRI fe e LS8
1H5 °
2. Eﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ@ﬁ (HEBELIF 2 EEIERY) - 558IT pcs resource cleanup UERKABAERH

%02 : BeeGFSE Rz R AIZIRIEN AR RIERE - BERNFELRRE - EREAEREHM LRE

YNRERF T FRRETNAE ~ BERAREEH « BAEREER LFIE G2 e (KER) 1 BB
)~ RAIBEMRR SEEREHNR LB E R ERRE  FS -

* REAERER o

© BieSEEERHEEREEREAF IS ~BeeGFSE RN EIRHIRE o

BRI ER

1. SHEKXMEREERISEER :
a. FERRMIVE RS FRRENFE -
b. RIS E RASNEE RN EPISERIENRS :

I SIS S EEHREERBIEE ERAVSMNIRE o fI0 « MNRBeeGFS Pl (FEHIP) &
ERE AR E VA —ENENNEEERIER - WEEE IFRERIIIA - 115RBeeGFSH
R (BREE ERFIHIRR) K= - FREERERIEMBNERERESSNTARER « 1LEHEE
IREREE S IER ©

C. YRR APAERIMNBREIE ~ T SR HIERILSEARAERE « EZREkRNetApp s EEFHR HZEA
EITHE - REBEEETT - RS TITRAKSHEREIREDHT (RCA) EFAEBREME/ARIHE -

2. FERMEMISMNEBRIREZ 18
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a. fitAnsible inventory.ymiigZE R AERIEAE(FRVENRS « AR EMAT BRI RITHREFM « UFER
PREREERREEE REMR LIEFERRE ©

L s EERSE BB A S DT AEEER « RS T IS RS AR B THE
F1f o

b. & ~ I AUEAFEINIERE -

i. R TYN A EMBARE B ERELR © pcs cluster start <HOSTNAME>

i. ERTEA L BFRFAIERBMINEIRENE | pcs resource cleanup

iii. ITPCSARES ~ WMERFBFABEIRTS RS UNTERARNE) ©

V. NMBAEE « FHIT pcs resource relocate run AW EREOIEHEEHZ (WRAH) o
= REE
BeeGFSHRFE A G EERFHETR IR E N A IE[OE
AIBERYMEIRE . The pcs resource relocate TS BEHIT ~ (BRERMINTERL ©

*YAHEE  *#IT pcs constraint --full MFHAIDBREEAUERS] pcs-relocate-<RESOURCE> ©

*YNMEIfRR © *#4T pcs resource relocate clear ABEIHIT pcs constraint --full UESEES
T2 PREEIMNIIPRE ©

EIRBETNAEF RS « PCARASP—EERAGRER ey (MUPERY) |
*ETRERVRRE [ RIS AR A TSR EN RS LB BRI EELE
SNfATARIR
1. $17 pcs status WIRERHBHEAR TEE MNER - AZEHHEEFERIER « WHREMRRE o
2. Ol{EENEEIRIEEIETT pcs resource cleanup --node=<HOSTNAME> ©
TERLIFFRINBHERE 2% - BARRIIAER « BRGEPCSHRETAET E/E (&R |

“AIBERVRERE | EAERERIERENEE  BORERSREARENMES ENIEE - ERERRARERER
a2 HRERERNEERE (fIg - POUBERPENER) o

gnfarRRiR -

@ WIRCISEMEIRE IR LM RRAR - MBWITEERFXNER « MR EENTIIEER

& o
2. FEEIREE ¢ pcs stonith confirm <NODE>

HERs ~ IRFZFESTR S #5188 « W25 —EEFEhRt L E/MEE -
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w REEHHET(F

B EENE R Bee GFSARTS
BE NREEEHEEBeeGFSIRFS (FIUNA T 1B E E4ERE) ~ BIFESEHT MAnsibles (AJ7FEY) BELE
HBITIEREM - EELEERT ~ JEREEHMEEERRTE « LUINIRERHPHRIVERRE « FIMNEECREB4A ~ M

FRES BB -
(O msrEAsbleEER g ERTHRE « T TRATAsbe AT MHIE S ERELRE -

EIR1 | RARAIERIENE)

1RBecGF SR ATALAUTAR ERERE® - i R EEIERIS LU LBeeGFSERISEMEIR

B LT OENE G

pcs property set maintenance-mode=true

MEEE « BEETEMARFAHEREESE /mnt/<SERVICE_ID>/ config/beegfs-.conf (&if :
/mnt/meta 01 tgt 010l/metadata config/beegfs-meta. conf) ZAE{EsystemdEFENE :

systemctl restart beegfs-*@<SERVICE ID>.service

#if] . systemctl restart beegfs-meta@meta 01 tgt 0101l.service

BEIE2 L ORI R ERTRRED
MRERBEOMBVERRAIRE G ERRFRIMFLE (AW « A2 BELEER) ~ NRENEERRE - TROF
# ~ ER BB EIBeeGFSEIZER « BIAJESEE2EMARENRIARTS :

pcs resource restart <SERVICE>-monitor

BN ~ BEEFHEEBeeGFSEIEARTS | pcs resource restart mgmt-monitor
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9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
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it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME
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JEERE ~ JFEGE « JFEIRE « 21K - BRRATAMIENERER » ERNERBFASHIEERAISAFRA
2 #E > WEREBITZENZENAER © IRIEAXIBERE » TRIEKRL NetApp Inc. EFIEEETH » 5
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
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