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subscription-manager repo-override --repo=rhel-9-for-x86 64
-highavailability-rpms --add=enabled:1
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curl --request PATCH \

--url https://<BMC_IP ADDRESS>/redfish/v1/Systems/1/Bios/Pending \

--user <BMC USER>:<BMC- PASSWORD> \
--header 'Content-Type: application/json' \
-—-data '/{
"Attributes": {
"OperatingModes ChooseOperatingMode": "CustomMode",
"Processors cTDP": "Manual",
"Processors PackagePowerLimit": "Manual",
"Power EfficiencyMode": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors SOCP states": "PO",
"Processors DFC States": "Disable",
"Processors P State": "Disable",
"Memory MemoryPowerDownEnable": "Disable",
"DevicesandIOPorts IOMMU": "Disable",
"Power PCIePowerBrake": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors DFC States": "Disable",
"Processors SMTMode": "Disable",
"Processors CPPC": "Disable",
"Memory NUMANodesperSocket":"NPS1"
}
}
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1. 1 Ansible =5 &2 %22 %) Python #1 Python Virtual Environment E14 o

BRAEE Linux 2174

sudo apt-get install python3 python3-pip python3-setuptools python3.10-

venv

2. #2137 Python [EHFIBIE o
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python3 -m venv ~/pyenv

3. RYENEHRIRIE ©

source ~/pyenv/bin/activate

4. (B SHBIE R REEFTERAY Python E4F o

pip install ansible netaddr cryptography passlib

5. £/ Ansible Galaxy %4 BeeGFS £4 o

ansible-galaxy collection install netapp eseries.beegfs

6. E%:% Ansible > Python #1 BeeGFS &£ &R ZHE s 2 & B UTHD 752 K"

ansible --version

ansible-galaxy collection list netapp eseries.beegfs

7. BBEFBEEE SSH > 28 Ansible ¢ Ansible 14| Ei257ZEUE I BeeGFS HEZEHAE, o
a. MNRFE » 7 Ansible EHIEIRE EEE —H LT o

ssh-keygen

b. DB EESRENRRE BT SSH ©

ssh-copy-id <ip or hostname>
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# Credentials for storage system's admin password
eseries password: <PASSWORD>

# Credentials for BeeGFS file nodes
ssh ha user: <USERNAME>
ssh _ha become pass: <PASSWORD>

# Credentials for HA cluster

ha cluster username: <USERNAME>

ha cluster password: <PASSWORD>

ha cluster password shabl2Z2 salt: randomSalt

# Credentials for fencing agents

# OPTION 1: If using APC Power Distribution Units (PDUs) for fencing:
# Credentials for APC PDUs.

apc_username: <USERNAME>

apc_password: <PASSWORD>

# OPTION 2: If using the Redfish APIs provided by the Lenovo XCC (and
other BMCs) for fencing:

# Credentials for XCC/BMC of BeeGFS file nodes

bmc username: <USERNAME>

bmc password: <PASSWORD>

d. EHIRIRREFHTT "ansible-vault encrypt passwords.yml il & & B RHRIEFE RS o
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ansible host: “<MANAGEMENT IP>"

eseries ipoib interfaces:
addresses.

- name: 1ilb

address: 100.127.100. <NUMBER FROM HOSTNAME>/16

- name: 1i4b

address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
beegfs ha cluster node ips:

- <MANAGEMENT IP>

- <ilb BEEGFS_CLUSTER IP>
- <i4b BEEGFS_CLUSTER IP>

# Used to configure BeeGFS cluster IP

# NVMe over InfiniBand storage communication protocol information

# For odd numbered file nodes (i.e.,
eseries nvme ib interfaces:
- name: ila
address: 192.168.1.10/24
configure: true
- name: i2a
address: 192.168.3.10/24
configure: true
- name: i3a
address: 192.168.5.10/24
configure: true
- name: ida
address: 192.168.7.10/24
configure: true
# For even numbered file nodes (i.e.,

ho1l,

ho2,

h03,

ho4,

L)

L)

# NVMe over InfiniBand storage communication protocol information

eseries nvme ib interfaces:

- name: ila
address: 192.168.2.10/24
configure: true

- name: iZ2a
address: 192.168.4.10/24
configure: true

- name: i3a
address: 192.168.6.10/24
configure: true

- name: i4da
address: 192.168.8.10/24
configure: true

®
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2. 7 Thost_vars/] T - Z&{EBeeGFSEIREIIEN —EA M<EHBIE>.yml BUEZE - ARIEBEATIIA
%o

AL IR EIEA M oddiE B EEFEY LB REMIEEZ ARKEREEFR

HESEEIRER « B —EEE - ARAMEIEHIRZ— (@BFEAA) 15E <management _ip>1 (B
ZIP) o

eseries system name: <STORAGE ARRAY NAME>
eseries_system api url: https://<MANAGEMENT_ IP>:8443/devmgr/v2/
eseries initiator protocol: nvme ib
# For odd numbered block nodes (i.e., a0l, a03, ..):
eseries controller nvme ib port:

controller a:

- 192.168.1.101
- 192.168.2.101
- 192.168.1.100
- 192.168.2.100
controller b:
- 192.168.3.101
- 192.168.4.101
- 192.168.3.100
- 192.168.4.100
# For even numbered block nodes (i.e., a02, a04, ..):

eseries controller nvme ib port:
controller a:
- 192.168.5.101
- 192.168.6.101
- 192.168.5.100
- 192.168.6.100
controller Db:

- 192.168.7.101
- 192.168.8.101
- 192.168.7.100
- 192.168.8.100
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fEAnsibled ~ TAEEEREMRA THAVERBREIIUEERS TAI (2EF) 1 &4 - R TIRABTEIE

Z [lgroup_vars/all.yml]

ansible python interpreter: /usr/bin/python3
beegfs ha ntp server pools: # Modify the NTP server addressess if
desired.

- "pool 0O.pool.ntp.org iburst maxsources 3"

- "pool l.pool.ntp.org iburst maxsources 3"

T4 . EREEREFMAEROMRNAER

TSN FAERE R EEA Tha_cluster) HBFHEPER - AEHMITHRGEEREITE Mgroup
vars/ha_cluster ymll FEZEHAYLERE o

1. EAERTER - ERTERE - SIETIERE_ EAM Tshow) ERAEREE o

### ha cluster Ansible group inventory file.
# Place all default/common variables for BeeGFS HA cluster resources
below.
### Cluster node defaults
ansible ssh user: {{ ssh ha user }}
ansible become password: {{ ssh ha become pass }}
eseries ipoib default hook templates:
- 99-multihoming.j2 # This is required for single subnet

deployments, where static IPs containing multiple IB ports are in the

same IPoIB subnet. i.e: cluster IPs, multirail, single subnet, etc.
# If the following options are specified, then Ansible will

automatically reboot nodes when necessary for changes to take effect:

eseries common allow host reboot: true
eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep
eseries nvme ib.service"
eseries ib opensm options:

virt enabled: "2"

virt max ports in process: "QO"

@ YN “ansible_ssh_user B4% ‘root & > BIJ{E AT LABEIZ 1 & 8K »
“ansible_become_password M FEITHEL FMEFHERE "--ask-become-pass'3EIH o

2. St IRESTAE (HA) RENRTE - TISERENENNERE -

’

\/}

MBEEEHRAEIPELSE - W BEHTERM Tbeegfs ha_ mgmtd JF BhHIP) o EXBEREES
#BeeGFSEIEERAHARENIER
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£/ Tbeegfs_ha_alert_email_lists] 5 —HHZHEIZNEESHLERIEFEBH o

### Cluster information

beegfs ha firewall configure: True

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

# The following variables should be adjusted depending on the desired

configuration:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: "{{ ha cluster username }}" # Parameter for

BeeGFS HA cluster username in the passwords file.
beegfs ha cluster password: "{{ ha cluster password }}" # Parameter for
BeeGFS HA cluster username's password in the passwords file.
beegfs ha cluster password shab5l2 salt: "{{
ha cluster password sha5l2 salt }}" # Parameter for BeeGFS HA cluster
username's password salt in the passwords file.
beegfs ha mgmtd floating ip: 100.127.101.0 # BeeGFS management
service IP address.
# Email Alerts Configuration
beegfs ha enable alerts: True
beegfs ha alert email list: ["emaillexample.com"] # E-mail recipient
list for notifications when BeeGFS HA resources change or fail. Often a
distribution list for the team responsible for managing the cluster.
beegfs ha alert conf ha group options:

mydomain: “example.com”
# The mydomain parameter specifies the local internet domain name. This
is optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com) .
# Adjusting the following parameters is optional:
beegfs ha alert timestamp format: "%Y-%m-%d %H:%M:%S.3N" #%H:3%M:%S.5%N
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
# 5) high-level node activity + fencing action information + resources

BEELUTS © B HBeeCFSHEAMMA R BE—HAREUSMIIE
(D) B~ Tbeegfs_ha_mgmtd_F B ipRREEM o BEEBHAEER « THEHEMIBeeGFS
BIDRT © WA E—EREFIR SRR o

. REMRBEAIERER o (WEHAEBN  :A2M "7£Red Hat High Availability#Z £ 8 EFRREINEE" o ) TF%
HEETRER E— AR IREEIBIZ AV EE ) o sBiRIE 5 Hh—(E5EIE -

FUEDERF - 5FEE
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° ARG R AIRINEE - EEFEEREIRR _agent_ °

° £ TPCM1_host_mapl 3 TPCM1_host_list] ISER <EiaTE>) KEHEZE lAnsible) JBEH

BYEKSTE o

© AXERARRBEER F811TBeeGFSEHE « LHEEIENFET - EEERS T HRBeeGFSARTS (

BIEEREESTMERBRY) RELBEMAERE FEEZESMRARERNAR « EMEX
BRARTIEFEMARKIFFERNITA - MRLBEEHEREINGE « 552FBeeGFS HABBERAPIE
A —A%MIzE « W7E Tha_cluster_crm_config_options[stonithEX FAAY]

1% Tbeegfs_ha_cluster_crm_config_options[stonithE{ ARl &4 TRl o

© BEEEREARAIIRREE B AT - BeeGFS HAB BRI ERed Hat HAE 4 1ZEEH vl FARY{E(IFR

BAIERER o WNRAIAE « SAERABBAREIE R (UPS) SEZRENHHECE T (rPDU) E(ERIPREECIE
20 - ERNFELEREAEREL (BINERTEEZES2E (BMC) ERBZIAENEMEBESE) - EFELE
HPEER T e sEE A CIfEFence EK ©



### Fencing configuration:
# OPTION 1: To enable fencing using APC Power Distribution Units
(PDUS) :
beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: "{{ apc_username }}" # Parameter for APC PDU username 1in
the passwords file.
passwd: "{{ apc password }}" # Parameter for APC PDU password in
the passwords file.
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>,<PDU PORT>"
# OPTION 2: To enable fencing using the Redfish APIs provided by the
Lenovo XCC (and other BMCs) :
redfish: &redfish
username: "{{ bmc username }}" # Parameter for XCC/BMC username in
the passwords file.
password: "{{ bmc password }}" # Parameter for XCC/BMC password in
the passwords file.
ssl _insecure: 1 # If a valid SSL certificate is not available
specify “1”.
beegfs ha fencing agents:
fence redfish:
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
# For details on configuring other fencing agents see
https://access.redhat.com/documentation/en-
us/red hat enterprise linux/9/html/configuring and managing high avai
lability clusters/assembly configuring-fencing-configuring-and-
managing-high-availability-clusters.

4. TELinuxfEERFFRUBREBIMBERR ©

AT S EAER RV SENFERRE BB EFRY - B LEZEFRE TR HNTERRE °
It~ BERFZEG B 57EBeeGFSABH « BERATHA  UHFEEAENEEREHEZRFRITFR

AERAMEERR ~ B

### Performance Configuration:
beegfs ha enable performance tuning: True



5.
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GEF) EALGREEBELnuxEE RRRIRAERREY o

INFRIERI LGREERI A BRI 2T BBE » 52 R® BeeGFS HA B ERNAERRTARE—E "ER
5IBeeGFS GitHub#Euh" o IIEF R REFRIFNA SRS E R BRI E R A LB R AR (E host_vars ©

EET GRS RRETEERN 200GB/HDR E4RAE /] ~ A1 NVIDIA ML Fabric (REATE (
MLNX_OFED ) HIBMNFAEREES (OpenSM) Ef o FiFl#Y MLNx_OFED hRZs "tEZ2E 25T K"
BEMIHA M OpenSM Eff o BiPATIE(#EF Ansible #ITEE « (BN BSEFIAEEEL 2%
MLNX_OFED BEEHFE o

a. 7£ Tgroup vars/ha_cluster - yml) (REERFREEMH) PEATISE :

### OpenSM package and configuration information
eseries ib opensm options:
virt enabled: "2"

virt max ports in process: "QO"

- BRE Tudev'fRA « FEREEE InfiniBandiE R B I EFEPCle R B 2 IRV HE—2L -

fudev'RALER BE FBeeGFSIER ENFL 2 (AIAREE T & HIPCleta s FriT A RURAY -
BRsE ISR REEA TIUE ¢

### Ensure Consistent Logical IB Port Numbering
# OPTION 1: Lenovo SR665 V3 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:01:00.0": ila

"0000:01:00.1": ilb

"0000:41:00.0": iz2a

"0000:41:00.1": i2Db

"0000:81:00.0": i3a

"0000:81:00.1": i3Db

"0000:21:00.0": ida

"0000:a1l:00.1": i4b

# OPTION 2: Lenovo SR665 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:41:00.0": ila

"0000:41:00.1": ilb

"0000:01:00.0": iza

"0000:01:00.1": i2b

"0000:21:00.0": i3a

"0000:a1:00.1": i3Db

"0000:81:00.0": ida

"0000:81:00.1": i4db
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8. (ER) EMHTEBENBERENREE -

beegfs ha beegfs meta conf ha group options:
tuneTargetChooser: randomrobin

ERFAE T - THMEEER &7 ARRARUISERESGEREE NS IR T 9 R EIFr

EBeeGFSHEEFEE (MNEREERRFMEN « 52RBeeGFSHELL "E 2 H|:BeeGFS £
@ g o BIMERRF - AR ERRERENBEISIERRELFRRENEEER &

B& TRandomrounds) -~ RE{FATERH TRandomized) (FEi%) & - FiAEIRMH RIFHIRN

A& ~ RRHNAEERAIE T BERE -

FERS | ERERAERREEAVER

EIREEAE RAERE R Ei8A Eseria_storageZR47 MIEHATER - AT THSEEEESTE lgroup
_vars/ Eseries _storage&#t.yml) #EZEHAIAERE o

1. 327 TAnsible connection to local (FJFEARZEZSKE) | -~ IRIERAREE - WISCESRERESSLEE - (@
FIERT ~ AnsibleZ{FHSSHELRELE 1% « (BIEFEANetApp ERFIFEEFZERAMABRIRHZNIBRLT -
BAEEAREST APEITE o ) EREZRTERIIE TIER !

### eseries storage systems Ansible group inventory file.

# Place all default/common variables for NetApp E-Series Storage Systems
here:

ansible connection: local

eseries system password: {{ eseries password }} # Parameter for E-Series
storage array password in the passwords file.

eseries validate certs: false

2. BEMRREMEE - FETPREEIRERLFIT AR "RATFHER" o

A TEEERIIESE "NetApps2 EAELL" o SR LUAFEIFHR ~ HER EFIMAAnsibletZHIERR £ B
% ~ A187E Eserie_storageffFZ #4E.yml1 FIEATHIZE « LUERAAnsibleEITHAR !

# Firmware, NVSRAM, and Drive Firmware (modify the filenames as needed):
eseries firmware firmware: "packages/RCB _11.80GA 6000 64ccOee3.dlp"
eseries firmware nvsram: "packages/N6000-880834-D08.dlp"

3. T B 2855 A Y & IR BN BE P 2o 8 7 FARE S RV SR AT HARR I BT AE "NetAppZ HRATIL" o ISRIUAFEIAAREM
HFEMIANA packages/ Ansible IEHIEIRERIE E; « ABREHIHEATIIZH
eseries storage systems.yml ™ MAfEA Ansible #E1TH AR :
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eseries drive firmware firmware list:
- "packages/<FILENAME>.dlp"
eseries drive firmware upgrade drives online: true

#% TEseria_drive %) B2 grade drives_online) :|REZ MBI MEAR « BHBEEDEE

(D EBeeGFSZ B REHIT - EREAAZRTE R BT AHRAIELEPRB IR0 ~ LU TR
2T EaER o NIRRT IR E Z RIHITAR D HERE IS RNRE A ARIDRIR ~ BRMERCEHILER
7 Ttrues ~ LUBSERBEARIRE o

4. BERECHEE « AHREARETTIE

# Global Configuration Defaults

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp
eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled
eseries system controller shelf id: 99 # Required.

o. EERMRRENVolumeBERECEMITA « 5BIaE MIIZS# !

# Storage Provisioning Defaults

eseries volume size unit: pct

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18,99:¢6,
99:117, 99517, 99:16, 99:8,99:15,99:9,99:14,99:10),99:13, 99:11, 9912

#t¥ lEseria_storage B R A] AR FEERIE ~ ENetApp EF600EIREI RV EEE -
_I?’“%'JE%F‘H&?E/)Eu¥ﬁVqumeE¥ BAYIERE o LEIERF AT RSB EEARRYI/ O D B & im kiR
1iE

TEFHBeeGFSEE & IR AnsibleETF
EE=—HRBYAnsible[EZLEIBE 2% ~ A E HBeeGFSIEEZ AT SR BEEIRRAARE -

BLMERATBIAIHNEREREZERIR (BIESE « PRBHNFHEFRS) FERNERRR F2ESH
PEBENFEFERFNEEERR - URE=EARFFEEER

S



BESREERRTEBIVHEBRERTERE « TRILUER AR ENetApp BeeGFSEEEIR « URE
E{EBeeGFSIERRFRIENK °

HEAEREESHT  RREETEE « MR AROENE Y BecCFSERAMMHMEL -
() FHRERRESEERNEEGENASDTEATE « WREEFEBFABNIPELSER - bk
(R A AT B BeeGF SR EBAHIA B AU -

HER1 . FEIIAnsible E7FEZ

1. BIrFE Tinventory.yml) 182 « RABIEA T2 - REEFTHERS TEseria_storageZ ) ~ UK
RIPEBHMNEIRETLE o LFBFEEL Thost vars/<fileName (Fi%5%8) >.yml) FRrEARRTEIELFE o

# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netapp 01:
netapp 02:
netapp 03:
netapp 04:
netapp 05:
netapp 06:
# Ansible group representing all file nodes:
ha cluster:
children:

TEREEEP ~ GKTE Tha_cluster) TERIUZHMBEIAITEE - UAKREEETEZETRITHIBeeGFSARTS ©

T2 . REEE - PEBNNEFEERRIVERF
HERERREERTNE (AR BEERY AT 3BeeCFSEIRMT - URTHERA TR |

1. £ Tinventory.ymly H ~ 7£ Tha_cluster : FIEE ] THEATIIZRH :

# beegfs 01/beegfs 02 HA Pair (mgmt/meta/storage building block) :
mgmt :
hosts:
beegfs 01:
beegfs 02:
meta 01:
hosts:

17



beegfs 01:
beegfs 02:
stor 01:
hosts:
beegfs 01:
beegfs 02:
meta 02:
hosts:
beegfs 01:
beegfs 02:
stor 02:
hosts:
beegfs 01:
beegfs 02:
meta 03:
hosts:
beegfs 01:
beegfs 02:
stor 03:
hosts:
beegfs 01:
beegfs 02:
meta 04:
hosts:
beegfs 01:
beegfs 02:
stor 04:
hosts:
beegfs 01:
beegfs 02:
meta 05:
hosts:
beegfs 02:
beegfs 01:
stor 05:
hosts:
beegfs 02:
beegfs 01:
meta 06:
hosts:
beegfs 02:
beegfs 01:
stor 06:
hosts:
beegfs 02:
beegfs 01:

18



meta 07:
hosts:
beegfs 02:
beegfs 01:
stor 07:
hosts:
beegfs 02:
beegfs 01:
meta 08:
hosts:
beegfs 02:
beegfs 01:
stor 08:
hosts:
beegfs 02:
beegfs 01:

2. #37 Tgroup vars/mgmt.ml) &% « WEFTHIER :

# mgmt - BeeGFS HA Management Resource Group

# OPTIONAL: Override default BeeGFS management configuration:

# beegfs ha beegfs mgmtd conf resource group options:
# <beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>
floating ips:
- ilb: 100.127.101.0/16
- i2b: 100.127.102.0/16
beegfs service: management
beegfs targets:
netapp 01:
eseries storage pool configuration:
- name: beegfs ml m2 m5 mé6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 1

owning controller: A

3. 7£ TGroup_vars/] F -~ A TYEAETERELE Tmeta_ 011 2 Tmeta 081 MIHEZE « ABREB RIS

BARFHITREUEE !
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20

# meta 0X - BeeGFS HA Metadata Resource Group

beegfs ha beegfs meta conf resource group options:
connMetaPortTCP:
connMetaPortUDP:
tuneBindToNumazZone:

floating ips:
- <PREFERRED
- <SECONDARY

beegfs service:
beegfs targets:
<BLOCK NODE>:

<PORT>
<PORT>

PORT:IP/SUBNET> # Example:
PORT:IP/SUBNET>

metadata

<NUMA ZONE>

eseries storage pool configuration:

— name:

<STORAGE POOL>

raid level: raidl

criteria drive count: 4

common volume configuration:

segment size kb:

volumes:

- size:

128

21.25 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

1i10:192.168.120.1/16

HEFRE A NEURBHEEFEE RN (B4 VolumeBi ) MBI LEIRIERE © NetAppi@ZI 2R
AEEERNPRE-LEURRE  UEAEHEETSSDAEERKE (MHBFAEM 5

®

53.844 TBHARR KRS ~ sAnSIL{ERRA 121.25)

# 122.25)
EEATE iR
meta_01.yml 8015
meta_02.yml 8025
meta_03.yml 8035

FENIP
i1b :

100.127.101.

116 i2b

100.127.102.

1/16
i2b :

100.127.102.

2/16i1b

100.127.101.

2/16
i3b :

100.127.101.

3/16i4b :

100.127.102.

3/16

NUMAIE
0
0

& IREARY
netapp_01

netapp_01

netapp_02

2R "NetApp EF600[EFEFTT") o #IFERM Tbeegfs m1_m2 m5 m6'y] HEF1%HE
BHREREAEIERT - ALt - HFRFEESRAPPEEREEE « E#EH1.92TB

; SNSRAEF7.65TBHAMEM « sAHSILIES

; WSR(EF15.3TBRAHEM ~ SAAFILLERR A 23.75]

o

REERMN  HEEITHS
beegfs m1_ &

m2_m5 m6.

beegfs m1_ b
m2_m5_m6.

Beegfs m3_ &
m4_m7_M8


https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf

EELE

meta_04.yml

meta_05.yml

meta_06.yml

meta_07.yml

meta_08.yml

BiRR
8045

8055

8065

8075

8085

NS

=

gl

FHIP
i4b -

100.127.102.

4/16i3b :

100.127.101.

4/16
i1b

100.127.101.

5/16i2b :

100.127.102.

5/16
i2b

100.127.102.

6/16i1b :

100.127.101.

6/16
i3b :

100.127.101.

7/16 i4b :

100.127.102.

7/16
i4b

100.127.102.

8/16i3b :

100.127.101.

8/16

NUMAR 53
1.
0
0

& IREARY
netapp_02

netapp_01

netapp 01

netapp_02

netapp_02

HEERM
Beegfs_m3_
m4_m7_M8

beegfs m1_
m2_m5_m6.

beegfs m1_
m2_m5 m6.

Beegfs_m3_
m4_m7_M8

Beegfs m3_
m4_m7_M8

ARSI
b

4. £ TGroup vars/l F ~ EHA TS AREIIEIREHZE shor 011 Z Mshor 08 RIIEZE - ABIEABERRTS
MTERBMEE -

21
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STOR_03.yml 8033 i3b : 1. netapp_02 beegfs_s2 s4 %

# stor 0X - BeeGFS HA Storage Resource
Groupbeegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10

common volume configuration:

segment size kb: 512 volumes:

- size: 21.50 # See note below! owning controller:
<OWNING CONTROLLER>

- size: 21.50 owning controller: <OWNING
CONTROLLER>

() oEERERRT #SH EENREEROAESRREESL .

ey iR FEIP NUMAE  @IREARY REERMN  HEEITHIS
STOR_01.yml 8013 i1b : 0 netapp_01 beegfs s1 s2 &

100.127.103.
116 i2b
100.127.104.
1/16

STOR_02.yml 8023 i2b : 0 netapp_01 beegfs s1 s2 b

100.127.104.
2/16i1b :
100.127.103.
2/16

100.127.1083.
3/16i4b :
100.127.104.
3/16

STOR_04.yml 8043 i4b : 1. netapp_02 beegfs s2 s4 b

100.127.104.
4/16i3b :
100.127.1083.
4/16
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SEuT i BiRR
STOR_05.yml 8053

STOR_06.yml 8063

STOR_07.yml 8073

STOR_08.yml 8083

FHIP
i1b :

100.127.1083.

5/16i2b :

100.127.104.

5/16
i2b :

100.127.104.

6/16i1b :

100.127.1083.

6/16
i3b :

100.127.103.

7/16i4b :

100.127.104.

7/16
i4b :

100.127.104.

8/16i3b :

100.127.1083.

8/16

NUMAR 53
0
0

T3 | REPEBEN+HREFEEBRNFAEE iR
B BRI EBee GRS PR B R P R B BRI PTHUT T

1. 7 Tinventory.ymll A~ EIRBAEARTIEATIIZH !

meta 09:
hosts:

beegfs 03:
beegfs 04:

stor 09:
hosts:

beegfs 03:
beegfs 04:

meta 10:
hosts:

beegfs 03:
beegfs 04:

stor 10:
hosts:

beegfs 03:
beegfs 04:

meta 11:

& IREARY
netapp_01

netapp_01

netapp_ 02

netapp_02

BEERMN
Beegfs_S1_S
6

Beegfs_ S1_S
6

Beegfs S7_S
8

Beegfs S7_ S
8

ARSI
3

=
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hosts:
beegfs 03:
beegfs 04:
stor 11:
hosts:
beegfs 03:
beegfs 04:
meta 12:
hosts:
beegfs 03:
beegfs 04:
stor 12:
hosts:
beegfs 03:
beegfs 04:
meta 13:
hosts:
beegfs 04:
beegfs 03:
stor 13:
hosts:
beegfs 04:
beegfs 03:
meta 14:
hosts:
beegfs 04:
beegfs 03:
stor 14:
hosts:
beegfs 04:
beegfs 03:
meta 15:
hosts:
beegfs 04:
beegfs 03:
stor 15:
hosts:
beegfs 04:
beegfs 03:
meta 16:
hosts:
beegfs 04:
beegfs 03:
stor 16:
hosts:
beegfs 04:

24



beegfs 03:

2. 7t TGroup_vars/] T ~ EATHEAEIEREIZE Tmeta_091 F| meta_16] BIERE - REBIEASERE
HNFEREE « U2 R#HF !

# meta 0X - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: metadata
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.5 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

() wErRERRT . #SH EENREEROAESRREEAL .

EES Y LR FEIP NUMAESS  GEiREGRL RBESRN  EEIERIS

meta_09.yml 8015 i1b : 0 netapp_03 Beegfs m9_ &
100.127.101. m10_M13_M
9/16i2b 14
100.127.102.
9/16

meta_10.yml 8025 i2b:100.127.1 0O netapp_03 Beegfs m9 b
02.10/16 m10_M13_M
i1b:100.127.1 14
01.10/16

meta_11.ml 8035 i3b 1. netapp_04 Beegfs_ M11_ &
100.127.101. M12_M15_M
11/16 i4b 16
100.127.102.

11/16
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EELE

meta_12.ml

meta_13.yml

meta_14.ymi

meta_15.yml

meta_16.myl

BiRR
8045

8055

8065

8075

8085

FHIP
i4b -
100.127.102.
12/16i3b :

100.127.101.
12/16

i1lb : 100 -~
127.101.3/16
i2b : 100 -
127.102.3/16

i2b:100.127.1
02.14/16
i1b:100.127.1
01.14/16

i3b :
100.127.101.
15/16 i4b :
100.127.102.
15/16

i4b :
100.127.102.
16/16 i3b :
100.127.101.
16/16

NUMAR 53
1.
0
0

& IREARY
netapp_04

netapp_ 03

netapp_03

netapp 04

netapp_04

#EEERD
Beegfs_M11_

M12_M15_M
16

Beegfs m9_
m10_M13_M
14

Beegfs m9
m10_M13_M
14

Beegfs M11_
M12_M15_M
16

Beegfs M11_
M12_M15_M
16

ARSI
b

[ =]

b

3. 1£ TGroup_vars/] F -~ EA TS AEIIEREI4E Tshor_ 091 F| Mshor 161 MIFEZE « ABIEASERTS
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# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10
common volume configuration:
segment size kb: 512 volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50 owning controller: <OWNING
CONTROLLER>

() =rmEmmRt #SEEEOREFSHNEEERRESHL .

EE Ty EIFIE ZENP NUMAEE  &IREE, REERN  EEIERIER
STOR_09.yml 8013 i1b : 0 netapp_03 beegfs s9 s1 &
100.127.103. 0
9/16i2b
100.127.104.
9/16
STOR_10.yml 8023 i2b:100.127.1 0O netapp_03 beegfs s9 s1 b
04.10/16 0
i1b:100.127.1
03.10/16
STOR_11.yml 8033 i3b : 1. netapp_04 Beegfs S11_ &
100.127.103. s12.
11/16 i4b
100.127.104.
11/16
Stor_12.ml 8043 i4b : 1. netapp_04 Beegfs S11_ b
100.127.104. s12.
12/16i3b
100.127.103.
12/16
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EELE BiRR
STOR_13.yml 8053

STOR_14.yml 8063

STOR_15.yml 8073

STOR_16.yml 8083

TERA . 3%

MER10EER12 -
TR

ZENP NUMAIE

i1b : 0
100.127.103.
13/16 i2b :
100.127.104.
13/16

i2b:100.127.1 O
04.14/16
i1b:100.127.1
03.14/16

i3b : 1.
100.127.103.
15/16 idb :
100.127.104.
15/16

i4b : 1.
100.127.104.
16/16i3b -
100.127.1083.
16/16

EEFFEERIRNERT

B LW ERERPRUN IR E BeeGF SA R F B IEM AT MITET - RETHEEHHHAFRBEIEREARETRERER
Rz ENEEER - ERAFEENEREHBEAEE - MESERFERMA [Criteria _DRIVE _count]

1. 1£ Tinventory.yml) H ~ FIRAHETEATIIZH !
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& IREARY
netapp_03

netapp_ 03

netapp_04
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# beegfs 05/beegfs 06 HA Pair (storage only building block):
stor 17:
hosts:
beegfs 05:
beegfs 06:
stor 18:
hosts:
beegfs 05:
beegfs 06:
stor 19:
hosts:
beegfs 05:
beegfs 06:
stor 20:
hosts:
beegfs 05:
beegfs 06:
stor 21:
hosts:
beegfs 06:
beegfs 05:
stor 22:
hosts:
beegfs 06:
beegfs 05:
stor 23:
hosts:
beegfs 06:
beegfs 05:
stor 24:
hosts:
beegfs 06:
beegfs 05:

2. 7t TGroup_vars/] T ~ ERATHEAZEILEREFZE Tshor_171 | Tshor 24 BIHEZE « RBIEESERE
HTBERNIEE « U EREF)
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# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
— <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 12
common volume configuration:
segment size kb: 512
volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50
owning controller: <OWNING CONTROLLER>

() ETRERNRY > #SEEENRESRUBESRREESL -

EES Y EFIR FEIP NUMAESS  @iREARL HEERM
STOR_17.yml 8013 i1b : 0 netapp_05 Beegfs _S17_
100.127.103. s18
17/16 i2b .
100.127.104.
17/16
STOR_18.yml 8023 i2b:100.127.1 0O netapp_05 Beegfs S17_
04.18/16 s18
i1b:100.127.1
03.18/16
STOR_19.yml 8033 i3b : 1. netapp_06 Beegfs_s19
100.127.103. S20
19/16 i4b .
100.127.104.
19/16
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ey EIFE
Stor_20.ml 8043

STOR_21.yml 8053

STOR_22.yml 8063

STOR_23.yml 8073

STOR_24.yml 8083

ZiZBeeGFS

FHIP

i4b : 100 -
127.104.20/1
6i3b : 100
127.103.20/1
6

i1b
100.127.1083.
21/16i2b :
100.127.104.
21/16

i2b:100.127.1
04.22/16
i1b:100.127.1
03.22/16

i3b :
100.127.1083.
23/16i4b :
100.127.104.
23/16

i4b :
100.127.104.
24/16i3b
100.127.1083.
24/16
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1. B3 A9 Tplaybook ~ ymly &2 ~ HEHE :

# BeeGFS HA (High Availability)

71>
D

FEMERZEER (MEERER)
ARENERES ~ DURESTE fE RS BN S SR8 T frh s I 38 AL BYE (I e o

cluster playbook.
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- hosts: eseries storage systems

gather facts: false
collections:
- netapp eseries.santricity
tasks:
- name: Configure NetApp E-Series block nodes.
import role:

name: nar santricity management

- hosts: all

any errors fatal: true
gather facts: false
collections:
- netapp eseries.beegfs
pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version
register: python version
- name: Check if python3 is installed.
raw: python3 --version
failed when: false
changed when: false
register: python3 version
when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) is not version("3.0", ">=")'
- name: Install python3 if needed.
raw: |
id=$ (grep "~ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] !=
become: true
- name: Create a symbolic link to python from python3.
raw: 1In -s /usr/bin/python3 /usr/bin/python
become: true
when: python version['rc'] != 0



when: inventory hostname not in
groups [beegfs ha ansible storage group]
- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun
your playbook command with --list-tags to see all valid playbook tags."
when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",
"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'
loop: "{{ ansible run tags }}"
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Verify the BeeGFS HA cluster is properly deployed.
ansible.builtin.import role:
name: netapp eseries.beegfs.beegfs ha 7 4

@ 75 BT A%IE pre_tesss) ~ LUEGEIEZRENES F R E R EEPython 3 ~ WiGEFrig(H
BIAnsibletZit BB R EITIE ©
2. BICEFELIEBeeGFSH « 551& Ansible Playbook #5< EEFH A $HEZRIBHECER o
EIBBIEEZHITAAER Tpre_tessment) ~ ABRTEEBEEIREIEBeeGFSZ AR NMER BT o

PITTIEe s REBHABEXHE (FSRUTHE)

ansible-playbook -i inventory.yml playbook.yml --forks 20

BRRHNEBRARNIE « forks BERERLXHEBERTERMINEA (5) ~ LUEN Ansible T

@ TRENEMEE o (INTHFMAEN "S55 HANT" ~ B2 o) BAERTEBURI Ansible
PEHIEn S E R FARVERIEAE S o Lil20{EEEHIRERBE4ECPU (Intel (R) Xeon (R) Gold
6146 CPU @ 3.20GHz) MIEE#FAnsiblelZE| &% E#11T o

REPBIREM AnsibleiZH &L FBee GFSIEZEME IRENRE 2 MRV IBEME ~ SRERMEAIEEHBAAE o

HEBeeGFSHFE IR

N BT EEFINBeeGFSIERAMRBMEM T (FINERHGPURIR) LZIEKR
EBeeGFSHP IR o 7EE BT {EH ~ ,l:':_JLM@fﬁAn&bIe%l]BeeGFS$A
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1. MEEE - FtAnsibleZEFIENEE R ERBENESSH ~ Wi HiE #BeeGFS A FimpISE I

I'sh-copy -id <user>@<hostname_or_ip>']

2. 7 Thost_vars/] T ~ AS{EBeeGFSAHFMEI—E%% Nyml HEE - HREETIIRA ~ LEFER
BEXFHENESEIRIENEREN

# BeeGFS Client
ansible host: <MANAGEMENT IP>
# OPTIONAL: If you want to use the NetApp E-Series Host Collection’s
IPoIB role to configure InfiniBand interfaces for clients to connect to
BeeGFS file systems:
eseries ipoib interfaces:
- name: <INTERFACE>
address: <IP>/<SUBNET MASK> # Example: 100.127.1.1/16
- name: <INTERFACE>
address: <IP>/<SUBNET MASK>

IR EAMEFREEREA TS ZRETHE A AESERF Im LREME InfiniBand 71

@ FEESEMEHE IPoIB%HE%EP‘“"“—ﬂEI GNRETHILERS HEYS TR BeeGFS HEF@%%&
Pl FHERR MRS E - AP EEE T2 SEARE—ENE T £ FRES—E
JE 100.127.1.0100.127.99.255100.128.1.0 100.128.99.255°

3. BITHHEZ lclient_inventory.ymll ~ ABTEIERIEA TIIRE :

# BeeGFS client inventory.
all:
vars:

ansible ssh user: <USER> # This is the user Ansible should use to
connect to each client.

ansible become password: <PASSWORD> # This is the password Ansible
will use for privilege escalation, and requires the ansible ssh user be
root, or have sudo privileges.
The defaults set by the BeeGFS HA role are based on the testing
performed as part of this NetApp Verified Architecture and differ from
the typical BeeGFS client defaults.

(D AR FREFENE o s5cAAnsible Vault (GE2ERY TAnsible) Xf4) "&£ Ansible
VaultllZANE") HEEPITHZHEBFMEER TAsk (BEAUREE) 1 BEE-

4. £ Tclient_inventory.yml) #&227 - 7£ lbeegfs_clients) B4R%IHFRAMER E 2 BeeGFSH B iRAYEH «
AR IETE 2 EBeeGFSH P iRz OMEARFI Fe BE I EL A ARRS o
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children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
beegfs 01:
beegfs 02:
beegfs 03:
beegfs 04:
beegfs 05:
beegfs 06:
beegfs 07:
beegfs 08:
beegfs 09:
beegfs 10:
vars:
# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
beegfs client ofed enable: True
beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"
# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.
eseries ib skip: False # Default value.
beegfs client ofed enable: False # Default value.

£/ NVIDIA OFED BEENTZTUFF » 55 beegfs client ofed include path FEWEH ¥R
(D) ®Linux REfsMERN EEOSRE - IBMETEN > H2H BeeGFS Xf4 "RDVA
ZiB o

5. 7£ Tclient_inventory.yml 12+ ~ 7| HEEREEEAISTAIEE Tvars) [KEHIBeeGFSIEERARLR ©
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beegfs client mounts:
- sysMgmtdHost: 100.127.101.0 # Primary IP of the BeeGFS
management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.
connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-

disk HA solution.

default “sync”

role for full

# This does require BeeGFS targets be mounted in the
mode.

# See the documentation included with the BeeGFS client
details.

sysSessionChecksEnabled: false

Mbeegfs_client_configy RNRERIFHNERE - MHEMAEEENTEME « 52
@ Fnetapp_eseries.beegfs & Ibeegfs client) AEBEMIIINH - EEIEERZES
{EBeeGFSIER AR DR L[] —(EBeeGFSIER R AMIFAAER o

6. EITHRY lclient_playbook .yml) HE3E ~ SABIBA TR :
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# BeeGFS client playbook.
- hosts: beegfs clients

any errors fatal: true

gather facts: true

collections:

- netapp eseries.beegfs

- netapp eseries.host

tasks:

- name: Ensure IPoIB is configured

import role:

name:

ipoib

- name: Verify the BeeGFS clients are configured.

import role:

name: beegfs client



@ MREEEFEENIPoIBNE _ EZEMNERIB/RDMARRSERNFNRENIP - sARBRE
A NetApp_Eseries.host] E£5%1 lPolB) A

7. EERRREBEAPIHENMount BeeGFS ~ FF#IT FYI&H< -

ansible-playbook -i client inventory.yml client playbook.yml

8. 7E&BeeGFSERAM BN ERNFEIRITZAT « RFERIVEREEAEETRARIE « REHIT Mbeegfs-fs-

fs-checksfs] ~ LAFE{RFAA ENBLESPIEEAR « MEARZIRE(E(AIRRE o
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