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Quick Start Guide 
Replicate ONTAP on-premises data to NetApp Cloud Volumes ONTAP on 

Google Cloud for Disaster Recovery 

 

 

Often, several key systems (example: SAP, Other ERP applications running on any DB, 

VMware workloads, windows applications, etc.) form the backbone of customer’s mission-critical 

business processes. To ensure the continuity of day-to-day operations, even in the face of an 

outage, customers must be able to rapidly and reliably recover the associated applications and 

data to meet both operational recovery and remote disaster recovery requirements. Therefore, 

it’s essential for every critical business systems deployment to have a disaster recovery plan. 

Customers are continuously looking for a simple and cost-effective DR solution. 

A good disaster-recovery strategy begins with a business impact analysis that defines two key 

metrics: 

●Recovery Time Objective (RTO): How long you can afford to have your business offline. 

●Recovery Point Objective (RPO): How much data loss you can sustain before you run into 

compliance issues due to financial losses. 

For both cases, customers must determine the costs to their business while the system is offline 

or for data loss and re-creation. Typically, the smaller your RTO and RPO values are (that is, the 

more your business critical application will cost to run. Because smaller RTO and RPO values 

often mean greater complexity, the associated administrative overhead also increases with lower 

RTO and RPO values. 

Now, multiple Cloud Volume ONTAP customers are looking for a public cloud option for their DR 

solution because they can take advantage of all the features that come with ONTAP solution and 

cloud. NetApp worked closely with the Google Cloud team to build that solution. Now On-premises 

ONTAP users can leverage Cloud Volumes ONTAP on Google Cloud for an easy-to-deploy, cost-

efficient cloud disaster recovery solution on top of Google Cloud infrastructure. 

 

Benefits of using Cloud Volumes ONTAP for disaster recovery include: 

● Easy and efficient data replication from on-premises to a disaster recovery site within 

your Google Cloud VPC. 

● Quick data storage failover and failback. 

● Preserved storage efficiencies and automated data tiering to Google Cloud Storage 

minimizing infrastructure costs. 
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This Quick Start Guide provides a step-by-step guide for enterprise customers to follow in order 

to deploy and monitor Disaster Recovery for their on-premises NetApp ONTAP storage 

environments: 

 

1. Set up permissions, service accounts and enable APIs 

2. Deploy Cloud Manager Connector 

3. Discover an on-premises ONTAP cluster 

4. Create a new Cloud Volumes ONTAP working environment on Google Cloud 

5. Create a SnapMirror replication relationship 

6. Monitor and manage the replication relationship 

Prerequisites 

1. Google Cloud Marketplace subscription 

2. Web browser access to NetApp Cloud Manager 

3. A Cloud Central account 

4. Networking setup for Cloud Volumes ONTAP 

5. Networking setup for ONTAP on-premises 

Set up permissions, service accounts and enable 

APIs 

Before deploying the Cloud Manager Connector and Cloud Volumes ONTAP, you would need 

to ensure the Google Cloud user to be used for the deployment has sufficient permissions, to 

create a mandatory service account for the Connector instance and an optional service account 

for Cloud Volumes ONTAP cold data tiering and backup to GCS. In addition, a set of Google 

Cloud APIs must be enabled in your project. 

 

Set up user permissions and service account for Connector 

deployment 

 

1. Ensure the relevant Google Cloud user has sufficient permissions to deploy the 

Connector from Cloud Manager. Alternatively, use the permissions YAML file to create a 

custom role and assign it to the user. 

a. Log in to https://console.cloud.google.com/, select the correct project and 

activate Cloud Shell. 

https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://docs.netapp.com/us-en/occm/reference_networking.html
https://docs.netapp.com/us-en/occm/task_signing_up.html
https://docs.netapp.com/us-en/occm/reference_networking_gcp.html#requirements-for-cloud-volumes-ontap
https://docs.netapp.com/ontap-9/topic/com.netapp.doc.pow-csp/GUID-5EE26A76-6996-48B0-BE00-08A637843660.html
https://occm-sample-policies.s3.amazonaws.com/Setup_As_Service_3.7.3_GCP.yaml
https://occm-sample-policies.s3.amazonaws.com/Setup_As_Service_3.7.3_GCP.yaml
https://console.cloud.google.com/
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b. Upload the permissions file you have downloaded to Cloud Shell, by either drag-

and-drop from your computer to Cloud Shell or using the Upload File 

operation from Cloud Shell’s more menu (vertical ellipsis). 

 
c. From Cloud Shell use the “gcloud iam roles create” command to create a 

custom role from file at the organization or project level. If the Authorize Cloud 

Shell box pops up, click Authorize. The role created using the permissions file 

would have the “NetApp Cloud Central” title. 

https://cloud.google.com/iam/docs/creating-custom-roles#creating_a_custom_role
https://cloud.google.com/iam/docs/creating-custom-roles#creating_a_custom_role
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d. To quickly grant the new role created to the relevant user run the “gcloud add-

iam-policy-binding” command or through the console’s IAM & Admin menu. In 

the menu select IAM and when adding a new user or editing an existing one 

select the “NetApp Cloud Central” role and click on SAVE. 

 
 

2. Next, set up a Service Account that will be associated with the Connector VM (when 

you create it from Cloud Manager) and grant the permissions required (different than the 

https://cloud.google.com/iam/docs/granting-changing-revoking-access#granting-gcloud-manual
https://occm-sample-policies.s3.amazonaws.com/Policy_for_Cloud_Manager_3.9.0_GCP.yaml
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previous step) to allow the creation and management of Cloud Volumes ONTAP 

instances. 

a. Download the permissions file and upload it to Cloud Shell, by either drag-and-

drop from your computer to Cloud Shell or using Upload File operation from 

Cloud Shell’s more menu (vertical ellipsis). 

 

b. From Cloud Shell use the “gcloud iam roles create” command to create a 

custom role from file at the organization or project level. If the Authorize Cloud 

Shell box pops up, click Authorize. The role created would have the “NetApp 

Cloud Manager” title. 

 

c. From the IAM & Admin menu on the Google Cloud Console, go to Service 

Account to create a new account by clicking on CREATE SERVICE ACCOUNT. 

Fill in the details and click on CREATE. 

 

 

 

 

 

 
d. Next, from the drop down role box, select the NetApp Cloud Manager role and 

click on DONE. 

https://occm-sample-policies.s3.amazonaws.com/Policy_for_Cloud_Manager_3.9.0_GCP.yaml
https://cloud.google.com/iam/docs/creating-custom-roles#creating_a_custom_role
https://cloud.google.com/iam/docs/creating-custom-roles#creating_a_custom_role
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Now, the Google Cloud user has the permissions required to create the Connector from Cloud 

Manager and a proper service account for the Connector VM is set up. 

 

Enable Google Cloud APIs 

1. Click the Google Cloud Console triple-bar and select APIs & Services. Then, select 

Library. 
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2. At the library’s search box find and enable the following APIs in your project, one-by-

one: 

a. Cloud Deployment Manager V2 API 

b. Cloud Logging API 

c. Cloud Resource Manager API 

d. Compute Engine API 

e. Identity and Access Management (IAM) API 
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Now, that the necessary Google Cloud APIs are enabled for the project the Connector can be 

created and later on Cloud Volumes ONTAP instances as well. 

 

Set up and service account for data tiering and backups 

Although optional, it is recommended to use Cloud Volumes ONTAP’s data tiering capabilities to 

automatically move cold data, such as disaster recovery copies, to Google Cloud Storage and 

reduce TCO. For this purpose Cloud Volumes ONTAP requires a service account with a 

Storage Admin role granted. In addition, this service account will enable you to also use the 

Cloud Backup service to back up volumes to low-cost object storage if needed. 

 

1. From the IAM & Admin menu on the Google Cloud Console, go to Service Account to 

create a new account by clicking on CREATE SERVICE ACCOUNT. Fill in the name 

and description details and click on CREATE. 

https://docs.netapp.com/us-en/occm/concept_backup_to_cloud.html
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2. Next, from the drop down role box, select the Storage Admin role and click on 

CONTINUE. The Storage Admin role provides full control over Google Cloud Storage 

resources. 

 
3. At the Grant users access to this service account section, add the Connector service 

account (created in Set up user permissions and service account for Connector 

deployment) as a service account user to be able to use this new service account. 

Click on DONE to finish. 
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The service account that you just created can be selected later when you create a Cloud 

Volumes ONTAP instance, in the Details and Credentials screen. 

 

With all the requirements in place, you can continue on to deploy Cloud Manager’s Connector. 

 

Deploy Cloud Manager Connector 

The Connector is part of the Cloud Manager infrastructure that allows secured management of 

processes and resources within Google Cloud and is required in order to use most of the 

features and services integrated into Cloud Manager - for the complete list go to Learn about 

Connectors on the Cloud Manager documentation. The Connector can be deployed in Google 

Cloud or in your on-premises data center. In this section we will deploy the connector in Google 

Cloud directly from Cloud Manager. See Installing the Connector software on an existing Linux 

host for on-premises deployments. 

 

1. Go to https://cloudmanager.netapp.com and log in. If it’s your first time accessing Cloud 

Manager, you would be requested to sign up and upon login create a NetApp Account 

for your organization: 

 

https://docs.netapp.com/us-en/occm/concept_connectors.html#when-a-connector-is-required
https://docs.netapp.com/us-en/occm/concept_connectors.html#when-a-connector-is-required
https://docs.netapp.com/us-en/occm/task_installing_linux.html
https://docs.netapp.com/us-en/occm/task_installing_linux.html
https://cloudmanager.netapp.com/
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2. Upon login, you will be situated in Cloud Manager’s “home page”, the Canvas tab. Click 

on the Connector menu on the top right corner, to open the Connectors pane. To get 

started with the deployment click on Create your first connector. 

 
 

3. Click Let’s Start to proceed. 
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4. Select Google Cloud Platform and click Continue. 

 

 
 

5. Before continuing, make sure you have completed phase 1, and the necessary 

permissions are set for the Google Cloud user account, the proper service accounts are 

created, and the relevant Google Cloud APIs are enabled. 
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6. When prompted, log in to your Google account, which should have the required 

permissions to create the virtual machine instance. 

The form is owned and hosted by Google. Your credentials are not provided to NetApp. 

 

7. Next, enter the Connector Instance Name, select the Project and the Service 

Account created in phase 1 (account with the NetApp Cloud Manager role), and click 

on Continue. 
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8. Next, provide the Location  information: specify a region, zone, VPC, and subnet for 

the instance. 

 

 
 

 

 

9. In the Network step, choose whether to enable a public IP address and optionally 

specify a proxy configuration. 
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10. In the last step of the Connector deployment, choose whether to create a new firewall 

policy or whether to select an existing firewall policy that allows inbound HTTP, 

HTTPS, and SSH access. 

 

 
 

11. Once you click on Create the actual instance deployment begins. The instance is ready 

within 7 minutes. Do not close the page until the process is complete. 
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12. As the Connector deployment completed successfully, click on Continue. On the 

opened Connectors pane, verify that your Connector is Active (Click anywhere on the 

Canvas, or on the Connector menu to close the pane). 
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Now that the Connector was successfully deployed, we can continue to the next phase to 

discover the on-premises ONTAP cluster. 

Discover an On-premises ONTAP Cluster 

This section of the guide covers how to discover an existing on-premises ONTAP cluster to 

Cloud Manager and add it to Cloud Manager’s home page, the “Canvas” tab. Later on, from 

The Canvas you would configure it for disaster recovery. 

 

1. From the Cloud Manager Canvas, click on Add Working Environment. 
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2. Select On-premises ONTAP on the Choose a Location screen to discover your 

cluster: 
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3. On the ONTAP Cluster Details page, enter the on-premises cluster management IP 

details and admin credentials. Click Add to discover the on-premises ONTAP systems. 
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4. Verify the name of the on-premises working environment and click Go to add the on-

premises ONTAP cluster to Cloud Manager. Once completed, you will see the new on-

premises environment within Cloud Manager’s Canvas. 

 

 
Note: you have not yet deployed any Cloud Volumes ONTAP systems; Therefore, Cloud Manager is only 

showing the discovered on-premises environment. 

 

5. If needed, you can double-click the discovered cluster to see the volumes and determine 

which ones you wish to replicate. 

 

We will now proceed to the next phase to create the first Cloud Volumes ONTAP for Google 

Cloud. 
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Create a New Cloud Volumes ONTAP Working 

Environment on Google Cloud 

1. From the Cloud Manager Canvas, click on Add Working Environment. 

 

2. The first step is to Choose a Location, in which you wish to start your new environment. 

Select Google Cloud.. 

 

 
 

3. Next, on Define Your Working Environment, select Cloud Volumes ONTAP Single 

Node and click on Continue. 

 
Note: Cloud Volumes ONTAP for Google Cloud supports two configurations: Single Node for non-mission 

critical workloads and HA for mission critical workloads. For additional information on HA. 

 

  

https://docs.netapp.com/us-en/occm/concept_ha_google_cloud.html
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4. In the Details and Credentials step you will provide the details of the environment to be 

created including the environment Name and admin credentials. Make sure to choose 

a Service Account configured with the Storage Admin role (created in phase 1) so you 

can enable Data Tiering and Cloud Backup to Google Cloud Storage. When you are 

finished, click Continue. 

 

 
 

5. On the Services screen note that Cloud Backup is enabled by default, allowing you to 

easily implement a 3-2-1 backup strategy. Based on the default policy, Cloud Backup will 

backup your disaster recovery volumes on a daily basis, retaining the 30 most recent 

backups. Using the top right knob Cloud Backup can be disabled. Click on Continue. 
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6. Next, you configure the Region & Zone, the VPC, the appropriate Subnet for 

connectivity and choose to create a new Firewall Policy or use an existing one. Make 

sure to mark the checkbox after you have validated connectivity between your VPC and 

Google Cloud Storage - check that the subnet in which Cloud Volumes ONTAP resides 

is configured for Private Google Access. 

 

 
 

In case the subnet is not configured with Private Google Access: 

● Go to the VPC network section, under NETWORKING, in the google cloud 

console, and located Cloud Volumes ONTAP’s VPC and subnet. 

 

https://cloud.google.com/vpc/docs/configure-private-google-access
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● On the subnet details page, look toward the bottom of the page for Private 

Google Access settings and click on EDIT to make changes. 

  
● Check the On radio button to enable Private Google Access for Cloud Volumes 

ONTAP’s subnet and click SAVE when done. 

 

 
 

 

7. In the next screen, choose your license option to use: Pay-As-You-Go, or BYOL (a 

term-based license purchased upfront). In either case, select a NetApp Support Site 

(NSS) account to be used with the configuration. Click Continue to proceed. 
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Note: A NetApp Support Site account is recommended for the Pay-As-You-Go option to activate support for 

your system. However, this can be added later as an option. Activation provides access to NetApp technical 

support resources and software updates. For the BYOL option, a support account allows you to upload your 

license key and enable the subscription for the term that you purchased. This includes automatic updates for 

term renewals.  

 

8. Next, you can choose between several preconfigured packages available for various 

types of workloads or create your own using Create my own configuration button. 

Select the Cost effective DR preconfigured package to continue. 

 

 
 

Note: Other preconfigured packages are available and can be used for DR, including PoC and small 

workloads, production workloads, and Highest performance production workloads. The packages 

differ in the underlying Google Cloud resources used (VM and PD) and the license type and its capacity 

limitation (you can hover over each option to view the configuration parameters of each package). If a 

BYOL license was entered in step 7 then all the preconfigured and your own packages will support up to 

368TB of capacity. The following table describes the details for each pre-configured package: 

 

Package POC and small Databases and Cost effective DR Highest performance 
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workloads application data 
production workload 

production workloads 

License Explore Standard Standard Premium 

Max License Capacity 2 TB 10 TB 10 TB 368 TB 

Persistent Disk type SSD SSD Standard SSD 

Persistent Disk size 500 GB 1 TB 1 TB 8 TB 

Machine Type custom-4-16384 n1-standard-8 n1-standard-8 n1-standard-32 

 

 

9. On the Data Tiering in Google Cloud page, if an appropriate Service Account was 

configured in step 4, cold data tiering to Google Cloud Storage is enabled by default. 

The storage classes supported are Standard, Nearline and Coldline. By using data 

tiering in disaster recovery scenarios, costs can be significantly reduced. When done, 

click Continue. 

 

 
 

10. We will skip the Create Volume section that appears next, as we will be replicating 

volumes from the on-premises ONTAP as a part of setting up the SnapMirror replication 

in the next phase. Click Skip to proceed. 

 

11. In the final step, Review & Approve, you are asked to review the configuration settings 

and approve that the Cloud Manager will provision the selected GCP resources on your 

behalf. Tick the checkbox and then click GO. 
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Now, Cloud Manager deploys the Cloud Volumes ONTAP system. You can track the  

progress in the Timeline. It takes approximately 25 minutes for the creation to complete. 

 

 
 

12. Once clicked on Go, you will be redirected to the Canvas where Cloud Volumes ONTAP 

for Google Cloud will be shown along with your on-premises ONTAP system discovered 

previously. 
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Create a SnapMirror Replication Relationship 

Now that we have discovered the on-premises ONTAP cluster and deployed a Cloud Volumes 

ONTAP instance for Google Cloud we can proceed for setting up DR replication. In this section 

we will focus on creating the NetApp SnapMirror® replication relationship for enabling DR from 

on-premises to the cloud. 

 

As a fully-fledged version of ONTAP, with Cloud Volumes ONTAP for Google Cloud you can 

use the same data protection features and services as with on-premises ONTAP, including 

NetApp Snapshots and NetApp SnapMirror replication technology. Since Cloud Volumes 

ONTAP is mainly controlled through Cloud Manager, it is recommended using it to configure, 

manage and monitor SnapMirror replication relationships. 

 

 

1. From the Cloud Manager Canvas, simply drag-and-drop the SnapMirror source 

environment (On-premises ONTAP) to the SnapMirror destination environment (Cloud 

Volumes ONTAP). 

 

2. On the Source Peering Setup page, choose the Cluster Logical Interfaces (LIF) you 

want to use for the cluster peering setup, which is the initial connection between the two 

working environments. Click Continue to proceed. 
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3. Next, select the volume that you want to be replicated. 

 
 

4. In the Destination Disk Type and Tiering, the default disk type for the destination 

volume is shown based on the type used by Cloud Volumes ONTAP (Standard PD in 

this case, since we chose the Cost effective DR package previously). If data tiering was 

enabled, it is highly recommended to leave it on. Keep the defaults and click Continue. 

 
Note: One of the key features of Cloud Volumes ONTAP is infrequently-used data tiering to Google Cloud 

Storage. In the case of Disaster recovery, the majority of the data can be tiered to Cloud Storage which 

substantially reduces the overall costs of the DR environment (using FabricPool’s All tiering policy). 
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5. Next, define the Destination Volume Name and click Continue. In case, there are 

multiple aggregates on the destination Cloud Volumes ONTAP, you can manually select 

the destination aggregate or let Cloud Manager do it for you. 

  
 

6. On the Max Transfer Rate, define your bandwidth restrictions. For DR only systems 

it is recommended to select Unlimited. Click on Continue to proceed. 
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7. On the Replication Policy screen, select your preferred replication policy. Typically 

for disaster recovery, we choose the Mirror policy. Alternatively, you select Mirror and 

Backup or any of these shown in Additional Policies. Click on the policy to proceed. 

 
 

8. In the Schedule step, choose the update schedule from the available options listed. This 

will define the data Recovery Point Objective (RPO) for the replicated workload. Click on 

a schedule to proceed.

 
 

  

https://docs.netapp.com/us-en/occm/task_replicating_data.html#types-of-replication-policies
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9. Review the configuration, tick the “I understand…” checkbox to approve that Cloud 

Manager will allocate Google Cloud resources if needed. Click on Go to create and 

initialize the SnapMirror relationship. 

 
 

10. On successful setup, you will see a message stating that replication has started. Note 

the replication direction indicated between the on-premises NetApp ONTAP and Cloud 

Volumes ONTAP with an arrow. 

 

 
 

To get more information about the replication relationship created continue to the next 

phase. In case an error message was received, the details of the error can be found in 

Cloud Manager’s Timeline. 
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You can expand the Create Replication VSA to see all the details about the action and 

check their status at the far right column. 
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Monitor and Manage the Replication Relationship 

Once the replication is completed successfully, you can see more details about the SnapMirror 

replication relationships by going to the Replication Tab located in the header menu. Through 

the replication tab you can get information about the replication relationships health, the mirror 

state, lag duration, policy and schedule used, etc. As can be seen from the image below, the 

on-premises volume is being replicated to a Cloud Volumes ONTAP instance in Google Cloud. 

 

 
You can manage any of the replication relationships from the Cloud Manager Replication tab 

by clicking on the triple-bar icon on the left of the relationship. All the SnapMirror operations 

are available for use such as break, reverse resync (used during a failback operation), edit the 

update schedule, perform a manual update and more. Click here for a detailed explanation on 

each of the actions allowed. 

 

https://docs.netapp.com/us-en/occm/task_replicating_data.html#managing-data-replication-schedules-and-relationships


38 
 

 
 

Failover to the secondary Environment 

Once the initial replication has finished the and the relationship’s Mirror State was changed to 

snapmirrored the target volume is online and ready to be used in read-only access. In case an 

event of a disruption occur, follow these steps to failover: 

1. If you have lost connectivity to the on-premises ONTAP, but the DR NetApp hasn't, then 

you will need to Break the relevant SnapMirror relationships. Breaking the relationship 

causes the target volume to become writable. 

2. Make the volume accessible to applications (this configuration can be done ahead of 

time through ONTAP System Manager or CLI). On Cloud Manager’s Canvas, double-

click on the Cloud Volumes ONTAP for Google Cloud working environment to enter the 

Volumes page. 

3. Click on the target volume’s triple-bar, select the Edit operation, and fill in the access 

details required. 

4. Click again on the target volume’s triple-bar, select Mount command and click on 

Copy. 

5. Go to the application VM and use the copied mount command to point the VM and 

application to the target volume located on Cloud Volumes ONTAP. 
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Use Case Example: SAP Disaster Recovery 

A comprehensive disaster recovery solution must enable customers to recover from a complete 

failure of the primary site. Therefore, data must be transferred to a secondary site, and a 

complete infrastructure is necessary to run the required production SAP systems in case of a 

site failure. This additional infrastructure can be a significant cost aspect for SAP customers 

running their environment on-prem. Therefore more and more customers consider leveraging 

the agility and flexibility of the public cloud as their disaster recovery target infrastructure to 

avoid investments in additional on-prem data center facilities. In addition, this is often the first 

step of a complete move of the SAP environment from on-prem into the cloud. For existing on-

prem NetApp customers this option is at their fingertips with very little effort and no extra 

investment in any on-prem hardware. 

The following figure shows a typical configuration, where the on-prem production SAP database 

environment running on physical NetApp storage systems is replicated asynchronously to Cloud 

Volumes ONTAP instances in GCP. NetApp’s SnapCenter framework is used to create 

application consistent NetApp Snapshot backups of the production environment on-prem. Those 

snapshot backups are then automatically transferred via the SnapMirror replication from the on-

prem ONTAP system to the CVO instance in GCP. The minimum achievable RPO (Recovery 

Point Objective) depends on the data replication frequency, which is limited by the available 

bandwidth between the on-prem datacenter and the CVO instance on GCP. A typical minimal 

RPO is in the range of 30 minutes. The RTO (Recovery Time Objective) of this solution 

depends mainly on the time needed to start the database at the disaster recovery site, which is 

typically only a few minutes for SAP anyDB systems up to an hour with larger SAP HANA 

databases. Depending on the replication configuration, forward recovery is required as well and 

will add to the total RTO value. 
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*Note: While this architecture fully supports SAP anyDB workloads, it has limited support for 

SAP HANA systems. For SAP HANA production systems, an SAP certified infrastructure is 

mandatory; for non-production systems the certification is not required. CVO in GCP as of today 

is not certified for SAP HANA in production. Whether the SAP HANA disaster recovery site is 

considered “production” or “non-production” is ultimately up to the customer’s decision.  

 

Additional technical descriptions of how to configure, test, and perform DR scenarios for SAP 

with NetApp ONTAP technology can be found in the following document: 

TR-4646 SAP HANA Disaster Recovery with Storage Replication 

Conclusion 

Cloud Volumes ONTAP for Google Cloud offers a cloud-based disaster recovery solution for 

your storage. The solution can be used to leverage the highly resilient and secured Google 

Cloud infrastructure for disaster recovery. As a central part of a disaster recovery strategy, it 

offers better protection and security when compared to traditional disaster recovery solutions 

and caters to multi-cloud and hybrid-cloud architectures for enterprises. 

  

https://www.netapp.com/media/8584-tr4646.pdf
https://cloud.netapp.com/blog/cloud-disaster-recovery-benefits-challenges-and-case-studies
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