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1. ZAERIMERERTE https_proxy F/8X http_proxy IBIE & :
a MBEFERENREBERNRESMEE (EREREEE) » FHATUTHS

export https proxy=<proxy server>:<proxy port>

.. MREERENAERBEREASMRE (ERERHE/ BN > FHTUTHS !

export

http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po
rt>
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agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>

password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled
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image: <docker repo of the enterprise/corp docker repo>/kube-rbac-
proxy:<kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

45¥8 operator-config.yaml B AgentConfiguration LAz BR¥TEY docker repo (L& o ZAEHIFANHETEEREIL—E
¥1HY imagePullSecret » BRAEZ SR » 5528 hitps:/kubernetes.io/docs/tasks/configure-pod-container/
pull-image-private-registry/


https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/
https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation for
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repositoryl[using a custom or private docker repository].

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

OpenShift :RF8
WRITTE OpenShift 4.6 SESIRA_E#IT » BIAELRES operator-config.yaml HEJ AgentConfiguration LAER A

runPrivileged %€ :

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes

runPrivileged: true
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1. iE R Bi4RER operator-additional-permissions.yaml » SRIE Rt 7 B4REEE R ClusterRole/<namespace>-
additional-permissions

2. fEFAENEA ["get", "watch", "list"] ZFTEEHY apiGroups FIERIZILFTARAI o 552/ \ hitps:/kubernetes.io/docs/
reference/access-authn-authz/rbac/

3. I EAMEREIER

Kubernetes 251% Operator 228 EzG F

Data Infrastructure Insights% Kubernetes £ 5121t 7 Kubernetes Monitoring
Operator - EEZE Kubernetes > Collectors > +Kubernetes Collector RZ3E#HIIR(E
g o

%4t Kubernetes Monitoring Operator Z Bil

BE"SHMEETERESFHR Kubernetes Monitoring Operator Z Al » 54 RE X5 o


https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/#aggregated-clusterroles
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html

Z4t Kubernetes E5iZiR(EE

kubernetes Deploy NetApp Monitoring Operator

Kubernetes Quickly install and configure 3 Kubemetes Operator to send cluster information to Cloud Insights.

Select existing AP| Access Token or create a new one

KEY2024 (...wEMNdM) A e e ST P S Production Best Practices i@

Installation Instructions Nesd Help?

Flease review the pre-requisites for installing the NetApp Kubernetes Monitoring Operator.
To update an existing operator installation please follow thess steps.

Define Kubernetes cluster name and namespace
Provide the Kubernetes cluster name and specify a namespace for deploying the monitoring compenents.

Cluster Mamespace

stername netapp-monitoring

o Download the operator YAML files

Execute the following download command in a bash prompt.

This snippet includes o unique access key that is valid for 24 hours.



o Optional: Upload the operator images to your private repository

By default, the operator pulls container images from the Cloud Insights repository. To use a private repository, download the required images
using the Image Pull command. Then upload them to your private repository maintaining the same tags and directory structure,

Finally, update the image paths in operator-deployment.yaml and the docker repository settings in operator-config.yaml.

For more information review the documentation.

This password is valid for 24 hours.

o Optional: Review available configuration options

Configure custom options such as proxy and private repository settings. Review the instructions and available options,

o Deploy the operator (create new or upgrade existing)

Execute the kubect! snippet to apply the following operator YAML files.
* operator-setup.yaml - Create the cperator's dependencies.
* operator-secrets.yaml - Create secrets holding your AP key.
s operator-deploymentyaml, cperator-cryvaml - Deploy the NetApp Kubernetes Monitering Operator.
+ operator-config.yaml - Apply the configuration settings if not already present.

After deploying the operator, delete or securely store operator-secrets.yaml.

7 Kubernetes %%t Kubernetes Monitoring Operator fXIEF2 AP BR ©

1.

.°°.\‘.°’.U"

WA M—RVEE LB R o MRIRFARELAIR Kubernetes Operator —#k » £ FAERAYE £ EH
anaZEfE o

- MABLERAE SR TEH SR ERENTEIRLE o
. 2R R ERBER) bash FBE LT o A& T & Operator ZEfE o 3535 » 22N IERREEW—28% > W H

BXHAR 24 )\Ef o

MRIEH BT WA AGETRE > s5EBTHER Image Pull 220EE R ER » 8 H AL L2 bash shell FAHITE ° 12
IEGE » GHERD ,L':E’Jﬂ\)&{a%ﬁr RARMREERIREAN B K454 o EH_operator-
deployment.yaml_ FIBYERE LUK _operator-config.yaml_ H18Y docker {#1ZERE ©

MREE > FEEANEEEER > AINKERFAREERTE o oI UREE LN IEEE" o
ZHIF% > FBES kubectl Apply T2 R & ~ TEHIHITE ZKERZE Operator ©

ZERBEBET o TR BT TP % o

TSR » — T T %l o SFREGRMIBRINE 21F operator-secrets.yaml FEZE o

MREHE B #FE > BREEAEFI/AAA docker BE ©
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5% IEE/R—F » FE Kubernetes WWESSERZ B LUER Y ; MMRIEREAEESEUESZNTH > BIAILGE
BEEZXE Kubernetes > Collectors Mt SEEARIUNESZN =@, EEPEE BRIE KEHTE

NetApp / Observability / Collectors

Data Collectors Acquisition Units Kubernetes Collectors

Kubernetes Collectors (13) View Upgrade/Delete Documentation [ RO [Tl = lter..,

Cluster Name T Status Operator Version Network Performance and Change Analysis
Map
au-pod A Outdated © 1.1540.0 © 13470 © 1.162.0
jks-troublemaker Latest 1.1579.0 N/A 1.201.0 B

oom-test A Outdated © 1.1555.0 N/A o l.@ Rodiviieplovent

RRETESETANERGAR > TASFIERIEEEFHAAZESRTH -

{3 kubernetes .
© Modify Deployment
Kubernetes
Cluster Information
Kubernetes Cluster Network Performance and Map Event Logs Change Analysis
ci-demo-01 Enabled - Online Enabled - Online Enabled - Online

Deployment Options Need Help?

Network Performance and Map
Event Logs

Change Analysis

Cancel
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B ARER AR - RIFERRETGES  HERNREETRRLRITAR - H0ER » EREIURESNR
B THARETTH) ERE TR o NFRBTHR » M LUREERREUTRESFAER > LSETEN
ERFHREEHEIRER ©

ERLBRFEETIREAR

MRECHIREEEEAERUANREE > FRAEITIRIFEFIENAEREREZRITREEHNREFEFRRS -
MREAARBEPBEIRVEGIVER > IAEFEMMEEREEELERAR - EERBEGZES LERENE#E
[ > SEfERLLT cosign THA » FEfR L 3 THEEMFIAEGNZRRAIE | RiFFEEG LERTHAAREE

> BIRAIELA B

cosign copy example.com/src:vl example.com/dest:vl

#Example

cosign copy <DII container registry>/netapp-monitoring:<image version>
<private repository>/netapp-monitoring:<image version>

[EIRE 2 BB TRURR
IR CERIERFAARINFEE TR » W EEFAREB CRABEIERARAEVRIFEREREEE > AR UERARE
R REBFEREISCATNITARRE - #H—TERIRNBRESEVES - A%REE MR o

FEFHR

HEEIRA Operator /G 1EE AgentConfiguration (URITHIEHE =R AR ETERE netapp-monitoring > F5E10%
BENmHER) -

kubectl -n netapp-monitoring get agentconfiguration netapp-ci-monitoring-
configuration
WMRTFHE AgentConfiguration :

© ZACERFH Operator B IRA M Operator ©
° BREHIENEMN B SR RENRICFERBIHEFE

N8 AgentConfiguration RIETE :

* 5C T Data Infrastructure Insightsz¥BIHEERLTE (MNMREN R EERETERE netapp-monitoring » ;A&
AEENGRER) -

kubectl -n netapp-monitoring get agent -o
jsonpath='{.items[0].spec.cluster-name}'

* ¥BIIRA oOperator BIEN (MREMHBZTMAETERM netapp-
monitoring? ARRATEENmAZER)



kubectl -n netapp-monitoring get agent -o yaml > agent backup.yaml
* <<to-remove-the-kubernetes-monitoring-operator, fERZE>>IHERNEER
* <<installing-the-kubernetes-monitoring-operator, TS SRR IES o

° ERERNEELE

o NEERFTRY Operator YAML 1&Z1& > 728 ZE Z A0 agent_backup.yaml IR FIFEMBE:IRABRIEEIT
&MY operator-config.yaml| F1 o

© BARCHIEEMHN A S REGNRIEERBIH#EFE -

{Z1E B E) Kubernetes ESiZi2(ES

E{Z 1k Kubernetes Monitoring Operator :

kubectl -n netapp-monitoring scale deploy monitoring-operator
--replicas=0
E{#) Kubernetes Monitoring Operator :

kubectl -n netapp-monitoring scale deploy monitoring-operator --replicas=1

FRPRR

fi|f% Kubernetes Monitoring Operator

#/£ = » Kubernetes Monitoring Operator ByfEs%anfaZEfEE netapp-monitoring) ° WREERE T H 2RI
M REEETHERES CHERPIZa BT -

BILAER LT 65 @ ENE BT iR AN R B IR IR (F S

kubectl -n <NAMESPACE> delete agent -1 installed-by=nkmo-<NAMESPACE>
kubectl -n <NAMESPACE> delete
clusterrole,clusterrolebinding, crd, svc,deploy, role, rolebinding, secret, sa
-1 installed-by=nkmo-<NAMESPACE>

MREERFESETHA CHNEAMRERT » FMkrxaRZzER :

kubectl delete ns <NAMESPACE>
AR MRF A LREKRIXFIER > AR TRFENHERRAFIEITIRES

RIEFAITATEESS - REBCENRE > Hh—Ea<aft e &0 RIEEIHESR) A8 - ERAUZ2t2
BRSNS o
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kubectl -n <NAMESPACE> delete agent agent-monitoring-netapp

kubectl delete crd agents.monitoring.netapp.com

kubectl -n <NAMESPACE> delete role agent-leader-election-role

kubectl delete clusterrole agent-manager-role agent-proxy-role agent-
metrics-reader <NAMESPACE>-agent-manager-role <NAMESPACE>-agent-proxy-role
<NAMESPACE>-cluster-role-privileged

kubectl delete clusterrolebinding agent-manager-rolebinding agent-proxy-
rolebinding agent-cluster-admin-rolebinding <NAMESPACE>-agent-manager-
rolebinding <NAMESPACE>-agent-proxy-rolebinding <NAMESPACE>-cluster-role-
binding-privileged

kubectl delete <NAMESPACE>-psp-nkmo

kubectl delete ns <NAMESPACE>

NIRRT ZE L TFXAIR !

kubectl delete scc telegraf-hostaccess

B85 Kube-state-metrics
NetApp Kubernetes Monitoring Operator 222 B 2 B9 kube-state-metrics LU 2 BT ELth B 51| 35 £ &€ o

B Kube-State-Metrics FIE 8 » FBRR"AE" o

ECE/BTRFR
BLHHBEAMETRESRE « FRRERN - EABTHMA docker #1FEDER OpenShift KIEH ©

BCEEIA

R IEABYER RE AT LATE_AgentConfiguration_ BETERPECE © A LITEEIZ 1R I1FE ZAIIEBRE operator-
config.yaml FEERIAFBUILER © X EZEMRHEHRERA - EFTIR 7 HRE MRS RIMARAHIIRIE
E o

T AIUERE R FERERAU T THRBUILER

kubectl -n netapp-monitoring edit AgentConfiguration
EEREREENIZEERTEEZE AgentConfiguration’ AHIT FISmT .

kubectl get crd agentconfigurations.monitoring.netapp.com
MREED MEAARSIHEER CRE) 1 AR > AR BAELARCHNIREEA RFER

AgentConfiguration ©
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* BITRERBRE (FEA curl”) HBREERE » UEBHTRERER BRNARFEZEEITNData
Infrastructure Insightsi&iE
* B#Z Kubernetes &£ B {THData Infrastructure InsightsIRiZ i@ FAEAIREE
MNEBTH EH P —ESAEERER IR » A7 L% Kubernetes 12{EEfRES » TN BLBRRIEHNRIERENEES R

e pYData Infrastructure InsightsIRIE#TT RIFRVE o INREH IR B ] AR IEFH EZ 8 Operator BI17
AR23/VM 7FEYData Infrastructure Insights > BREEIEHIIER] SEAC B IEFE ©

AR %4 Kubernetes Operating Monitor B9fCER » TEZ4E Operator Z Al » 555% 1€ http_proxy/https_proxy
IRIBEH - HRNFELERIBIRIE > EAISEEFERE no_proxy environment B2 o

EERTHE » ;AEREE Kubernetes Monitoring Operator* Z Bi*fE &4t E#ITFFISER ¢

1. ABRIERERTE https_proxy F/5X, htto_proxy IBIEEE)
a. MNBEERENREBEREXNZEE MRS (ERELB/EHE) » FATUTHS !

export https proxy=<proxy server>:<proxy port>

.. MREERENAERBERASMRSE (ERERE/ B > FHTUTHS !

export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po
rt>

¥R Kubernetes # £ BiData Infrastructure InsightsIBIR@ARIKIE » :E1E BRI A ELRA% Rit
Kubernetes BE1F1R(ES o

7£EBE Kubernetes Monitoring Operator Z A » :5555% % operator-config.yaml A AgentConfiguration BI{{IEFE
&S o
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agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>
password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled

EFA BB Docker EE

FERIE N T » Kubernetes Monitoring Operator #§#£Data Infrastructure Insightsf# 77 EEIRENVA 23 & - R
B Kubernetes RE1EARBIEET » BZEEREAENBETHFAA Docker #FEN A 23t R PIEEA 23R
% > BINZBRLBEH Kubernetes BT iR EEFR R A SR HITZEVE o

#ENetApp Monitoring Operator Z2£[E|1RiE1T llmage Pull Snippet) ° ItEar < #$E AData Infrastructure

Insights&TZE » AIRIEEIRENFAA & MHRIE » W B HData Infrastructure Insights&TEE o HIRIRTE » @A
gf#ﬁ’ﬂﬁ%ﬁﬁ?ﬁ%ﬁ%zﬁﬁ% o LS TEIRMEEFERNAAERG » BIEEANE - AR T XU T BELE &GN

¥ty Operator IHEEF] Kubernetes B5#%

* netapp-E5i%

* ci-kube-rbac-fXIE
* ci-ksm

* AAEER

* distroless-root FAF

=4S
« ci-fluent-bit

* ci-kubernetes-E{4E 1 2§
HBE& S BEFNH[E]
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* ci-net-EiERE

RIBEHNATBEREHR(ES docker BREHEXEITAYFAN/ZASH/ (R 2 docker fETZEE - R BEERESLEEGHNE
BIZEA B ##REEData Infrastructure InsightsfF7FEHRH—2 o

4RmE8 operator-deployment.yaml| 518 monitoring-operator 2858 » WASKFRA MRS | AU EREZRIFAA Docker
fE7ZE ©

image: <docker repo of the enterprise/corp docker repo>/ci-kube-rbac-
proxy:<ci-kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

#R%E operator-config.yaml 1Y AgentConfiguration LA BREAY docker repo i & o ARAYFA A HIFEZEIL—E
¥1HY imagePullSecret » BRAEZH4IE R » 5528 hitps:/kubernetes.io/docs/tasks/configure-pod-container/
pull-image-private-registry/

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation link here:
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

OpenShift :RFH
WRITTE OpenShift 4.6 SESIRA_E#IT » BIAEMRES operator-config.yaml HHJ AgentConfiguration LAER A

runPrivileged %€ :

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes
runPrivileged: true

Openshift RAIREZ BHfEEINIZ 247! > EMELEHFELE Kubernetes ToFBIFFER ©

BEVENTE

netapp-ci-telegraf-ds ~ netapp-ci-fluent-bit-ds ¥ netapp-ci-net-observer-14-ds DaemonSet 4 JB1E#& E R EE
iR EZHE—E pod - UEEREFBEIR EHNER « i EFEEREAR T —LERMEARNN*SEE « MR
EiRs LACE TR BET5R » WMFELE Pod TEEEERRL LIETT » B URELSREL *ARE
7£_AgentConfiguration_/"  IREERK B SHEREZETWFAERR » QIS BERIREEIE LN
ENETE > U sTRENITIRIES pod °
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https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/
https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html

TEEBRA Kubernetes IEZE B S BTE" o

3R[E]" NetApp Kubernetes E5iZi@FE L& BE"

BRI RIS B

EEMIB% Kubernetes Monitoring Operator 55 = £ S EE IR » SAEREE 2 51 operator-setup.yaml 18
ZHpE T ER

ClusterRole/netapp-ci<namespace>-agent—-secret
ClusterRoleBinding/netapp-ci<namespace>-agent-secret

MREBEZFR > HFEEREFMERER

kubectl delete ClusterRole/netapp-ci-<namespace>-agent-secret-clusterrole
kubectl delete ClusterRoleBinding/netapp-ci-<namespace>-agent-secret-

clusterrolebinding

WMREA T E#E D > 5518 AgentConfiguration 5% operator-config.yaml WABGHsHRE B EIRE 5 » WIEEE
BIRED TS kindsTolgnoreFromWatch: "secrets™ o i X BT EES | SEFN &5 |SEMTZEM(LE ©

change-management:

# # A comma separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

# # Each kind will have to be prefixed by its apigroup

# # Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

kindsToIgnoreFromWatch: '"secrets"'

E%:% Kubernetes 51X Operator $R1&5 %

R{EE MG K HEE R FrAERAM G I9HNetAppEEE I ITERERIfEA cosign TEFEEEEMG » TR
T Kubernetes /& AIEHIZS o AR T HRE Z5E1F » 552 B "Kubernetes SX1E" ©

AREEREEGNARAE EERES) ZRBASFHRE > R A8 | RIREEHRE LERERNARE
B> REHEEQE T

LEFPRETERER > FRT DR

1. EREITERIIE R &
2. PR RERR R B A RTEERS
3. FEEIREEAE (F6IF% di-image-signing.pub)
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https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures
https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures

4. 5/ cosign EREEMER o FHZRRLLT cosign FAEEHA)

$ cosign verify --key dii-image-signing.pub --insecure-ignore-sct
-—-insecure-ignore-tlog <repository>/<image>:<tag>
Verification for <repository>/<image>:<tag> --
The following checks were performed on each of these signatures:
- The cosign claims were validated
- The signatures were verified against the specified public key
[{"critical":{"identity":{"docker-
reference":"<repository>/<image>"}, "image": {"docker-manifest-
digest":"sha256:<hash>"},"type":"cosign container image
signature"}, "optional":null}]

BPEEER

WMRITTERTE Kubernetes Monitoring Operator FFBZIRIRE » FHE U TIRME :

e ST

HIRB BTN Kubernetes IFAEMIBRENRIGHT AKRBIRHSIREH Telegraf IR » REFHLLE
25 7 MIRVBEAL/ERE o A Kubernetes FFA AR RFTH Telegraf LIERER o WA EfEF Telegraf 2.0 5
& B FRHEFEARSSNEHEBREDN - EEhkAs 0 X BIER Kubernetes &7z 4AMData

Infrastructure Insights EENESHE o
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AR

BREBFPEIELLTASHEAE D E0901 15 : 21
. 39.962145 1 reflector.go . 178] k8s.io/kube-state-
metrics/internal/store/builder.go : 352 : #& %%l
Hi*v1.MutatingWebs/internal/store/builder.go : 352 :
#£5 H*v1 . MutatingWebhookConfigurationWeb 1
reflector.go . 178] k8s.io/kube-state-
metrics/internal/store/builder.go : 352 : £l
tHi*v1.Lease : fAREHXAEIERNEIR (B

#8leases.coordination.k8s.io) %5

HEF Telegraf B HFELULTARARIERALE > B
Telegraf FEERIENETT : 10 B 11 H 14:23:41 ip-
172-31-39-47 systemd[1]: EEEN AR FIEIZREE
InfluxDB BYfE4EEEIRIEIARESLIE - 108118
14:23:41 ip-172-31-39-47 telegraf[1827]: time="2021-
10-11T14:23:41Z" level=error msg="#&; A3 11 1REXE
## o /etc/telegraf/.cache/snowflake > $832 : mkdir
letcltelegraf/.ca che : H#EPR#EIEAR o ignored\n”
func="gosnowflake.(*defaultLogger).Errorf’
file="log.go:120” 108118 14:23:41 ip-172-31-39-47
telegraf[1827]: time="2021-1001010/Zk& - BHEX
/etc/telegraf/.cache/snowflake/ocsp_response_cache.j
son : RAERAIEREEER\n Tfunc =]

gosnowflake °  (*defaultLogger) .Errorf“file ="log.go
- 120108 11H14:23:41 ip-172-31-39-47 telegraf
[1827] : 2021-10-11T14 : 23 : 41Z | | E{&} Telegraf
1.19.3

7 Kubernetes _E > XY Telegraf pod @RI T i8R
. “BRIE mountstats ERFHEE | BIAREL mountstats
=222  /hostfs/proc/1/mountstats » $852 : BIEL

/hostfs/proc/1/mountstats : #EPR#EIELR”

BT :

WMRITHIT kube-state-metrics frZs 2.0.0 HE Sk Zs
B Kubernetes RiRZ<{E#? 1.20 > AnTsE & HIRELEA
B o BYF Kubernetes R : kubectl version BX{
kube-state-metrics hRZs : kubectl get deploy/kube-
state-metrics -0 jsonpath="{..image}' &7 B LEiELE:
B FREFLUENRE kube-state-metrics ZFELUZH
TEIFHAY

. pandmations_webating_webating_webPotations
_volumeattachments resources B EEE#MIER > fthffIa]
MUERUT CLIZ#

. resources=certificatesigningrequests ~ configmaps
~ cronjobs ~ daemonsets ~ deployments ~ endpoints
~ horizontalpodautoscalers ~ ingresses ~ jobs

~ limitranges ~ n amespaces ~ networkpolicies

~ nodes ~ persistentvolumeclaims ~ persistentvolume
s ~ poddisruptionbudgets ~ pods ~ replicasets ~ replica
tioncontrollers ~ resourcequotas °
secrets,services,statefulsets,storageclassesTE:Z B
BE8A ¢ lcertificatesigningrequests + configmaps

~ cronjobs ~ daemonsets  deployments - endpoints

~ horizontalpodautoscalers ~ ingresses ~ jobs

* leases ~ limitranges * mutatingwebhookconfiguratio
ns * namespaces * networkpolicies ~ nodes

~ persistentvolumeclaims ~ persistentvolumes * poddi
sruptionbudgets * pods * replicasets ~ replicationcontr
ollers ~ resourcequotas * secrets * services * statefuls
ets ~ storageclasses - validatingwebhookconfiguration
s ~ volumeattachments ]

ER—EEMMEE - 2F"5/% GitHub XE"THRES
#F15 o RE Telegraf IERETT » ARMAIUBRKREL

HEERANE o

WNERERFR ARG TT SELinux » BIRBEEPELE Telegraf
pod 7£BX Kubernetes &i%s_ERY /proc/1/mountstats 18
£ o EERRILIRS > FReEIEE XA E LA
runPrivileged R7E - BRAEZHMER > F2H
OpenShift 1B °
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AR

7 Kubernetes _E > FXRY Telegraf ReplicaSet pod &3k
£ LLUTF$EE2 | [inputs.prometheus] JMIFERFEER :
A EiBES /etc/kubernetes/pki/etcd/server.crt

. letc/kubernetes/pki/etcd/server.key:FARX
letc/k11/kubernetes/pki/etcd/server.key:FART
letc/k1/1/p1/F11572 B % :

?ﬂz*ﬁ‘ 8 PSP/PSAIRIE o E R EFMEITIREENS

BREEHSBRFERBR T HE » WARIETEER
PSP/PSA

grep -i psp (FEZBTRKRIXEFMERAR)

MREHE B:THFABR docker #4717 » I HiHKEE
Kubernetes Monitoring Operator LUERE:#RIE > BIA]
EQEEUL‘“‘F‘“ FIREEZREAR B51/FAA repo BIAC

TR B A E M5 TURCER A T an @ BB - M EkAR Al
BB o

kubectl -n netapp-monitoring get
all

kubectl -n netapp-monitoring
describe all

kubectl
<monitoring-operator-pod> --all

-n netapp-monitoring logs

—-containers=true

kubectl -n netapp-monitoring logs
<telegraf-pod> --all
—-containers=true

18

BT :

Telegraf ReplicaSet pod S7E7EI5E 2 FHEIZATL etcd

D HEE MIEREE EIEE o YR ReplicaSet pod RA T HH—1E

ERE EENTT ,_\H?rﬁllfi SELEERER o B ITRY
master/etcd EiEE R A SR o MREEULL > 557E
Telegraf ReplicaSet * telegraf-rs RIMMHRBHBTBE ©
4N > 47%8 ReplicaSet...kubectl edit rs telegraf-rs...if
FHEENBBEMARE o A% » EMEE
ReplicaSet pod °

UNRITAY Kubernetes B EEIFT#{T
(PSP) 2 Pod ZZ21FEX (PSA) > B BFHARE

Pod Z&1%/RA
ERATHY

Kubernetes B#E121FS o sSAIRIRUT T BARERIE
PSP/PSARIBRIZESE | 1. %5 E—EEERES

. kubectl delete agent agent-monitoring-netapp -n
netapp-monitoring kubectl delete ns netapp-
monitoring kubectl delete crd
agents.monitoring.netapp.com kubectl delete
clusterrole agent-manager-roeteing.netapp °
clusterrolebinding agent-manager-rolebinding agent-
proxy-rolebinding agent-cluster-admin-rolebinding 2.

LR EEIERFE R RAARE ©

1. FERAUTHRLHRENRIEZ | kubectl -n <name-
space> edit agent 2 © #&“security-policy-enabled”1Z3
Afalse” o EREEH Pod Z2MRAIF Pod %‘E%)’E]\
I RFFRIEEERE © AL T EnTHESD | kubect! get
psp (FEEZEET Pod ZEMRESEMIBR) kubectl get all
-n <namespace>

i 37“ImagePullBackoff 532

HBVEIEIRFERB IR T HE - BRI EZEDRK
FRRZ R -

Operator &% ZEBHHY net-observer (T{EEE[E
) pod Bl CrashLoopBackOff ARAE



AR

5ELE pod HEMNERPTEAIMN TEFRSE SIS
83 o EFLUTRIE ¢ « B HAP—E pod B EELARESD
RIBZORRE o BI80 © ---- {“ci-tenant-id” : “your-
tenant-id” » “collector-cluster” © “your-k8s-cluster-
name” > “environment” . “prod” > “level” . “error”

> “msg” 1 “ERFERR o [RA : BORRZS 3.10.0 1R
B0 RRZS 4.18.0","time":"2022-11-09T08:23:082"}
---- * Net-observer pods E3K Linux #ZIOHREZE VA
4.18.0 o FA® < “‘uname -r'{EEANIZARA » WHERE
3> =4.18.0

B EKSSEEMR FMRHERE © & T EHIEZANH
BERE  BIER G AREREGE (NTP) iR E4H
HEFRIHE (SNTP) RF R IEH S ERYBSRE o

Net-observer@—{EDaemonSet > {Tk8sEENE
{ENodeF#IT—1Epod © « FEERINFEIEIREER pod
» TIREERTEE CPU H:CIERE REE  BRED
i BEBERNEIEREF CPU °

BRETTEMEEE R telegraf-rs pod 7£ ksm pod
&2 BIERENRF A 2 B RIS - —BFRAE pod #BE
1THEZR » BEEMEMEELE ©

EREE/REY Kubernetes Kxdx (Bl kubectl version
) ° WIRZ v1.20.x BRI » 2 —{ETEEARIIR
%1 o {5 Kubernetes Monitoring Operator 3FZHY
kube-state-metrics fRZs{£37#& v1.CronJob ° 7£
Kubernetes 1.20.x B2A FhRZ<H > CronJob BRI
vi1beta.CronJob ° [t » kube-state-metrics ;%% Z
CronJob &R °

#RE8_AgentConfiguration_FtelegrafZfisy » i
#%_dockerMetricCollectionEnabled_:&%E Zfalse o 88T
RELZHE > F2RESHN ILEEE" - . R
DB - %47%% © docker EBEHEL @ -
DaemonSet XY : - &

: DOCKER_UNIX_SOCK_PLACEHOLDER &

. unix:///run/docker.sock

#RE8_AgentConfiguration_FStelegrafZfsy » I
# outputTimeout IZANZEI10F) c AT HREZEFIE > 3B
BRIEESEMN ILEEE" o

FERCEIRIR ER" LRSS ©

aa—TF -
Pod 7£ Operator ap%4 22/ (FEER{E . netapp-

monitoring) H3ET > B Ul hREETRITEEHERE
A Kubernetes 351ZRY S5

Operator anfa ZEEIHFHIER 7> net-observer pod B
Pending ARA&

Z 4 Kubernetes Monitoring Operator & > F17B07E H
SEHREILUTAZR | [inputs.prometheus] fiEEEEER © [
http://kube-state-
metrics.<namespace>.svc.cluster.local:8080/metrics
2 HTTP s5KEFH$E © EHX\http://kube-state-
metrics.<namespace>.svc.cluster.local:8080/metrics

- #5% tep © 23X kube-state-
metrics.<namespace>.svc.cluster.local : ;BB S

ES5

BRERAEEIHEHBRMNEBEEREEMN Kubernetes
CronJobs WEERIFERE ©

ZitiB{EE % > telegraf-ds pod #EA
CrashLoopBackOff > pod BiEEET lsu:
Authentication failed] °

HTE Telegraf BEEHPEFFELUA TR BN EETER
B [ E! [agent] B ABILFFEE LR o http © 22

5 Nhttps://<tenant_url>/rest/v1/lake/ingest/influxdb
DBH T EIERE (SRR

Client.Timeout)

R DFELEEHHEERY_involvedobject B} o

A EREIMEEIEIRIES pod ETET > —E%
7 netapp-ci-monitoring-operator-<pod> > B—{E% %
monitoring-operator-<pod> ?
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AR

H 2023 &£ 10 A 12 B3t » Data Infrastructure
Insights B ZE#8 T Operator » LU{EE §F3t fRFEF I8V
B ATRE2RAELEENR » BN AEMRERIRIEEN
ZHEEHEY o

MREMHE LI pod HI%TE

“kubectl -n netapp-monitoring get
pods

awk {print $1}'

&% Kubernetes Monitoring Operator Z8&H pod H
RERAFEMAAE °

R DR ER D B EXUE R netapp-ci-kube-state-metrics
pod BEARIEN S EFRLAE o IR1E StatefulSet R{ET >
B8 E2 A FER R netapp-ci-kube-state-metrics
pod °

#1177 Kubernetes Operator 74k ° netapp-ci-kube-
state-metrics pod #AENE) > il ErrlmagePull (7%
RIEREAR) ©

EREDT > FAY Kubernetes BEFERERE IHG
[Fi#BiB maxEventAgeSeconds M#EE] & o

20

BT :

89 kubernetes EHEIMELE[AData Infrastructure
Insights[al#R o

grep event-exporter

sed 's/event-exporter./event-exporter/”

© FEZZ = “‘netapp-ci-event-exporter’gi“event-
exporter” o & N ERAREFEZIECIE kubectl -n
netapp-monitoring edit agent ) MERTE
LOG_FILE BB R IR F—ES B FINEENE G
B 132 pod & F8 - EAMER - LOG_FILE FEZRE
#“Ivar/log/containers/netapp-ci-event-exporter.log”

g} “/var/log/containers/event-exporter*.log”

fluent-bit:

- name: event-exporter-Ci

substitutions:

- key: LOG_FILE

values:

- /var/log/containers/netapp-ci-event-exporter*.log

HE > AR TR B T RIBA o

2% Kubernetes Monitoring Operator"fit. & 15" "R
EEHAN CPU FI/ERECIERERE o

StatefulSet i "IRFZHY"ARRE o (E1EFRBECERIRER »
%58 netapp-ci-kube-state-metrics pod °

ERFHEE pod °

{EEX Operator agentconfiguration > #& event-exporter-
maxEventAgeSeconds (BMEHNZEI 60s) - event-
exporter-kubeQPS (BNE/NZEI 100) 1 event-
exporter-kubeBurst (EMENNZEI 500) &N - ARAEL
REEEENESHMER 2R IEEER -
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Telegraf E ] HECIREE A EMEBE L ESHAE ©

HETIHKE Telegraf EELUATARABTHNEENAE - W!

[inputs.diskio] #EUNEE Tvdel HVMERRSATE @ 58
/dev/vde FFEE 4 HEER | IR A LIS B iR

FH fluent-bit pod HIRLA TEEER © [2024/10/16
14:16:23] [#55R] [/src/fluent-

bit/plugins/in_tail/tail_fs_inotify.c:360 errno=24] FAEXAY
EZE K% [2024/10/1tail. [2024/10/16 14:16:23] [$E:%] [

51%] wAMIRIERM

sE—T

EIENINKEFERAM/EREF Telegraf AIHECIEAS
BIPRE] o AN REEILAMRE > 5HESK NKMO KIEFZR
BCE I unprotected 5274 true © iEita Telegraf R
BERREHTENCIERER - #HAEAEEHRESE
Rk > RARRENE R e WA EINR - BERET
EREFREHEECIERNIRIEPHIT - B
unprotected FLEEIEMELFMER » ;A2RILEE
IE'H o

HHL Kubernetes SSIEIREE RN » BELEEAEER
MR > IR R RS o HE > 4REE
AgentConfiguration HHY telegraf #3453 » A
runDsPrivileged 5% true © YR T MRE L5415 » 552
"R EEECEEEIE" o

EREREETH fsnotify 527E -

sudo sysctl
fs.inotify.max user instances
(take note of setting)

sudo sysctl
fs.inotify.max user instances=<som
ething larger than current
setting>

sudo sysctl
fs.inotify.max user watches (take
note of setting)

sudo sysctl
fs.inotify.max user watches=<somet
hing larger than current setting>

EHENE Fluent-bit o

AR AT EREER T ESHMERRERNARY
IREBEIE /etc/sysctl.conf FIFTIE I T 41T

fs.inotify.max user instances=<so
mething larger than current
setting>

fs.inotify.max user watches=<some
thing larger than current setting>
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Eij== ASaE—T -

telegraf DS pods #R&E kubernetes BIAYMIFEINIE U0 kubelet B ZEE » /IS EREER1EE
RARVEEER > RNESAESSE TLS /BEME A% H HTTP 2 Subject Alternative Name_ BEHRES

K o fI40 : E ! [inputs.kubernetes] SMHFZEEZR ©  <kubelet IP> > BIEREEREIEN o & T HREEME
B YR HTTP SR S8R "<a » FRERTLEN ERE" > Wi
href="https://&lt;kubelet_IP&gt;:10250/stats/summary": telegraf:insecureK8sSkipVerify 5%%s true i3 E

" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/ telegraf #iAIGFLUBAERE - 5E > EHEERIURTE
summary":</a>12%|"<a kubelet"(@R2S TLSBootstrap" > S EEEK

A=

href="https://&lt;kubelet_IP&gt;:10250/stats/summary": B [certificates.k8s.io] API BY/&:EzAK ©
" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/

summary":</a>tls : HE;XEREEE | x509 © AR

&lt;kubelet_IP&gt; BIEE » RAEAEZE IP SAN

B AN B BE R M SR o

Kubernetes E531% Operator % & 518

$&"Kubernetes B51%2{E £"%18 AgentConfiguration FEZIRHE SR BEETEIE BRI LR
TEEREH « IWERR « RIERTE - EURBEERTTHIERE » UERE(E Kubernetes
IRIBRVESEE o (ERELEEIER] L BT telegraf ~ kube-state-metrics ~ HEEUE « TIEEH
BREY ~ EEEIEMEMESIETH o

HHIEL TrE
THEZ—E#SI AgentConfiguration X{4& » Eh &S EEIEAERAA o

apiVersion: monitoring.netapp.com/vlalphal
kind: AgentConfiguration
metadata:
name: netapp-ci-monitoring-configuration
namespace: "netapp-monitoring"
labels:
installed-by: nkmo-netapp-monitoring

spec:
#4
## One can modify the following settings to configure and customize the
operator.
## Optional settings are commented out with their default values for
reference.
## To update them, uncomment the line, change the value, and apply the
updated AgentConfiguration.
#4
agent:
#4
## [REQUIRED FIELD]
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## A uniquely identifiable user-friendly cluster name
## The cluster name must be unique across all clusters in your Data
Infrastructure Insights (DII) environment.

##

clusterName: "my cluster"

#4

## Proxy settings

## If applicable, specify the proxy through which the operator should
communicate with DIT.

## Refer to additional documentation here:

## https://docs.netapp.com/us-
en/cloudinsights/task config telegraf agent k8s.html#configuring-proxy-

support
##
# proxy:
# server:
# port:
# NOproxy:
# username:
# password:
# isTelegrafProxyEnabled:
# isFluentbitProxyEnabled:
# isCollectorsProxyEnabled:

#4

## [REQUIRED FIELD]

## Repository from which the operator pulls the required images

## By default, the operator pulls from the DII repository. To use a
private repository, set this field to the

## applicable repository name. Refer to additional documentation here:

## https://docs.netapp.com/us-
en/cloudinsights/task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

#4

dockerRepo: 'docker.cOl.cloudinsights.netapp.com'

#4

## [REQUIRED FIELD]

## Name of the imagePullSecret required for dockerRepo

## When using a private repository, set this field to the applicable
secret name.

##

dockerImagePullSecret: 'netapp-ci-docker'

#4
## Automatic expiring API key rotation settings
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## Allow the operator to automatically rotate its expiring API key,
generating a new API key and

## using it to replace the expiring one. The expiring API key itself
must support auto rotation.

#4

# tokenRotationEnabled: 'true'

##

## Threshold (number of days before expiration) at which the operator
should trigger rotation.

## The threshold must be less than the total duration of the API key.

#4

# tokenRotationThresholdDays: '30'

push-button-upgrades:
##
## Allow the operator to be upgraded using the Data Infrastructure
Insights (DII) UI
##

# enabled: 'true'

##
## Frequency at which the operator polls and checks for upgrade
requests from DIT

##
# polltimeSeconds: '60'

##
## Allow operator upgrade to proceed even if new images are not

present
##

# ignoreImageNotPresent: 'false'

#4

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

#4

# ignoreImageSignatureFailure: 'false'

##

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

##

# ignoreYAMLSignatureFailure: 'false'
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#4

## Use dockerImagePullSecret to access the image repository and verify
the existence of the new images

#4

# imageValidationUseSecret: 'true'

#4

## Time allowed for the old operator pod to shutdown before reporting
an upgrade failure to DII

#4

# upgradesShutdownTime: '240'

#4

## Time allowed for the new operator pod to startup before reporting
an upgrade failure to DII

#4

# upgradesStartupTime: '600"'

telegraf:
##
## Frequency at which telegraf collects data
## The frequency should not exceed 60s.
#4

# collectionInterval: '60s'

##

## Maximum number of metrics per batch

## Telegraf sends metrics to outputs in batches. This controls the
size of those writes.

##

# batchSize: '10000'

#4

## Maximum number of unwritten metrics per output

## Telegraf caches metrics until they are successfully written by the
output. This controls how many metrics

## can be cached. Once the buffer is filled, the oldest metrics will
get dropped.

#4

# bufferLimit: '150000"

##

## Rounds collection interval to collectionInterval

## If collectionInterval is 60s, collection will occur on-the-minute
##

# roundInterval: 'true'
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#4

## Jitter between plugins on collection

## Each input plugin sleeps a random amount of time within Jjitter
before collecting. This can be used to prevent

## multiple input plugins from querying the same resources at the same
time. The maximum collection interval would

## be collectionInterval + collectionJitter.

#4

# collectionJditter: '0Os'

#4#

## Precision to which collected metrics are rounded

## When set to "0s", precision will be set by the units specified by
collectionInterval.

#4#

# precision: '0Os'

#4

## Frequency at which telegraf flushes and writes data
## Frequency should not exceed collectionInterval.

#4

# flushInterval: '60s'

##

## Jitter between plugins on writes

## Each output plugin sleeps a random amount of time within jitter
before flushing. This can be used to prevent

## multiple output plugins from writing the same resources at the same
time, and causing large spikes. The maximum

## flush interval would be flushInterval + flushJitter.

##

# flushJitter: '0Os'

#4

## Timeout for HTTP output plugins

## Time allowed for http output plugins to successfully writing before
failing.

#4

# outputTimeout: '5s'

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-ds DaemonSet
#4

# dsCpuLimit: '750m'

# dsMemLimit: '800Mi'

# dsCpuRequest: '100m’
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# dsMemRequest: '500Mi’

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-rs ReplicaSet
#4

# rsCpuLimit: '3

# rsMemLimit: '4Gi'

# rsCpuRequest: '100m'

# rsMemRequest: '500Mi’

#4

## telegraf runs through the processor plugins a second time after the
aggregators plugins, by default. Use this

## option to skip the second run.

#4

# skipProcessorsAfterAggregators: 'false'

#4

## Additional tolerations for netapp-ci-telegraf-ds DaemonSet and
netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet and netapp-ci-
telegraf-ds DaemonSet to view the default tolerations.

## If additional tolerations are needed, specify them here using the
following abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# dsTolerations: ''

# rsTolerations: ''

#4

## Additional node selector terms for netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet to view the default
node selectors terms. If additional node

## selector terms are needed, specify them here using the following

abbreviated single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default

ones via matchExpressions.
#4

# rsNodeSelectorTerms: ''
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#4

## telegraf uses lockable memory to protect secrets in memory. If
telegraf issues warnings about insufficient

## lockable memory, try increasing the limit of lockable memory on the
applicable nodes. If increasing this limit

## 1s not an option for the given environment, set unprotected to true
so telegraf does not attempt to use

## lockable memory.

#4

# unprotected: 'false'

##

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf-mountstats-
poller container in privileged mode

## The telegraf-mountstats-poller container needs read-only access to
system files such as those in /proc/ (i.e. to

## monitor NFS IO metrics, etc.). Some environments impose restricts
that prevent the container from reading these

## system files. Unless those restrictions are lifted, users may need
to run this container in privileged mode.

##

# runPrivileged: 'false'

#4

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf container in
privileged mode

## The telegraf container needs read-only access to system files such
as those in /dev/ (i.e. for the telegraf

## diskio input plugin to retrieve disk metrics). Some environments
impose restricts that prevent the container from

## accessing these system files. Unless those restrictions are lifted,
users may need to run this container in

## privileged mode.

#4

# runDsPrivileged: 'false'

#4

## Allow the netapp-ci-telegraf-ds DaemonSet's telegraf-ds, telegraf-
init, and telegraf-mountstats-poller containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## /proc/l/mountstats, etc.). Allowing escalation privilege should
negate the need to run these containers in

## privileged mode.

#4

# allowDsPrivilegeEscalation: 'true'



#4

## Allow the netapp-ci-telegraf-rs DaemonSet's telegraf-rs and
telegraf-rs-init containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## etcd credentials when applicable, etc.). Allowing escalation
privilege should negate the need to run these

## containers in privileged mode.

i

# allowRsPrivilegeEscalation: 'true'

i

## Enable collection of block IO metrics (kubernetes.pod to storage)
i

# dsBlockIOEnabled: 'true'

##

## Enable collection of NFS IO metrics (kubernetes.pod to storage)
i

# dsNfsIOEnabled: 'true'

#4

## Enable collection of system-specific objects/metrics for managed
k8s clusters

## This consists of k8s objects within the kube-system and cattle-
system namespaces for managed k8s clusters

## (i.e. EKS, AKS, GKE, managed Rancher, etc.).

#4

# managedK8sSystemMetricCollectionEnabled: 'false'

##

## Enable collection of pod ephemeral storage metrics
(kubernetes.pod volume)

##

# podVolumeMetricCollectionEnabled: 'false'

##

## Declare Rancher cluster is managed

## Rancher can be deployed in managed or on-premise environments. The
operator contains logic to try to determine

## which type of environment Rancher is running in (i.e. to factor
into managedK8sSystemMetricCollectionEnabled) .

## If the operator logic misidentifies whether Rancher is running in a
managed environment or not, use this option

## to declare Rancher is managed.



##

# isManagedRancher: 'false'

#4

## Locations for the etcd certificate and key files

## The operator looks at well-known locations for the etcd certificate
and key files. If this cannot find these

## files, the applicable telegraf input plugin will fail. Use this
option to specify the complete filepath to these

## files on the nodes.

## Note that the well-known locations for these files are typically
root-protected. This is one of the reasons why

## the netapp-ci-telegraf-rs ReplicaSet's telegraf-rs-init container
needs to run with escalation privileges.

#4

# rsHostEtcdCrt: ''

# rsHostEtcdKey: ''

#4

## Allow operator/telegraf communications with k8s without TLS
verification

## In some environments, TLS verification will not succeed (i.e.
certificates lack IP SANs). To skip the

## verification, use this option.

#4

# insecureK8sSkipVerify: 'false'

kube-state-metrics:
#4
## CPU/Mem limits and requests for netapp-ci-kube-state-metrics
StatefulsSet
##
# cpulLimit: '500m’'
# memLimit: '1Gi'
# cpuRequest: '100m'
# memRequest: '500Mi'

#4

## Comma-separated list of k8s resources for which to collect metrics
## Refer to the kube-state-metrics —--resources CLI option

#4

# resources:
'cronjobs, daemonsets,deployments, horizontalpodautoscalers, ingresses, jobs, n
amespaces, nodes, persistentvolumeclaims, persistentvolumes, pods, replicasets,
resourcequotas, services, statefulsets'
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##

## Comma-separated list of k8s metrics to collect

## Refer to the kube-state-metrics --metric-allowlist CLI option

##

# metrics:
'kube cronjob created, kube cronjob status active, kube cronjob labels, kube
daemonset created, kube daemonset status current number scheduled, kube daem
onset status desired number scheduled, kube daemonset status number availab
le, kube daemonset status number misscheduled, kube daemonset status number
ready, kube daemonset status number unavailable, kube daemonset status obser
ved generation, kube daemonset status updated number scheduled, kube daemons
et metadata generation, kube daemonset labels, kube deployment status replic
as, kube deployment status replicas available, kube deployment status replic
as_unavailable, kube deployment status replicas updated, kube deployment sta
tus observed generation, kube deployment spec replicas, kube deployment spec
_paused, kube deployment spec strategy rollingupdate max unavailable, kube d
eployment spec strategy rollingupdate max surge, kube deployment metadata g
eneration, kube deployment labels, kube deployment created, kube job created,
kube job owner, kube job status active,kube job status succeeded, kube job s
tatus failed, kube job labels, kube job status start time, kube job status co
mpletion time, kube namespace created, kube namespace labels, kube namespace
status phase, kube node info, kube node labels, kube node role, kube node spec
_unschedulable, kube node created, kube persistentvolume capacity bytes, kube
_persistentvolume status phase, kube persistentvolume labels, kube persisten
tvolume info, kube persistentvolume claim ref, kube persistentvolumeclaim ac
cess _mode, kube persistentvolumeclaim info, kube persistentvolumeclaim label
s, kube persistentvolumeclaim resource requests storage bytes, kube persiste
ntvolumeclaim status phase, kube pod info, kube pod start time, kube pod comp
letion time, kube pod owner, kube pod labels, kube pod status phase, kube pod
status ready, kube pod status scheduled, kube pod container info, kube pod co
ntainer status waiting, kube pod container status waiting reason, kube pod c
ontainer status running, kube pod container state started, kube pod containe
r status terminated, kube pod container status terminated reason, kube pod c
ontainer status last terminated reason, kube pod container status ready, kub
e pod container status restarts total, kube pod overhead cpu cores, kube pod
_overhead memory bytes, kube pod created, kube pod deletion timestamp, kube p
od init container info, kube pod init container status waiting, kube pod ini
t container status waiting reason, kube pod init container status running, k
ube pod init container status terminated, kube pod init container status te
rminated reason, kube pod init container status last terminated reason, kube
_pod init container status ready, kube pod init container status restarts t
otal, kube pod status scheduled time, kube pod status unschedulable, kube pod
_spec _volumes persistentvolumeclaims readonly, kube pod container resource
requests cpu cores, kube pod container resource requests memory bytes, kube
pod container resource requests storage bytes, kube pod container resource
requests ephemeral storage bytes, kube pod container resource limits cpu co
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res, kube pod container resource limits memory bytes, kube pod container res
ource limits storage bytes,kube pod container resource limits ephemeral st
orage bytes, kube pod init container resource limits cpu cores, kube pod ini
t container resource limits memory bytes, kube pod init container resource
limits storage bytes,kube pod init container resource limits ephemeral sto
rage bytes, kube pod init container resource requests cpu cores, kube pod in
it container resource requests memory bytes, kube pod init container resour
ce requests storage bytes,kube pod init container resource requests epheme
ral storage bytes,kube replicaset status replicas, kube replicaset status r
eady replicas,kube replicaset status observed generation, kube replicaset s
pec replicas,kube replicaset metadata generation, kube replicaset labels, ku
be replicaset created, kube replicaset owner, kube resourcequota, kube resour
cequota created, kube service info, kube service labels, kube service created
, kube service spec type,kube statefulset status replicas, kube statefulset
status_ replicas current, kube statefulset status replicas ready, kube statef
ulset status replicas updated, kube statefulset status observed generation,
kube statefulset replicas, kube statefulset metadata generation, kube statef
ulset created, kube statefulset labels, kube statefulset status current revi
sion, kube statefulset status update revision, kube node status capacity, kub
e node status allocatable, kube node status condition, kube pod container re

source_ requests, kube pod container resource limits,kube pod init container

_resource limits,kube pod init container resource requests,kube horizontal
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podautoscaler spec max replicas, kube horizontalpodautoscaler spec min repl
icas, kube horizontalpodautoscaler status condition, kube horizontalpodautos
caler status current replicas, kube horizontalpodautoscaler status desired

replicas'

#4

## Comma-separated list of k8s label keys that will be used to
determine which labels to export/collect

## Refer to the kube-state-metrics --metric-labels-allowlist CLI
option

#4

# labels:
'cronjobs=[*],daemonsets=[*],deployments=[*],horizontalpodautoscalers=[*],
ingresses=[*],jobs=[*],namespaces=[*],nodes=[*],persistentvolumeclaims=[*]
,persistentvolumes=[*],pods=[*],replicasets=[*], resourcequotas=[*],service
s=[*],statefulsets=[*]"

##

## Additional tolerations for netapp-ci-kube-state-metrics StatefulSet

## Inspect the netapp-ci-kube-state-metrics StatefulSet to view the
default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4



## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'
#i#

# tolerations: "'

#4

## Additional node selector terms for netapp-ci-kube-state-metrics
StatefulsSet

## Inspect the kube-state-metrics StatefulSet to view the default node
selectors terms. If additional node selector

## terms are needed, specify them here using the following abbreviated

single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.
#4#

# nodeSelectorTerms: "'

#4

## Number of kube-state-metrics shards

## For large clusters, kube-state-metrics may be overwhelmed with
collecting and exporting the amount of metrics

## generated. This can lead to collection timeouts for the netapp-ci-
telegraf-rs pod. If this is observed, use this

## option to increase the number of kube-state-metrics shards to
redistribute the workload.

##

# shards: '2

logs:
##
## Allow the netapp-ci-fluent-bit-ds DaemonSet's fluent-bit container
to run with escalation privilege.
## This is needed to access/read root-protected files (event-exporter
pod log, fluent-bit DB file, etc.).

#4

# fluent-bit-allowPrivilegeEscalation: 'true'

#4

## Read content from the head of the file, not the tail
#4

# readFromHead: "true"
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#4#

## Network protocol for DNS (i.e. UDP, TCP, etc.)
#4#

# dnsMode: "UDP"

##

## DNS resolver (i.e. LEGACY, ASYNC, etc.)
##

# fluentBitDNSResolver: "LEGACY"

#4

## Additional tolerations for netapp-ci-fluent-bit-ds DaemonSet

## Inspect the netapp-ci-fluent-bit-ds DaemonSet to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# fluent-bit-tolerations: ''

#4

## CPU/Mem limits and requests for netapp-ci-fluent-bit-ds DaemonSet
#4

# fluent-bit-cpuLimit: '500m'’

# fluent-bit-memLimit: '1Gi'

# fluent-bit-cpuRequest: '50m'

# fluent-bit-memRequest: '100Mi'

#4

## Top-level host path in which the kubernetes container logs reside,
including any symlinks from var/log/containers

## For example, if /var/log/containers/*.log is a symlink to
/kubernetes/log to

## /kubernetes/var/lib/docker/containers/*/*.log, fluent-bit-
containerLogPath should be set to '/kubernetes'.

#4

# fluent-bit-containerLogPath: '/var/lib/docker/containers'
## fluent-bit DB file path/location

##

## fluent-bit DB file path/location

## By default, fluent-bit is configured to use /var/log/netapp-
monitoring flb kube.db. This path usually requires
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## escalated privileges for read/write. Users who want to avoid
escalation privilege can use this option to specify

## a different DB file path/location. The custom path/location should
allow non-root users to read/write.

## Ideally, the path/location should be persistent.

#4

# fluent-bit-dbFile: '/var/log/netapp-monitoring flb kube.db'

#4

## Additional tolerations for netapp-ci-event-exporter Deployment

## Inspect the netapp-ci-event-exporter Deployment to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# event-exporter-tolerations: ''

##

## CPU/Mem limits and requests for netapp-ci-event-exporter Deployment
#4

# event-exporter-cpulLimit: '500m’'

# event-exporter-memLimit: '1Gi'
# event-exporter-cpuRequest: '50m'
#

event-exporter-memRequest: '100Mi'
#4
## Max age for events to be processed and exported; older events are
discarded
#4
# event-exporter-maxEventAgeSeconds: '10'
#4

## Client-side throttling

## Set event-exporter-kubeBurst to roughly match event rate

## Set event-exporter-kubeQPS to approximately 1/5 of event-exporter-
kubeBurst

#4

# event-exporter-kubeQPS: 20

# event-exporter—-kubeBurst: 100

#4
## Additional node selector terms for netapp-ci-event-exporter
Deployment

35



36

## Inspect the event-exporter Deployment to view the default node
selectors terms. If additional node selector terms

## are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

#4

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

#4

# event-exporter-nodeSelectorTerms: ''

workload-map:

## Run workload-map container with escalation privilege to coordinate
memlocks

#4

## Allow the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container to run with escalation privilege.

## This is needed to coordinate memlocks.

#4

# allowPrivilegeEscalation: 'true'

#4

## CPU/Mem limits and requests for netapp-ci-net-observer-14-ds
DaemonSet

#4

# cpulLimit: '500m'

# memLimit: '500Mi'

# cpuRequest: '100m'

# memRequest: '500Mi'

#4

## Metric aggregation interval (in seconds)

## Set metricAggregationInterval between 30 and 120
##

# metricAggregationInterval: '60'

##

## Interval for bpf polling

## Set bpfPollInterval between 3 and 15
##

# bpfPollInterval: '8'

##

## Enable reverse DNS lookups on observed IPs



#4
# enableDNSLookup: 'true'

#4

## Additional tolerations for netapp-ci-net-observer-14-ds DaemonSet

## Inspect the netapp-ci-net-observer-14-ds DaemonSet to view the
default tolerations. If additional tolerations

## are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

##

# l4-tolerations: "'

#4

## Run the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container in privileged mode

## Some environments impose restricts that prevent the net-observer
container from running.

## Unless those restrictions are lifted, users may need to run this
container in privileged mode.

##

# runPrivileged: 'false'

change-management:
#4
## CPU/Mem limits and requests for netapp-ci-change-observer-watch-rs
ReplicaSet
#4
# cpulimit: '1'
# memLimit: '1Gi'
# cpuRequest: '500m’
# memRequest: '500Mi'

#4
## Interval (in seconds) after which a non-successful deployment of a
workload will be marked as failed

i

# workloadFailureDeclarationIntervalSeconds: '30'

##
## Frequency (in seconds) at which workload deployments are combined
and sent

##
# workloadDeployAggrIntervalSeconds: '300'
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#4

## Frequency (in seconds) at which non-workload deployments are
combined and sent

#4

# nonWorkloadDeployAggrIntervalSeconds: '15'

#4

## Set of regular expressions used in env names and data maps whose
value will be redacted

#4

# termsToRedact: '"pwd", "password", "token", "apikey", "api-key",
"api key", "jwt", "accesskey", "access key", "access-key", "ca-file",
"key-file", "cert", "cafile", "keyfile", "tls", "crt", "salt",

".dockerconfigjson", "auth", "secret"'

#4

## Additional node selector terms for netapp-ci-change-observer-watch-
rs ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default node selectors terms. If additional

## node selector terms are needed, specify them here using the
following abbreviated single line format:

#4#

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

#4#

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.
#4#

# nodeSelectorTerms: ''

##

## Comma-separated list of additional kinds to watch

## Each kind should be prefixed by its API group. This list in
addition to the default set of kinds watched by the

## collector.

##

## Example: '"authorization.k8s.io.subjectaccessreviews"'

##

# additionalKindsToWatch: ''

#4

## Comma-separated list of additional field paths whose diff is
ignored as part of change analytics

## This list in addition to the default set of field paths ignored by
the collector.



#4

## Example: '"metadata.specTime", "data.status"'
#4

# additionalFieldsDiffToIgnore: ''

#4

## Comma-separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

## Each kind should be prefixed by its API group.

##

## Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

##

# kindsToIgnoreFromWatch: ''

##

## Frequency with which log records are sent to DII from the collector
##

# logRecordAggrIntervalSeconds: '20'

#4

## Additional tolerations for netapp-ci-change-observer-watch-rs
ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# watch-tolerations: ''

Kubernetes =& 0B E M
Kubernetes &+ E B EEET Kubernetes S 5ERVEFARBEAN ©



Filter By @

5 2 9 0 o Clustersaturation 10/

Alerting  Pending
g2 -3

Namespaces Nedes Pods i 4 Jun 8. Jun
Order by: Shared Resources Namespaces Worlkloads
Node & Pod Alert Level b
CPU 3% Memory 3% Storage 4%
100%
5 ;CPUE B Usage: 0.42 cores
Saton B Requests: 1.70 cores
30/ 0.4c Limits: 2.50 cores
0 [ anaie i s nia s e a o e R\ Useee Allocatable:  16.00 cores
4, Jun 8. Jun Allocatsble: 16.00 cores Capacity: 16.00 cores

Devices with Highest CPU Usage (2)

Name CPU Usage 4 CPUAllocatable CPU Capacity
(cores) (cores) {cores)

ci-eng-sjimmy-cis-16392-1.cloudinsights-dev.netapp.com 0.33 8.00 .00

ci-eng-sjimmy-cis-16392-2.cloudinsights-dev.netapp.com 0.08 8.00 8.00

MR ~ BELF] Pod Bl
EE R SRR e R 20T ~ EREEF pod BUAREK » LUK B AT NSRS IR popd BE o

HEFRMENE

HAEHEENEG LARCHRERNE (BAA2t) URBERIHREIERESCHNER - REHNERE
fERsfE%s CPU ~ sciRRe R FREMEN&SIE

THTS > EEERENHEEREAER > HhE3 CPU « SEIREM#ERE - SESRBETHENERD
EEMPERF S ERVESS - LURERIMNIEREFIE - HitTFf - BriERRFENERARRNETRAN—E > €
MIRBEILETER o

ERARRENRFERREEISIRETD - BMBERIEGITRREERS

CEEZRSE

R ERIEEREET Kubernetes IRIEFRFRA R Z=MBY%3R » B8 CPU MIsC B R B RUA RS Em 2 =R+
HNIFEHHE - WBLABEERKIFESEDRER -

40



Shared Rezources

Namespaces (5)
Name
netapp-menitoring
kube-system
kube-public
kube-node-lease

default

TIEEE

Namespaces Workloads

CPU Usage (cores) Memory Usage (GiB) Workload Count
0.25 0.38 4
0.01 0.03 3
0.00 0.00 ]
0.00 0.00 ]
0.00 =<0.01 1

|t > TTRraH) SRERSESREETPNIFEHTIE > BXREETR CPU MLIERERE - MBHRE

ISR PR A R SHEELS -

Shared Rezources

Workloads (8)

Mame |

telegraf-rs-fogg

telegraf-ds-k957c

nginx
monitoring-operator-6fcf4755ff-p2csk
metrics-server-Tb4fsb595-f7jof
local-path-provisioner-64d45Tc435-289gx
kube-state-metrics-7995866f8c-t8c49

coredns-5dE9dcT5db-nkwSp

B RT

Mamespaces Worldoads

CPU Usage Memory Usage Mamespace
(cores) (GiB)

0.24 0.24 netapp-monitoring
0.01 0.10 netapp-monitering
0.00 0,01 default

=0.01 0.02 netapp-moenitoring
=0.01 0.01 kube-system

=001 0,01 kube-system

=0.01 0.01 netapp-monitoring
=0.01 0.01 kube-system

41



UNSCHEDULED 1 ALERTINGPODS2 NODES 7

#=5& "Wheel) #7—B 7T 7AMIRMHEREH pod RN > ERILAATHRESEN - MIRENZEESHIE
RSN EEIEES A URTHHE » G5 A ArYRRES R T

;%%&‘ pod ENRERTRARALE o “ERBEHBTARGE - ReBE (BIRER) BY Pod RETERE T8WF1 BIT

R EEETE pod (EE) 3 Node (1§) LigBREEIZAIIRE o

RAEZAREPBY pod SENRERIMA ZIHRBAIEIRETRE -

42



WEE > TR BEREERETRE LB RARZITRAFMEEN  fIi0 - EIsEfd » B ERETERE
pod L ERETRAERIZ pod BYEFAHE o

43



Container

demo-nod?2

= AT LA 2
Healthy Running

Container

O Critical  Waiting

TR B BB ETEERI TR EAREBEERM « sCIRAEH CPU Bl -

, 23% 23%

6% iecatable -

RAR R AYEREA

sCIBREN] CPU RRETR=TRE » BReMERE_r2isE_M_ASE 1Er_BFER_-

Kubernetes &34 HEEZ R L1 AR B

Kubernetes A8E& M BEETIEFIM ST THAEBAMETIRT (WBATIFEaH) ZBEaVKBERIFEK
EIEHEHERR » WiIRHHAARMGEEEME SRR B4 » LEENGER AT EFERE
Z B BIE o LEIhAEFER DT Kubernetes &R E BhAR R KBRS AR 2N o

FERE | - TFEHERET Kubernetes TIFRBIKERIMANIMZ » Ik ARERABRAMAERE o - B5i%

Kubernetes pod » T{EE&HMENRL 2 VAR ARE ; #AIMENIEERBERRIR o « F@B2HAL ~ HO ~ B&
I EE IS AERR T 2R R RIS

44



<

FoRIFF

TEF A Kubernetes 498 RUBEESIZFIBREY Z Fij » IEAZBHERTE "NetApp Kubernetes B5i% 1R {F S "B FBIILIETE o 7E
EREIREESHIR] o SR RERUEEFIEEEELRA Sl LEEBREEE Kubernetes A B EIIEE [
ENEBE | ZRENFHILEEEIS o

© kubernetes Configure Data Acquisition

O Revizw Kubernetes cluster information and choose additional data to collect.

Cluster Information

Kubemnetes Cluster Network Performance and Map Events Log
stream@ Disabled Disabled
Deployment Options Meed Help?

Network Performance and Map

Events Log

45


task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html

Efida

TEEHEER "R "RERE - Data Infrastructure Insightsi2fit 755 % 78:4H Kubernetes 251828 (5%
B SR ARTERAIREER_GE_AKAE o Mel_iE_ (BIRA) GREMERES) » B ERAIUS
kubernetes ¥ 123 B5TE:1RES ° TIFBEERERSLEERES

B AR DA MER4 SRR 2 1T Data Infrastructure InsightsfSIRE#R o FERERHETERMGH AR H4 -

* kubernetes. L&

* kubernetes.daemonset
* kubernetes.deployment
* kubernetes.cronjob

* kubernetes.job

* kubernetes.replicaset

* kubernetes.statefulset
* Kubernetes Pod

* kubernetes.network _traffic 14

Hh &

wERE T ARTS TR R EREAE R - fiREREL M o RBRREELFEH LS TZ T FEHHE
S MR

\ / L
LN - -.--

0.244.1.59

frontend

connections_total throughput latency it  namespace
4 469.89MiBfs  1.39ms default

loadgenerator

10.244.0.1

46


task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html

ERANERARTERNRBEE - Fi8 ) EEEEMHRERRE -

Backind Frontend/

Web Application s

Database Integration Cache Queue Service

@ @ (= "]; & (@ (& (&

e
mu

SEEBNANRTEHRA/N c FEE » BERTEEHED » CRBESERERIERER TG EERA

BEE &=

ERBRT o Btk m"f%#ﬁﬁ‘t_f W—B T T BERA/ )  HERRTERE > MEEGERTERE -

TNEINE

B A RYE =+ B AR5 B AT IETERRIERVIMNERIEARE o

Mode Size (bytes_tolal) Connection Size [byle=_fotal) t
——— = 402.94N0E High = 353.04MIB
R —-h—— 204 57MIB - 209 84W0B Medium 176.52MiB - 353.04MiB
L e—— < 204 ATNHE
T A Light < 176, 52NB
Internal Wosklosd 55 E:tamal ClientiService
Visw Documentation £

TREHFEMNER

FREBRT L FEENESNEERELR -

AR EETEE LUEEMERE > JAEEENHARERE
§7n¥nE§u:ﬂE’]/H HmER o

47



{/damo.mvinod-co

ghts=dev, natapp,com Wik

payment

. Tutnrlal 0 ] _ ot Astet Page =
M NetApp cloud insights € D) Gutting Started ¥
Summary 2 Network Pads R Storage
PR— demo | Werkosd iep L .
: Workload Details
Home
Dashboards ey clugter | M bl - @ Cluster Namespace Type Pods
ordema-d1 netapp-fitness-store-01 Deployment L1oa
imrias Mode Size: | bytes_total = Connection Size:  bytes_fotsl =
. Labels
T 2 SR o o io_managed_by: Halm
Kubermetes " s . r
4 service: payment  version: 1.0.0
] , _ point-of-sale E P
Poste s b External IP X
Manage A& ; Merts Detected [2)
Admin = H [5] Metwori- fi Waming 2
netapp-fitness-store-01-locust B S .
= ONTAP Essentials W ‘.g.'
) . W i Dﬂ‘!m_ent . alertid triggeredTime | curmentSevarity manitar triggaredon activeStatus
W Workioad Security &a L] s [ ) R i
v \ 5 : s S days ago feschoed Workdoad Netwark  Sre_Clister: & Resahiod
& . " coredns g Aprs, 2073 1T AM Latency ATTHigh  doma-a1
e want yaur inpat 19 : ; ' i Sl enare:
it frontend .. 2 Yoo
experience of Nethap . store-pl
Products. Src_Workdaad Na
Share your feedback e payment
. Sre_Worklond_Kin
1 = .( S d: Deplayment
order‘po§lgres use‘ré—redis A3 1 days ago Heschved Woekbaad Metwark  Sre_Cluster: o Resched
. 3 3 Agr3, 3023 10:76 Latency-RTTHIgh  demao-01
s PR R

R K Tratfi
ar Network Traffic

= Vo, i K m
151.101.?30,1337__1;6_8-133151;10
10.42.7.16 L F O TSl

M Traffic inbrund Duthaund

A ¢ X L Comnections —. Thraughput

¢ - N TR ot e
USErs:mongo,z4 1n1 104 123

SRAEE
EAH fhData Infrastructure InsightsIHRE—#% > AT AR RRR E i as AR IR CRENRK EYH I TIEa S E
’l‘i °

Werkload Map

Filter By - cluster Al v X - scope_cluster  All - xﬁ
Node Size:  bytes_total * | Connection Size:  bytes_total *

Efk > A EHRRAFEATFRFR LB R TR TFRR -

48




Map Legend @

s ¢ Reset | — 132% » 4+

cart = |
frontend
b
t‘ ‘.
users
-
&
order
‘e
order-posigres
i
o
payment
TEEHEE

MRCHEMERFPFETNIFRHEE EBETR) @ ATFEHERELEN - REHFHANNT -

* BAMEPEITARTS/ BRI
* JNRZKKIFE pod :
° BERAE pod WIEFEHIZH
o T{E&a# FHTEHAIZEE | app.kubernetes.io/component
° EERATEBE | https://kubernetes.io/docs/concepts/overview/working-with-objects/common-labels/
© HERE
* AR
" RiE
* BHE
" REX
Gl
- hEE
* NIRRT Kubernetes ZREE4SMB
° Data Infrastructure Insightsi§ € s ##4T DNS f# T8 U ENARTS AR R o

49


https://kubernetes.io/docs/concepts/overview/working-with-objects/common-labels/

540 > DNS f2thaT8%4 s3.eu-north-1.amazonaws.com > R T2 IBRERERTTA s3 EAIRFSEER! -

RABRR

AREZBTFEHTETESEBEUME—TRR - fiMl - EAIUREERAEELZTIFEHBER -
!

O
- ®
. catalog art
Fonten Zoom into Connections H e
Summary ) order
Network + B v B
:- Pods & Storage netapp-fitness-stors-01-locust Eindand ' ‘iataleg
order Go to Asset Page e
- ussrs
order-posigres
E AU FERGHAS B ERE SR _HE_ « _A8K_3(_Pod & Storage_#12# °
frontend
Goto Asset Page Last3 Hours X
Summary Network Pods & Storage
Metwork Activities - Inbound (1) B
src_workload... src_namespace src_workload_...  throughpu... | connections_t...  latency_rtt (ms) tcp_retransmit...
netapp-fitnes...  locust Deployrment 14,193,748.78 653.19 3.74 2,578.00
Metwork Activities - Outbound (4) B
. dst_workloa... dst_namespace dst_workload_... throughpu... | connections_t...  latency_rtt (ms) tcp_retransmit...
catalog netapp-fitness-... Deployment 14,166,417.02 2,425.07 149,37 13,850.00
cart netapp-fitness-... Deployment 12,479.90 638.97 65.10 0.00
order netapp-fitness-... Deployment 4,515.16 161.34 65.07 0.00

il

=& BEE TRITEERE SEARIFEHFEEESARR -

50



Filter By 7]

2/2 2 0 Namespace

Up-to-date  Unavailable
Pods: Current [ Dezired

Labels

260mc

24, May 1Z:00 FM

= Request = Limit

Highest CPU Demand by Pod

132.76m: frontend-7...5f8f-284kb

127.55m frontend-7..578F-gd8mk

Pods (2)
PodName T Status
frontend-TlccdSfaf2a4khb

Heslthy Runming

frontend-Ticcdsfaf-gddmbk Hezlthy Running

Kubernetes & & A

fes @‘ ci-demo-01 / @ netapp-fitness-..

netapp-fitness-store-01

@l frentend

Type Date Created
Deployment Apr11,2023 11:34 AM

0.17cie

Mamory

359 17%

vi. Reguest w3, Limit

050 GiB]
480m

/\’\'\/\/\‘—’\/\

o
24 May 1200FM
= Request = Limit

Highest Memory Demand by Pod

0.02GiB frontend-T..2f6f-284kb

0,08 GiB frontend-T...5f8f-gd3mk

Healthy Containers

toft 133

toft 128

cpu_usage_nanocores {mc)

0.00gis

Total PVC Capacity claimed

memory_rss_bytes [GiB)

0.08

0.03

Kubernetes Change Analytics &/ K8s IRIBER HEME—RECIRE - LIRMIFEM
BT O o BBREESN » ol LUEMESENEMNEEEE » MAFHE K8s RS « Bt

RIS RV BE RN LA RR G ©
SEDTERER?

* %75 Kubernetes IRIFH » ANECEFERAVEN » AISE G Ll - EBEDINBBIRME—ERREE
MEAM TIFEHNEESLERIRERR - MERBEIRE & - EAEAMINFERIE Kubernetes IRIZHY

fERE o

EEABF Kubernetes EE D1 > sBEEE Kubernetes > B E 54 o

51



NetApp Cloud Insights Demo [/ Kubernetes / Change Analysis [O%: Dee14; 2023

10:29 AM - 10:38 AM
Filter By = Kubernetes Cluster ci-demo-01 » X MNamespace netapp-fitness-store-01 » X Workload Name frontend v (X 7]
Kind Health Pods Storage Labels
Alerts hs @2 Deploys 01 0 Deployment Unhealthy 2f2 ] 5
Timeline Reset Zoom  Bucket: 20 seconds
B @ rontena > O ——
[ | @ catalog > ] 00 A O
W
1 1 1 1 I 1 1 1 1
10:30 AM 10:31 AM 10:32 AM 10:33 AM 10:34 AM 10:35 AM 10:36 AM 1037 AM 10:38 AM
Compare to: @ Changes Last updated 12/14/2023 1:29:55 PM
Type Summary Start Time Duration Triggered On : name Status
Workloads
© AL-z79510 Workload CPU Throttling 12/14/2023 10:35:00 AM Deployment: Active
|| order catalog
Lo Ehanges and a tierts © Deploy 5 attributes changed 12/14/2023 10:30:01 AM 5minutes Deployment: Complete
catalog
catalog
4 Chariges and 18 Alerts @ AL-279476 Workload Network Latency- 12/14/2023 10:04:00 AM 27 minutes Deployment: Resolved
RTT High frontend
[ point-of-sale A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM 1minute Deployment: Resolved
Changes and 4 Alarts catalog
Kubernetes Resources A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM Deployment; Active
catalog
[ Namespace (8} a .
" A AL-279897 Workload CPU Throttling 12/14/2023 10:28:00 AM 1 minute Deployment: Resolved
Changes and 8 Alens catalog
o

BHEREBRIEERData Infrastructure InsightsiRFEIEEE HENRIFT o FRFREEEERY) » KAREBRIFTHEIEE o
S

BiData Infrastructure InsightsBIFTETHRE—1% > BREE REIFEEHE | TE@IES > #IATEE Kubernetes
=5« B TEFTEEEHNE » BBEE (+] MR T E SRS -

EERITENESE - pRZENIEaE (URCRENEAEMBIES) B CHEIZESE L&
Bz I FESREREMNERFEH - BRMBIHERERIE—T R » UEENERRNRHER -

52



Filter By = Kubernetes Cluster stream-54

Alerts 0o @38 Deploys

Timeline

¥ X Namespace | kube-system

¥ |X - workload Name = coredns

Kind
Deployment

Health
Healthy 11

Pods

Storage
0

xBEe

Labels
3

Bucket: 6 minutes

. @ SEGIED 0 e g e e e e e e g e e et i g 9 _____________ Qg_ _Q _____

Compareto: @

IRERAARE
LFEWFH% ke

I
12:30PM

Changes

Type

© 412982989

O AL-2982989

© AL-2982887

© AL-2982887

@ AL 2932782

© 212982732

O AL-2982441

© AL2982441

PEFE1R o AAIZ
o AEEEREE %iﬁ

Alerts As ©17

BERBBEREEE - FK > ERETR_ERE_~ _

[ | I I
12:45PM L1:.00 PM LI1SPM L:30PM

Summary

once Workload Down copy

once Workload Down copy

once Worklead Down copy

once Workload Down copy

once Workload Down copy

once Workload Down copy

once Workload Down copy

once Workload Down copy

) SARE ARG EREEERIEEE TRRy o

Deploys 0 35

BT RELHREZHE 3 ELFER - SELFEEEZENCEFRTEAZ T FaHEMNERE#E -
S (Kubernetes &R & IE8%)

Tra sz - BIEERR

U

TR E (B
SRR AE ARG B A M BEE R E) o

> BEEX AR

Start Time

11/28/2023 3:07:00 PM

11/28/2023 3:07:00 PM

11/28/2023 3:01:00 PM

11/28/2023 3:01:00 PM

11/28/2023 2:57:00 PM

11/28/2023 2:57:00 PM

11/28/2023 2:32:00 PM

11/28/2023 2:32:00 PM

EMEE)

Bre_M_KH_EREHNHE -

1 I
1:A45PM 2:00 PM

Duration

1 minute

1minute

0 milliseconds

1 minute

I I
215PM 230 PM

Triggered On : name

Deployment:
coredns

Deployment:
coredns

Deployment:
coredns

Deployment:
coredns

Deployment:
coredns

Deployment:
coredns

Deployment:
coredns

Deployment:
coredns

I
2:45PM

'
3:00PM

I
3:15PM

Lastupdated 11/28/2023 3:17:05 PM

Status

Resolved

Active

Resolved

Active

Resolved

Active

Resolved

Active

o ILHFEUE_EE_EHRUKR_BEMER L

BEEE KW _HEE

RhEE
CFEIE (TFa#HE) HBEI (F4E)

o
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with Most Alerts Analyze:

=i

Changes and Alerts
Change Analysis (here]

Infrastructure
Kubermetes Exmilorer

Dependency and Flow
Workload Map

Log Analysis
Event Logs

s E A E R
B2 EE iy — IS E AR —EER > BRI o A1 ) RIBAMNHNESBNBENHE - 01F

PGS RESE ~ ITERRUREEHNENIE - UREREEERIVER - CEBRTKAMHERR - EA8RIE
BUURAEAIEREEM -
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& Deploy Failed X

Summary

Start Time End Time Duration
10/18/2023 2:40:01 PM 10/18/2023 2:50:02 PM 10 minutes
Triggered On Triggered On : kind

@ ci-demo-01 > Deployment

@ netapp-fitness-store-01 >

@ billing-accounts »

Failure Detail

Reason For Failure
ProgressDeadlineExcesded - ReplicaSet "billing-accounts-6ddc7df546" has timed out progressing,

Message
Failed deploy

Changes (2)

Attribute Name Previous MNew

speciemplate.spec.containers] 210811600188.dkr.ecr.us-east- 210811600188.dkr.ecr.us-east-

0].image 1.amazonaws.com/sm-billing- i.amazonaws.com/sm-billing-
accounts-apisi1.0.0 accounts-apisi1.0.09
metadata.annotations.deploy 2664 2065

ment.kubernetes.io/revision

All Changes Diff

Associated Events

EventLogs

EEFEERRRTRUEAMERNFAES - BEBEERNERSUNBERE RV REEE#EX

-
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