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洞察

洞察

透過洞察，您可以了解資源使用及其對其他資源的影響，或完成分析的時間。

有許多見解可供參考。導覽至 儀表板 > 洞察 開始深入了解。您可以在主標籤上查看活動洞察（目前正在發生的
洞察），或在_非活動洞察_標籤上查看非活動洞察。非活動洞察是指那些之前處於活動狀態但不再發生的洞
見。

洞察類型

共享資源面臨壓力

高影響的工作負載可能會降低共享資源中其他工作負載的效能。這給共享資源帶來了壓力。Data Infrastructure

Insights提供工具來幫助您調查資源飽和度及其對租戶的影響。"了解更多"

Kubernetes 命名空間空間不足

Kubernetes 命名空間空間耗盡洞察讓您可以查看 Kubernetes 命名空間中面臨空間耗盡風險的工作負載，並估算
每個空間耗盡之前剩餘的天數。"了解更多"

回收ONTAP冷存儲

Reclaim ONTAP Cold Storage Insight 提供有關冷容量、潛在成本/電力節省以及ONTAP系統上捲的建議操作項
目的資料。"了解更多"

這是一個_預覽_功能，隨著改進可能隨時改變。"了解更多"關於Data Infrastructure Insights預覽
功能。

洞見：壓力下的共享資源

高影響的工作負載可能會降低共享資源中其他工作負載的效能。這給共享資源帶來了壓
力。Data Infrastructure Insights提供工具來幫助您調查資源飽和度及其對租戶的影響。

術語

當談論工作量或資源影響時，以下定義很有用。

*苛刻的工作負載*是目前被確定為影響共享儲存池中其他資源的工作負載。這些工作負載會驅動更高的 IOPS（
例如），從而降低受影響工作負載中的 IOPS。要求高的工作負載有時稱為_高消耗工作負載_。

*受影響的工作負載*是受共用儲存池中高消耗工作負載影響的工作負載。由於要求苛刻的工作負載，這些工作負
載的 IOPS 會降低和/或延遲會升高。

請注意，如果Data Infrastructure Insights尚未發現領先的計算工作負載，則磁碟區或內部磁碟區本身將被識別為
工作負載。這適用於要求高和受影響的工作負載。
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*共享資源飽和度*是影響 IOPS 與_基線_的比率。

*基線*定義為偵測到飽和度之前一小時內每個工作負載的最大報告資料點。

當確定 IOPS 會影響共用儲存池中的其他資源或工作負載時，就會發生*爭用*或*飽和*。

苛刻的工作負載

若要開始查看共享資源中要求高且受影響的工作負載，請按一下“儀表板 > 洞察”，然後選擇“*壓力下的共享資源*

洞察”。

[洞察菜單]

Data Infrastructure Insights顯示已偵測到飽和的所有工作負載的清單。請注意，Data Infrastructure Insights將顯
示已偵測到至少一個_需求資源_或*_受影響資源_的工作負載。

點擊工作負載即可查看其詳細資訊頁面。頂部圖表顯示發生爭用/飽和的共享資源（例如儲存池）上的活動。

[共享資源存在爭用]

下面是兩個圖表，顯示了高要求的工作負載和受這些高要求工作負載影響的工作負載。

[繁重工作量圖表] [受影響的工作量圖表]

每個表格下方是影響爭用或受爭用影響的工作負載和/或資源的清單。點選某個資源（例如，虛擬機器）將會開
啟該資源的詳細資料頁面。點擊工作負載將開啟一個查詢頁面，顯示所涉及的 pod。請注意，如果連結開啟一個
空查詢，可能是因為受影響的 pod 不再是活動爭用的一部分。您可以修改查詢的時間範圍，以在更大或更集中
的時間範圍內查看 pod 清單。

我該怎麼做才能解決飽和問題？

您可以採取多種措施來減少或消除租戶飽和的可能性。這些是透過展開頁面上的 +顯示建議 連結來顯示的。您
可以嘗試以下幾種方法。

• 行動高 IOPS 消費者

將「貪婪」的工作負載轉移到飽和度較低的儲存池。建議在行動工作負載之前評估這些池的層級和容量，以
避免不必要的成本或額外的爭用。

• 實施服務品質 (QoS) 策略

為每個工作負載實施 QoS 策略以確保有足夠的可用資源，從而緩解儲存池的飽和度。這是一個長期的解決
方案。

• 添加其他資源

如果共享資源（例如儲存池）已達到 IOPS 飽和點，則向池中添加更多或更快的磁碟將確保有足夠的可用資
源來緩解飽和度。

最後，您可以點擊*複製洞察連結*將頁面網址複製到剪貼簿，以便更輕鬆地與同事分享。
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洞見：Kubernetes 命名空間空間不足

租戶空間不足絕對不是好事。Data Infrastructure Insights可協助您預測 Kubernetes 持久
卷變滿之前的時間。

_Kubernetes 命名空間空間不足_洞察讓您可以查看 Kubernetes 命名空間中面臨空間不足風險的工作負載，並
估計每個持久卷變滿之前剩餘的天數。

您可以透過導覽至「儀表板」>「洞察」來查看此洞察。

[K8s 命名空間中面臨空間耗盡風險的工作負載列表]

點擊工作負載即可開啟 Insight 的詳細資料頁面。在此頁面上，您將看到顯示工作負載容量趨勢的圖表以及顯示
以下內容的表格：

• 工作負載名稱

• 持久卷受到影響

• 預計完成時間（天）

• 持久捲容量

• 後端儲存資源受到影響，目前使用的容量超出總容量。點擊此連結將開啟後端卷的詳細登入頁面。

[顯示詳細資訊的工作負載表]

如果空間不足，我該怎麼辦？

在 Insight 頁面上，按一下 +Show Recommendations 以查看可能的解決方案。空間不足時最簡單的選擇始終
是增加更多容量，而Data Infrastructure Insights會向您展示最佳的添加容量，以將滿載時間增加到目標 60 天預
測。也顯示了其他建議。

[增加產能以恢復至 60 天 TTF]

您還可以在這裡複製此 Insight 的便捷連結、為該頁面添加書籤或輕鬆地與您的團隊共享。

見解：回收ONTAP冷存儲

Reclaim ONTAP Cold Storage Insight 提供有關冷容量、潛在成本/電力節省以及ONTAP系
統上捲的建議操作項目的資料。

要查看這些見解，請導航至*儀表板>見解*並查看_Reclaim ONTAP Cold Storage_見解。請注意，如果Data

Infrastructure Insights檢測到冷存儲，此洞察才會列出受影響的存儲，否則您將看到「全部清除」訊息。

請記住，不會顯示少於 30 天的冷數據。
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Insight 描述快速指示了被偵測為「冷」的資料量以及該資料駐留在哪個儲存體中。該表還提供了冷數據的工作
負載數量。

從清單中選擇一個洞察將打開一個頁面，顯示更多詳細信息，包括將資料移動到雲端或循環使用統一磁碟的建議
，以及實施這些建議可能實現的估計成本和電力節省。該頁面甚至提供了一個方便的鏈接"NetApp 的 TCO 計算
器"這樣你就可以用這些數字來做實驗。

建議

在「洞察」頁面上，展開「建議」以探索以下選項：

• 將未使用的工作負載（殭屍）移到成本較低的儲存層（HDD）

利用殭屍標誌、冷儲存和天數，找到最冷和最大的資料量，並將工作負載移至成本較低的儲存層（例如使用
硬碟儲存的儲存池）。如果工作負載在 30 天或更長時間內未收到任何重要的 IO 請求，則該工作負載被視
為「殭屍」。

• 刪除未使用的工作負載

驗證哪些工作負載未被使用，並考慮將其存檔或從儲存系統中刪除。

• 考慮 NetApp 的 Fabric Pool 解決方案

NetApp 的"Fabric 池解決方案"自動將冷資料分層到低成本雲端存儲，從而提高效能層的效率並提供遠端資料
保護。

視覺化和探索

圖表和表格提供了額外的趨勢訊息，並允許您深入了解各個工作負載。
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