NVMe over Fibre Channelz&E
E-Series storage systems

NetApp
January 20, 2026

This PDF was generated from https://docs.netapp.com/zh-tw/e-series/config-linux/nvme-fc-verify-linux-
config-support-task.html on January 20, 2026. Always check docs.netapp.com for the latest.



Sk

NVMe over Fibre Channelz%E

B35 E 2% (NVMe over FC) B Linux 4HREZ IR EAE &R
ERsg e A IELinux#aRs
1%BINVMe over FCHIFRH!
£ E &% - Linux (NVMe over FC) #{#F DHCP R7E IP {iriit
Z4E SANtricity Storage Manager for SMCLI  ( 11.53 {8 2Hik4s) - Linux ( NVMe over FC)
f6£F8 SANTtricity System Manager - Linux ( NVMe over FC ) KRR E#1FRE
£ E &% - Linux (NVMe over FC) HIERTE FC X223
7 E &% - Linux B9FE# L2 E NVMe over FC R Ehas
£/ SANtricity RAAEIES - Linux ( NVMe over FC ) #EIr i
£/ SANtricity 2 EIEBSKEEE - Linux  ( FC over NVMe )
BB E &%) - Linux (NVMe over FC ) HEi#n] B AHEE
£ E RV LR EREERE - Linux  (NVMe over FC)
# SLES 12 B E 5232 i1 (DMMP)
ARHEL 882 ERAENVMeZ BRE
7ZEY E 5 EEEE BER NVMe BEE - Linux  ( NVMe over FC )
EHREERIOBE
il
ZEL E A5 ERE NVMe £ B B1ZH NVMe BEREE - Linux  ( NVMe over FC)
BIENVMeIEEZIIOBIZ
£ E RY|PEIERZAL - SLES 12 (NVMe over FC)

£ E %% Linux RHEL 8 ~ RHEL 9 ~ RHEL 10 ~ SLES 15 #1 SLES 16 EItEZZ4 (NVMe over

FC)
ES:% E 2% - Linux (NVMe over FC ) i FH#7Z1FEY
7 E &% - Linux F52Ek NVMe over FC 4H7%
HIZEGHE
ReEARInE
F R RRE
EENQN
EfENQN
HEF KRS

© 0O N O O W N = 2 a A

S N i N U G §
o A AN DNMNDN -~ ~ O

17
18
18
19
19
20
20
20
21



NVMe over Fibre Channelz&E

EZzZ E 2% (NVMe over FC) HY Linux 4BRE ST 1B EAR B R
Bt~ IREZMESILINUXZARE B B BIZ 1R « WiaREEEI2s - FEMEFRES) o

BB BB T Linux4

ATHRAAENEE - BEERIUBESE - AR FERANetApp EEMHIBRTAEIMT  (NetApp Interoperability
Matrix Tool ~ f&#8 ISl ) KREREE D ZIREEABR o

1. Bi1E "NetApp B@EMHBRIT A" o

2. 17— THEORAEME) Ao

3. EINAER | [MEHIBESANER] &IFHF % —TF M ERFISANEH*) Z8 THmG, 128h o
4. 7—T NEREHESHRE o

NERRESRT) EEREENET - 4P - ELUEEERNEEIRE « UREMBRRENST « fITIEER
At ~ NetAppfEERFEM RS EIREERENIZR o

o, BERUCAREMARR R - AR EEERNERERETE -

6. MERF A H TRAPRENEX R AN ERIREETERN °
¥B—TAHAEATEE ~ BIAI7E View Supported Configuration (H18z3ERV4HAS) | EE _E77ENFIEARRSRYEE4A
Bl o

1 REINVMe over FCHIPESI

;:EJTEFH NVMe over Fibre Channel ZBij ~ s 2/ "NetApp B@MEHEFR T A" iGREERMAVIEHISS « TEANERIR
Il o

(RS R IR RR S

© REIEIFFSHRS T o
- FHIBBEEE (EIEEmMRE) o

EE%@J Linux ( NVMe over FC ) H{#f DHCP %% IP fiI

EEREManagement StationEi{EEES) Z BIAVE - sAF AENRE FMAAREER T
(DHCP) ZRIg{HIPHIL o

ez Al
RIEE SR THIER ¢


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix

* DHCPfRIARER R4l 51 E 71 2t 17 B I EIZIRABRIAY F 48R £ -

RIRERI(E

SEMREETHE—(EEHE (BL) stm@EZHes (81D - SEZEFISBEMEREFERERR - SEEE
BIZIRA G ek —{BIP3LE o

WUTHARIERAAMEZERISS (8ITAK) BREFRET -

B
1. IR KRERE B PR EGEZEEEIR - WERESEEGIZR (AMIB) LAEIRERER o

DHCPEIARES &IPS RAA B EIE R SRR EIRIR o

() anEE—Ens CEREmERED « BRERBHNeAppRHTA B o

@ SNRCH P A EIER Z NERRAEAR « BRRETFRESEREE) - DHCPEBISIKIPILL » 5
ERFRRIPAIULZ A ~ F]ITILIERT - B BRI N ERNENRREEY) -

MR HEFFESITE30R A IS DHCPIEIRRYIPMIL ~ RIEERTE TFIFERIPAAL

o $HIBSA ~ EIEIBT 1 169.254.128.101
° $EHI23B  EIEIET | 169.254.128.102
° FHIRRIES 1 25525500
2. R SEEFSREENMACAUIRE « AR AR EIE SIREEEESSEREE1RIMACHILE o

Z%E’\J%EJE%%EEE%EMAC&M%ﬂ%ﬁ’é@%ﬁﬂ%ﬁﬁ’ﬂlPﬁLilt o GHRHIREIPUUL « A REEBREREREMHER

Z#E SANtricity Storage Manager for SMCLI (11.53 S{EF
FRZ<) -Linux ( NVMe over FC)

AR ITERASANTtricity BYEHRZAS11.538 B {RARABISZ 3; ~ S B LATESANTtricity Management
Station £ %4t (ZIREHRL) RS ~ UHBIEIEMES -

BZAREMEETENGSIINE (CLI) ~ UEAREBIOREH FHARE X E T 1EH 2R E
HABHIETEIL © SANtricity

WM RIEEEFASANtricity BIERRZS11.60 R EBHARARIEFARA ~ BIRREBHIT ISR o (ZEFR

ZEMCLY (SMcli) B8 (ZERHE) NEERGT ~ 71&EB RERERFE) (EX) B (X
@ BARFE) (3X) T & o SANtricity SANtricity SANtricity 1T UN{A3ER SANtricity RAEEIEE T

& SMCLI FUsHAHE T ~ 55200 " & SANtricity RAEIEE4R FEREA TS <5 @ (CLl) F

;E/éill

(D) # SANtricity 588 11.60.1 KiBBtA « FBRETHATRIBIES o

ez Al


https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html

FRIEE SR THIRE ¢

* BU$11.535 FE RhRZAS © SANtricity
* FRNAGESESNBREREER o
* BARTIIRBETRIRALS | SANtricity
° *RAM* : 2 GBAXJavaiTHRES | &
° WifRZER 0 5 GB
° EERMIZE | MBHIETIRIFE RRIRALELZERIIES| « BRIE "NetAppsziE" o #¢* Downloads (T
&) ZF3I1RE « AI1ETHAER | Downloads (T&k) [EZRFISANtricity XiRfEFEIERER]
RAREETIIE
AT ERBAGNAI7ESANtricity WindowsFILinuxEERMAT & L RRETIRERHATEIRERERN « BAEER EHE
FALinuxBF ~ WindowsFLinux#ZR 2B AMNEE TFIETFER °

1. 5BE T &#SANtricity FFTARZABY () "NetAppsziE" o {&* Downloads (&) ZH5I12% - AI1FINAEE
: Downloads (T&i) [E&R%!ISANtricity ZIBHFEIEREL] ©

2. $11TSANtricity It 224725,

Windows Linux
M FSMIA* o exeZEEHLUFAIAZRLEE o a. BESMIA* o binZEEHFRERNBER ©
b. 4N REGRFHMEER B HITHERR - 555%
E TIATEMPDIR, &8 - £

. TIATEMPDIR=/root ./SMIA-LINKUXX64-
11.25.0A00.0002.binJ

C. 1T Tchmod+x SMIA* o bin] #p% ~ LUSFiE
ZHITHER

d. 47 T/smia* o bin) FFLREBENLERER ©

3. EALEEEEManagement Station_E ZEEEREE o

£/ SANtricity System Manager - Linux ( NVMe over FC )
R TE fEIFa A
EERTEHEREY ~ Ea]LEHASANtricity RAEIERER) T8 RER/E o

(RMEBEERER) BRRMNSEZESISFMNARENE o SANtricity EZFERERENTE « /R0 EafamiZsiss
AYIP{iiLt - R ENEE AJ B IERIRE T RATARRS

ez Al
LA AR ¢

* SROMETE !


http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com

* BIFIL O] ZEXSANtricity B8 FIIHEP—EAERN (RAREERERX)

HIEE

Google Chrome

Microsoft Edge

Mozilla Firefox

Safari

RIRERI(E

R{EARZS
89

90

80

14.

E1CFRSystem Managers EFEIE R EARM « KEGBFHEMES - BEEVDFESTIRGZ—

* RMEREIF RN EEREAAE -
* KREAFTFEH -
* REREEfIEA

1. FEBERPEH A THURL : Thttps://<DomainNameOrIPAddress>" |

lIPAddress] &HP—{EfATZRES1EHIZFAVLUE

FE—RSANtricity KR ERIFES_EBIELEE « @HIF ['Set Administrator Password (FREBIREZRHE) |
BTFET AGENEERENERALAR B8 T«  R2MRET - = AACHBIKRIERE
EIEAN c RECESABNEEZE « KNERATESTNHEREFTRERE - RESEEREAE
HIEFAMHE R ~ FE2FSANtricity (ZIER#A) FHRAENEPIVAR LRA -

2. 7£Set Administrator Password (:REEIEE%HE) FConfirm Password (FESRERES) HAFBMASIEEA
BHSystem ManagerZ 5 « A% —T* Set Password (EZH) * o

MRAREEE  WREEHE - TEEHIGEN  JIGRERERE -

3. EARERERITFIIIIE:

° BRRRtERe (1ERIZRFIMAERYY) -BReBRfEied heViEh SR RSB E - REiEIKaTE o

° BRRE IR RGBS A UIFE R A (F R RGLED -

© BRERM-ERRERESEANEBRE TR - SR EHIREAVEERE -

° REET-NARAEESERHFEY HERERRESE -

° BtFAutoSupport ILTNAE : BENEIEREEF IRV EMIN © Wik kB BEAGHAMTTIRERFT
4. WNRITHREILHIRE ~ 5HAIEINAER | [Storage[MiR &> 1 >R & | REILMIFE o

MBEZEN ~ F2RESANtricity (RARIHEERERMEIERERVR LREA) o



7 E %% - Linux ( NVMe over FC ) H:%7E FC 37iass

RE (D&) JediEE (FC) BRI WERERMFMREY « LIRFIREHE o KA
fEASASRIEEN ER D &I

ez Al
RIEE SR AR ¢

KRB R EESTE o

* SETHREBISRERENWWPN « UREZEMRNESEIET SR ERERE o (EAHBARARIETR
o)

RNERI(E
MBI D EAVFHAE « FH2RHRSEBEBI M -

SERESRERBERGAMN ABFMAHEBRERENERN &

1. BAFCKIEREIEER « ARENHEHERRER

2. B Es - AP e s —EHEESRERE  hESAEEEIMERATTEFCIRRN BIRERE o
3. AAMBPNEEFCEMBREHEETHMES o
4. FEFEE - ARBEIHDEMER -

1T E %% - Linux Y3 5% NVMe over FC B &)23

Fibre ChannelIRIZEHHINVMeRAEN2s4HRE BLFE LI KsR ENVMe CLIEH ~ IR
EXFANVMe / FCEREH2S o

RIRER T

TSR Broadcom Emulex 8f QLogic NVMe/FC z#&# FC HBA B9 RHEL 8  RHEL 9 * SLES 12
0 SLES 15 o BRI IEMLE/ERE A% HBA BRANIIE R 8 » BRI "NetApp BEEHBRT A" o

1. &% TNVMe-CLI (NVMe - CLI) Ef§:

° SLES 123{(SLES 15*

# zypper install nvme-cli

RHEL 8 5 RHEL 9

# yum install nvme-cli


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix

+

a. H#Qlogic,sETEZEEBroadcom NVMe/FCBENEARIE ST ZBIELX [lib/systemd/system/nvmefc-boot-
connections.service' | B & T5IEH :

[Unit]

Description=Auto-connect to subsystems on FC-NVME devices found
during boot

[Service]

Type=oneshot

ExecStart=/bin/sh -c "echo add >

/sys/class/fc/fc_udev_device/nvme discovery"

[Install]
WantedBy=default.target

2. BYFBYERE) Tnvmefc-boot-connections) AR o

systemctl enable nvmefc-boot-connections.service

systemctl start nvmefc-boot-connections.service
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc enable fc4 type=3
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# dracut --force
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# reboot
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# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04,
ID 000015bd5903df4a00a0980000af4462,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04,
ID 000015c05903e24000a0980000af4462,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04,
ID 00001bb0593246£400a0980000afd462,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04,
ID 00001696593b424b00a0980000af4112,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04,
ID 000015bd5903df4a00a0980000af4462,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04,
ID 000015c05903e24000a0980000af4462,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04,
ID 00001bb0593a46£400a0980000afd462,
2.15GB

/dev/nvme2n4, Array Name ICTM0706SYS04,
ID 00001696593b424b00a0980000af4112,
2.15GB
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* ¥i*Red Hat (RHEL) 4
* HHASLES 4% -

10

SRR LR KFIRIVEH -

AT Trpm -qZERRE TR KEFEHRTEZE

SLES 12 use Device Mapper Multipath (DMMP)
RHEL 8, RHEL 9, RHEL 10,
use a built-in Native NVMe Failover.

NVMe over Fibre Channel.

running,

it running properly.

Volume Name NVMe?2,

Controller A, Access State unknown,

Volume Name NVMe3,

Controller A, Access State unknown,

Volume Name NVMe4,
Controller A, Access State unknown,

Volume Name NVMe6,
Controller A, Access State unknown,

Volume Name NVMe?Z2,
Controller B, Access State unknown,

Volume Name NVMe3,
Controller B, Access State unknown,

Volume Name NVMed,
Controller B, Access State unknown,

Volume Name NVMe6,
Controller B, Access State unknown,

FHIT Trpm -q device-mapper-multipath’ 2REGEE 42

NSID 1, Volume
NSID 2, Volume
NSID 4, Volume
NSID 6, Volume
NSID 1, Volume
NSID 2, Volume
NSID 4, Volume

NSID 6, Volume

TEAHEFLE - Linux ( NVMe over FC )

BERE

for multipathing when using
SLES 15 and SLES 16
Depending on which OS you are
some additional configuration of multipath is required to get



7 SLES 12 B A B 125125 % RS (DMMP)
TERIERT > SLES A E{=H DM-MP ° SEa A T HERIATE 1% _EEYA DM-MP Fof4 ©

1. BENVMe EZR 54 B IE R #I% E/etc/multipath.confiEZEH TREE | B ~ I TFFISEHIFTT :

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no path retry 30

2. 1 TmultiPathdl REBTTRGFHILFERE o

# systemctl enable multipathd

3. MR ERIFKEIT multiPathd" » FFEARFEEE) o

# systemctl start multipathd

4. Bgz8 multiPathd) BYAREE ~ UFERE BRIERSTAREE HIEFE#IT :

# systemctl status multipathd

#ARHEL 8z%E[R4ENVMeZ FRIE

BREETLF
JRENVMeZ ERIEERHEL 8FHTERAFA « ARER TIIT A -

. 8%%E modProbe) }RBIUFERIRENVMeZ K o

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-
nvme core.conf

2. {FEAFHMIModProbe 2B EH 7 "initramfs" o

11



# dracut -f

3. EFFAERSBURBARENVMeZ BRI REEN[AARES

# reboot

4. BRRE T EHBRENR 2 « RENVMeZBIETHAEERA ©

# cat /sys/module/nvme core/parameters/multipath

gwHA TN) ~ BIRENVMeZRE(MEEMA -
A Tyl ~ AIZEBARENVMeZ K « EBIFNEANVMeE B S FERE °

a. gR&L
A
~

b. ynRan

@ ¥ SLES 15 ~ SLES 16 ~ RHEL 9 #1 RHEL 10 » TERUARSE NVMe ZERIE » MEBREIMCE ©

ZEY E 25 EHEIEE B1ER NVMe BLEEE - Linux ( NVMe
over FC)

TCRILURBFEREERGE UUKRERZERERZE) - KREERNEEEBRHIO -

$52 SLES 12 2 1/0 H Linux T ERIERRZFHEIZE - DM-MP EIEELEHREESEHNERRK o

EREEEIOERE

A PEE R HDM-MPFTZ B ERE B HITIO « MASHBREEREHITIO - MREHITHIZ BRI
A1/ ~ DM-MPRUEE EIR AR EEH - MEIO &R -

fEAIIEE Tdm) $&E5K Tdevimapperl Y Tmiinky REBGESLEEIRIEE  FIU0

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£5£f00a0980000af4462

il
T5) INVMeBE) <% it SAIRRT Tt AT 8AR 8 R L B d 4 22 DAO R o

12



NODE SN MODEL NAMESPACE
/dev/nvmelnl 021648023072 NetApp E-Series 10
/dev/nvmeln2 021648023072 NetApp E-Series 11
/dev/nvmeln3 021648023072 NetApp E-Series 12
/dev/nvmelnd 021648023072 NetApp E-Series 13
/dev/nvme2nl 021648023151 NetApp E-Series 10
/dev/nvme2n2 021648023151 NetApp E-Series 11
/dev/nvme2n3 021648023151 NetApp E-Series 12
/dev/nvme2n4 021648023151 NetApp E-Series 13
L Sik)a]
(EREL) EEL TR S MEERS
* Tnvmel)] RTIEHIRA ~ Tnvme2) RTIZEH!
23B
* RERHABEERE - Tn11 ~ 2] ERTHEE
R RIRS o MBI ETEREPEERT - 1]
BAEE—R - EHIRBAIEE—X
ZIBZER Namespace (F5%ZER) 1 HWEIIHGHBZEMID

(NSID) -~ ERWHFEERELREBIHFIES

LT TZERIE-I) s » RIECBISEL508Y MBIk ERET « MIFRECRERILI08 MB%k) B
I~ o°

Linux{EERA G /OB ERERA [status=active] RYER{EEFAE
BRAiERE o

M54 lstatus=enabled) BYERIEE¥4HAIA]

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series

size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0' prio=50 status=active

| "= #:4#:#4:# nvmelnl 259:5 active ready running

"—+- policy='service-time 0' prio=10 status=enabled
= #:i#i#:# nvme2nl 259:9 active ready running

eui.00001bc7593b7£5£f00a0980000af4462 dm-0 NVME,NetApp E-Series

size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0

| "= #:#:4%:4 nvmelnl 259:5 failed faulty running

prio=10 status=active

prio=0 status=enabled

"—+- policy='service-time 0'

= #:idi#:# nvme2nl 259:9 active ready running

13



mARIE R 55 AA

Mpolicy="server-time 0' prio=50 STATUS=activity' E—1THMT{TRE ~ NSIDA& 10898 %"“
fE rnvmey1n1J ERRE ERE(E ~ H Tprio) B
50~ THRRE) {B#4 TActives o

ItEan 4 ZE R IR SR A R

Ipolicy="server-time 0' prio=10 STATUS=enabled' TR TRRTEE 10N A ERERE 2 By &
#10~ TiREE) B% TERA) - VOBRILRERE
IHERRTE EAYAR A ZEfE o

Itbep =R IERISSBIER

Mpolicy="server-time 0' prio=0 STATUS=enabled" EEEFIRE RIS BRAIE T EAFAEET ~ REIFFRIRRY T
LERRCI B o 210 RERA TR
MITERRML ~H TMBJ%) BEA0- TR E%A TER
1 e

Ipolicy="server-time 0' prio=10 STATUS=activity' AAR Y MEAT) BEEE nvme2) ~ HLLI/IOE
gﬁlﬂ:ﬁ%ﬁ‘é 2B

ZEY E %%/ /Ef2 NVMe £ E B2/ NVMe BHERE - Linux  (
NVMe over FC )

TAILARIEFRERRERE R (URERXZERKESE) ~ KEERERERRAIO -

HHRHEL 8 ~ RHEL 9FISLES 15 » /OZHLinuxE#EREEFRNVMeZEE B1Z o [RENVMeZ ERMAS
ENEEFHFRENE—AREEREENERRK o

ERENVMeEE Z2I/081E

BREBHRMERBIIOMITERMESL /dev/disk/by-id/nvme-eui. [uuid#] MIEEZEZEZERNVMeiE
BHEIE /dev/nvme [subsys#]n[id#] o EEIUEA TGS HKIZIEMENLE 2 BEVEL ©

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelOnl

I/OBITE /dev/disk/by-id/nvme-eui. [uuid#] BFEIEEB /dev/nvme [subsys#]n[id#] FEHE
ENVMeZERERSE ~ BB REHERIEERT ©
BRI AT T 58 < RIR AR -

# nvme list-subsys

14



B ELA

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a52250000000058%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

YNRISTEEA TNVMe list-SUBSYs ) @ <FHEEMREREE « EERMHAMZS LR BENEMER !

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a£f44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

TERERTHhA—LEHY « AIRCEREEHIRIBRRESHERHBIVREENR -

#multipath -11

()  EEZHRmEER  AATE Tetomultipath.conf) H3E FIES :

defaults {
enable foreign nvme

@ J57f RHEL 10 - FEAEXN - ©EAN RHEL 9 RERRRAH] SLES 16 REFRRZS o

B ELA

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—4+- policy='n/a' prio-10 status=non-optimized

"—= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live



1T E RY|FHEIIEZE R4 - SLES 12 (NVMe over Fc)
7Y SLES 12 » &0 LITEFREN dm BB F BV IEZR G HEZIEZE R o

1. #1797 TmultiPath-ll; < ~ B4 Tdev/mapper/dm] 888 o

# multipath -11

AL RAERETMERME - "dm-19"F1"dm-16" :

eui.00001ffe5a%94£f£8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |— #:#:4%#:# nvmeOnl9 259:19 active ready running
| "= #:#:4%:4 nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl9 259:51 active ready running
= #ifi#:# nvme3nl9 259:83 active ready running
eui.00001£fd25a94fef000a0980000afd4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:#:# nvmeOnl6 259:16 active ready running
| "= #:#:#:4 nvmelnl6 259:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4# nvme2nlo 259:48 active ready running
= #:f:#:# nvme3nle 259:80 active ready running

2. ENEE L ASE T/REE/HESS EUl-) EEENIERERS
BIUERZEAFNAESRERMENERZAMRME o ILEFETRIAEIL Textd) ERERH -

# mkfs.ext4d /dev/mapper/dm-19

mke2fs 1.42.11 (09-Jul-2014)

Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

16



3. BRI ZHMMEENERK o

# mkdir /mnt/ext4d

4. HEEE -

# mount /dev/mapper/eui.00001ffe5a94££f8500a0980000af4444 /mnt/extd

£ E &% Linux RHEL 8 ~ RHEL 9 ~ RHEL 10 ~ SLES 15 I

SLES 16 HEZEI[1EZE %4 (NVMe over FC)

¥ RHEL 8 ~ RHEL 9 ~ RHEL1O SLES 15 #1 SLES 16 » {XEBE 24 nvme
L_L#Q%inﬁjt}ifﬁuz$;m%m

1. #iTmultipath-lIT < LUEBIENVMeE &iF

# multipath -11

MR SR AR SHAERANEE /dev/disk/by-id/nvme-eui. [uuid#] UE o L TEH5E
/dev/disc/by-id/nvme-eui.000082dd5c05d39300a0980000a52225 °

eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
| -+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
|-+- policy="'n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
| -+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
—+- policy='n/a' prio=10 status=non-optimized

"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. FRZNEEHEDE BT FIEENVMeE EREZRERL /dev/disk/by-id/nvme-eui. [id#] ©

TIERAAN G ZERPHERNERRRME o ILHAIRERNE L ext4EERERE

HELE

17



# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

3. B EHEMEENERK o
# mkdir /mnt/ext4d
4. HEEEE o

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

ESsL E A% - Linux ( NVMe over FC ) 4 FRYEETEEE
EEAMEAEEZA ~ BBl e L BERE Afn L i EER O] o

FIsEZ Al
AEELHEA TSIEE !

* UERAMRIVEBIABEan R R ©

1 EEHE - B—HSEEREREIEERAOE RS -
2. BERENEIRIAHIE EREME R o
3. MITdiffas < ~ RMERBVERERIGERETLER -

e EE
BIFECERIERMERK -

7£ E &% - Linux F52&% NVMe over FC #HR:
R EE M H | ENARERIPDF ~ A% EA T TERSCENVMe over Fibre Channelf#7748

18



FEHA - CEEEEENRIITERECETLIF -

ERERRE
TEEREGRETR - — NS MERTERERETIERES

Direct Connect Topology

Host 1 Host 2 Host 3 Host 4
HP1 HP2 HP1 HP2 HP1 HP2 HP1 HP2
N =

Controller A Controller B

* 1 HBAEIZIR A FNIEHIZSA T SRR
* i1 HBAZEIRIR 2T 3B MR IR
* 2 HBABEIIB1FNEEFISA T EIRIR2
* T2 HBAEIRIR ML SRB EMEIRIR2
* T3 HBABEIEIR A AT HISA TSR3
* T3 HBAEIZIR2ANIEHIZZB I IEIRIES
*© T4 HBABIBAFIEHISBRA T EE R
* T4 HBABIRIR2MNITHI BB MEHIR

RINERIEARTREE
BRI BB EIRE o BB0 NetApp EIEMHRRT A" UBUSZEMIRIEEE o
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Fabric Topology

Host 1
HP1 HP2

B2 Fogllls

S E I W ECERREIENAINQN ©

FHRERIREIR
EH (BREhas) 1.

I (B@Ehes) 2.

EHZENQN
AR I ESI B EAENQN o

7l
fEgiEslZE (BR)

EHZENQN
RSRIET SR B A RINQN o

fEyiElER (BR) ERRER
PETIZRA ~ EHHEA

YEHIZRB ~ EHEE
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Controller A Controller B

FHNQN

BH1ZNQN

NQN



fEriElEE (BR) EERER
FEHISRA ~ IR

PEHIS3B ~ EIRIR2

HEEHTE

() smrmemerTrEmREmEY -

HEETHRE

FHIEERGERE

NQN
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