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# zypper install nvme-cli
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# yum install rdma-core
# yum install nvme-cli
2. $HARHEL 8FIRHEL 9 ~ AR EHIRIS DS ¢

> RHEL 8*

# yum install network-scripts

o RHEL 9*

# yum install NetworkManager-initscripts-updown

3. EVfF ARG TR E AT EHNQN o
# cat /etc/nvme/hostngn
4. EZRMERREIFIE PR EAREBRoCEEENVMeIIPV4 IPfiit o #HEESEMERNE - BIIESZN M EHN

FESHVERIESH

b BRFR e RV S BIEBUR I ARSI FERE A ERRIRIR o BEEEHEYE NIPADDR) 1 TR ° LUFESLES
MRHELRYEAIHET !

° SLES 12EASLES 15*

ERTYNAEILEFIRE etc/sysconfig/network/ifcfglethd | o

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE TPADDR=
STARTMODE="auto'

SR ~ BILEHIEZ Tetc/sysconfig/network/ifcfg/eth5



BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto"'

> RHEL 8*

ERTYNAEILEHIE letc/sysconfig/network-scripts/ifcfg/eth4] o

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE TPADDR=
STARTMODE="auto'

A% ~ BB EfIRE Tetc/sysconfiginetwork-scripts/ifcfg/eth5

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE TPADDR=
STARTMODE="auto'
RHEL 9  RHEL 10 3 SLES 16

A nmtui BAREENMREERITE o LT EEHHIER /etc/NetworkManager/system-
connections/eth4.nmconnection I TEMES !



[connection]
id=eth4
uuid=<unique uuid>
type=ethernet
interface-name=eth4

[ethernet]
mtu=4200

[ipv4]
addressl1=192.168.1.87/24
method=manual

[ipv6]
addr-gen-mode=default
method=auto

[proxy]

LT 28BItEZ /etc/NetworkManager/system-connections/eth5.nmconnection T EAF

EE

[connection]
id=ethb5
uuid=<unique uuid>
type=ethernet
interface-name=ethb

[ethernet]
mtu=4200

[ipv4]
addressl1=192.168.2.87/24
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]
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# ifup eth4
# ifup ethb
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# cat /etc/modules-load.d/nvme rdma.conf
nvme rdma

7. ERTERENEM o

B8R nvme_rdma BEAZORAE ~ SFHITILS S !

# lsmod | grep nvme

nvme rdma 36864 0

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma_cm 114688 7

rpcrdma, ib _srpt,ib srp,nvme rdma,ib iser,ib isert, rdma ucm
ib core 393216 15

rdma cm, ib ipoib, rpcrdma,ib srpt,ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib_isert,rdma ucm,ib uverbs,mlx5 ib,gedr,ib cm
£10 pi 16384 2 sd mod,nvme core
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MRIAB— BRI EBIPAIIE - 5Fi&
@ HERIAE®#40:0:0:0:0:0:0
10:0:0°

EXFAVLANZ#E (3% —T* I'Show More settings (28 ItEEEIE(2E A RiISCSIIEE  7ENVMe
TEZRE) J *EIRIEUS © ) @ over RoCEIRIEAH#E AfE M o

BMAZ AR ELIER (H— T EmELRE B B E AR ISCSIIBIE o ZENVMe
Big) o @ over ROCEIRIEH#IEEA o

7. B o

%t E &% - Linux ( NVMe over roce ) HYEHIFERMELR T (4
F=R1E

TESANtricity E%5e [ZERAEEEIN FHISEEHZAT - GRS ERIERBR
PER A EIRIE ~ RBEIINVMeZELR -

1. EAT S HRRFMAREINVMeBRFRA

nvme discover -t rdma -a target ip address

7EltEs$d « Ttargetip_address') 2 BEZERIBRIPALLL o

@ HEREIMEIAME - INVMelRER) LT RETFRMT A ERISSEZIR o
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# nvme discover -t rdma -a 192.168.1.77
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.1.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.2.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

2. SMEAEMBERERS R ©

3. FEA®< 'NVMe CONNECT -t RDMA -n Disclided_sub nqgn -A target ip_address-Q queue_depth_setting
-FEHIZ RN EREF —IRERE LERRINTFRR

@ LU EFRF e @ A G EEHMBEMEHTEEE - SREMBEEE - BFEHIT 'NVMe
Connect] #3% ~ A REEFIEIINVMeELR o

AEHNERERFINEARREIVERIBEITER o

?é%a:@%ﬁtﬁ%?'ﬁiﬁ%ﬁ%ﬁ% BIREARN - ERERBEEW —RERNBRIER

EATYREREA1024  (E'-Q 101010" s S 5EIE « iETERRE 1285841024 ~ WIF
WWT°

© O O
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@ ERpiEfRa xR (MR AEBA) #6008 (3+600%)) oA I-1360088<5)%E
TH ~ 143 ~ 600FVENLTRERERTE ~ W0 FAIFFR o

# nvme connect -t rdma -a 192.168.1.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af9%94 -Q 1024 -1 3600
# nvme connect -t rdma -a 192.168.2.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af94 -Q 1024 -1 3600

4. ERIRS  RERIINFRMEEDE _ERE -

£/ SANtricity R4 EIEES - Linux ( NVMe over roce ) Z1ir
Fi%
(E35 RAEEREN ~ B UERBERMEEEFEERES TR o SANtricity EER T 12
AR REEEZERN T - URAFTIIOFMIR & FIENP Bz — ©
FAEELE
EZR AT - 5850 MYER ©
* IRAJETE e 3 AR RARG A0 I 1 R B B SER IR R o
© AT TR AT E T ISR AR IBHER
* MREEENRBEEERT B EERERI o
* LIBRERNSIBIEIVEFT
TR
1. 3EEYINAESR | Storage[hosts] ©
2. ¥ —TFINAER : Create [Host] (EBIZ[TH4]) o

HERF & tHiRCreate Host (BRI EHE) HFEFLE o

3. MEEFEMEHIIRTE o

RIE B
2L BAT ETLRIRAE
EHIEERAEE WTFREVE B RERN T E R — (@3RI

* * SANtricity {Linux * for) (ERREHIRZAH
* {Linux *) )

* R SANtricity 11.60Z FikRZSAILinux DM-
MP (Kernel 3.105{ & #ThR4s)
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oA

BRI s AH

A TEEE ENECEEANERNERE - MRERENETIR
B ErANEHEN E*ﬁﬁz*ﬁulﬂr"* REEIRIE
Y o
FIRERE T PIEP—IAE
* EEIONE

MRFHEBEBA ~ B LUCEEFERE
PIERIRERES - EREZENTTA

© T

MRFWERHREREA - FEEEHK L
#/etc/np/hostngn ~ ?ktljhostnqnﬁﬁ%ﬂuﬁ% S MG HE
B I 1 T iR L BRI o

RO AFEhEm A IR RIS ~ 3
fit/etc/np/hostngnigZ (—R—1{E) #HEE/ALE*
F BRI o

I —RA7RATIE— B E AR RIS ~ 7 5EAF
HLEA 152 37 BRI ~ (B0 A] DU RS B T 14 AR
R AT E R o SERBIBE SR T
BIZIBWALT - MAKE « TR LR E
BY* X*BRAZS PR RIS o

4. —TF T8> o

4L
FRIhiEIL E 1 2 % SANTtricity ~ BIA] A4 F R NS E EEIERIBEITAR LT o

TamA s T<EWBBERRRIE>) o Gt~ & TEWIPT) BUMNE—EEZENTARRAIPT 1

(EJz3) ?ANtrlmty RABIEESKEMEE - Linux  ( NVMe over
roce

TZBEREIEE (A=) KGR ERESE « UERRIOMESE - thiskA B EH
ZJZI*&%%??H%%@B@?‘JEPE’J S Ean = o

BREELF
1EIRKEIR B ~ 5RREsC A T2ER

* B—RAmEREREIE G —EEHNEREE -
* IERBVETR & SRR RES RYIERISR 2 LA o
* MR ETREEFAFERAERNGRZERID (NSID) MRKREFEERE o L /EERME—RINSID °
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EIERE S FIBER TRR -

* FREMREHEERR ©
* HIRE BTG EMEM N ERRE -

ETHERT « A kGRS
s REEEMPI ST THEE -
* BEZEFIB Volumetgik o
BETRFRA RIS kB E « BEASHARABData Assurance (DA) HIFHEBITHAEIN TFAT= ¢

* BN EBDAINAEREH ~ R LUEENE R ADAS KB FEDARIHAIEE o
* BN A EEDATIRER 1% - N RAENMIEE E DA « BIgHIRE SN EIsH AR AT R EIEES
AT 2 AT ~ BENRARAREREE EAYDA o
FER
1. 3EEVIHAESR | Storage[hosts] °
2. ERCERKEEEN MR T HESE - REBR— T RMEE o
IEEE S HIR— AR EE A 1R ~ FIHFA S RAEEE o el B ERTE T6E) ARPHARS ~ U
FERZ IS EHEE o
3. EEEEIRRAIEEVolumeSS FUIZER S 1] ~ SERRSIZEPHIIZENS 1R « LUEEERFRE Volume ©
4. #%—TF T5k) LASTRRIEE -
ER
RIS E N EIERAA T M E MR E 2 & - RARTHIT FFIEE
* 15IKEIVolume B1ZU T —E T FERINSID o FHFERANSIDIZEEEE o
* FERAERMENVolume LB E HIRE B F HAERAAYVolumeFEEH o

28" E %% - Linux ( NVMe over roce ) R3] B pVIEIEE

e UFE A SMdevices T B AR #8471 £ B Ay r] RAVELIRE o IET EENVMe CLIEHH—
84y ~ ATAZREN TNVMeBE ] &% o

LERRERTEEENSENVMe R EAERAE N ~ 5AEA TNVMe NetApp SMdevices (NVMe NetApp
SMdevices) 1 (HEX) [-o <format (&) >]) < c BHAIMURIEEN (WRAER-oRIATER) ~ 1#
ZYjson ©
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# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930b424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2nd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

£ E 5B L2 EREFRREE - Linux ( NVMe over roce )
FHERMAFMEYFEERE ~ B R EF R TRIERE o

FRtaZ Al
AT R L ZREFRIENEN -

* ¥/¥Red Hat (RHEL) Fi% 558117 lrpm -q device-mapper-multipath 2REG:EEH 2R B Rk
* HITSLESER ~ F8IT lrpm 2 ERE TR KREFEHFETELE

@ u,aj,lf’saﬁ"rxletApp HEMHBERTE ATHREEZETAXNENEH - AASEREAIfEEL
BGARRAISLESTYRHELIE Fi81E ©

RIRERI(E

SLES 12 {#R%E B E23 2 iR1E (DMMP) 2 NVMe over RoCE BEZ 81X o RHEL 8 * RHEL 9 * RHEL 10
~ SLES 15 #1 SLES 16 £ Native NVMe 521 o IBIZCHITHEER R » FEHIIRTEIT L
BRIMNIECEA REFHIEREE °
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7 SLES 12 B A B 125125 % RS (DMMP)
TERIERT > SLES A E{=H DM-MP ° SEa A T HERIATE 1% _EEYA DM-MP Fof4 ©

1. ®¥NVMe ERFEBIERIIEZE letc/multipath.conf) XM TEE| &E& « W THIEFIFT :

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no path retry 30

2. 1 TmultiPathdl REBTTRGFHILFERE o

# systemctl enable multipathd

3. MR ERIFKEIT multiPathd" » FFEARFEEE) o

# systemctl start multipathd

4. Bgz8 multiPathd) BYAREE ~ UFERE BRIERSTAREE HIEFE#IT :

# systemctl status multipathd

ERARENVMeZ IRIEEERHEL 8
EENVMe S ERISTERHEL 8hTBRAERA « HEFERA FIREFEE o

1. 32 modProbe] HREJLABENRENVMeZ BIETEE o

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-
nvme core.conf

2. {EAHM TmodProbes ZEEHEIL Tinitramfs) o

17



# dracut -f

3. EFFAMERSS - BARENVMeZ BRI REAENAARSS

# reboot

4. BRRE T EHBRENR 2 « RENVMeZBIETHAEERA ©

# cat /sys/module/nvme core/parameters/multipath

gwHA TN) ~ BIRENVMeZRE(MEEMA -
A Tyl ~ AIZEBARENVMeZ K « EBIFNEANVMeE B S FERE °

a. gR&L
A
~

b. ynRan

@ ¥ SLES 15 ~ SLES 16 ~ RHEL 9 #1 RHEL 10 » TERUARSE NVMe ZERIE » MEBREIMCE ©

ZEY E 25 EHEIEE B1ER NVMe BLEEE - Linux ( NVMe

over roce )
R LIRS ERNEE RS UKRBERZERREHZE)  REEREEEBHZMNIO o
#152 SLES 12 7 I/O A Linux FHEEMA R ERREEIE - DM-MP EIRELEERBESRIVERRK -

EREEEIOERE

A PEE R HDM-MPFTZ B ERE B HITIO « MASHBREEREHITIO - MREHITHIZ BRI
A1/ ~ DM-MPRUEE EIR AR EEH - MEIO &R -

EAIEE Tdm) BT EE/devimapper Ry 'shymlink) RFEGELEEIRIEE o FIU0

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£5£f00a0980000af4462

il
T5) INVMeBE) <% it SAIRRT Tt AT 8AR 8 R L B d 4 22 DAO R o
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NODE SN MODEL NAMESPACE
/dev/nvmelnl 021648023072 NetApp E-Series 10
/dev/nvmeln2 021648023072 NetApp E-Series 11
/dev/nvmeln3 021648023072 NetApp E-Series 12
/dev/nvmelnd 021648023072 NetApp E-Series 13
/dev/nvme2nl 021648023151 NetApp E-Series 10
/dev/nvme2n2 021648023151 NetApp E-Series 11
/dev/nvme2n3 021648023151 NetApp E-Series 12
/dev/nvme2n4 021648023151 NetApp E-Series 13
L Sik)a]
(EREL) EEL TR S MEERS
* Tnvmel)] RTIEHIRA ~ Tnvme2) RTIZEH!
23B
* RERHABEERE - Tn11 ~ 2] ERTHEE
R RIRS o MBI ETEREPEERT - 1]
BAEE—R - EHIRBAIEE—X
ZIBZER Namespace (F5%ZER) 1 HWEIIHGHBZEMID

(NSID) -~ ERWHFEERELREBIHFIES

LT TZERIE-I) s » RIECBISEL508Y MBIk ERET « MIFRECRERILI08 MB%k) B
I~ o°

Linux{EERA G /OB ERERA [status=active] RYER{EEFAE
BRAiERE o

M54 lstatus=enabled) BYERIEE¥4HAIA]

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series

size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0' prio=50 status=active

| "= #:4#:#4:# nvmelnl 259:5 active ready running

"—+- policy='service-time 0' prio=10 status=enabled
= #:i#i#:# nvme2nl 259:9 active ready running

eui.00001bc7593b7£5£f00a0980000af4462 dm-0 NVME,NetApp E-Series

size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0

| "= #:#:4%:4 nvmelnl 259:5 failed faulty running

prio=10 status=active

prio=0 status=enabled

"—+- policy='service-time 0'

= #:idi#:# nvme2nl 259:9 active ready running

19



EmiRIEE 55 AA

Mpolicy="server-time 0' prio=50 STATUS=activity' E—1THMT{TRE ~ NSIDA& 10898 %"“
fE rnvmey1n1J ERRE ERE(E ~ H Tprio) B
50~ THRRE) {B#4 TActives o

ItEan 4 ZE R IR SR A R

Ipolicy="server-time 0' prio=10 STATUS=enabled' TR TRRTEE 10N A ERERE 2 By &
#10~ TiREE) B% TERA) - VOBRILRERE
IHERRTE EAYAR A ZEfE o

Itbep =R IERISSBIER

Mpolicy="server-time 0' prio=0 STATUS=enabled" EEEFIRE RIS BRAIE T EAFAEET ~ REIFFRIRRY T
LERRCI B o 210 RERA TR
MITERRML ~H TMBJ%) BEA0- TR E%A TER
1 e

Ipolicy="server-time 0' prio=10 STATUS=activity' AAR Y MEAT) BEEE nvme2) ~ HLLI/IOE
B RS =238

ZE E %5 ERE NVMe £ 5 B1ZEA NVMe FEIEE - Linux  (
NVMe over roce )

TAILARIEFRERRERE R UREBERZERKESE) ~ KEERERERRAIO -

%JE’;‘RHELs RHEL9$I]SLES15 I/Oﬁ’EELmuxi’f%gfﬁ?:%E%NVMe%%E’fﬁ [RENVMeZ ERIERER A

EIENVMeitERIIOB1Z
BREBHRMERBIIOMITERMESL /dev/disk/by-id/nvme-eui. [uuid#] MIEEZEZEZERNVMeiL
BHEIE /dev/nvme [subsys#]n[id#] o EEIUEA TGS HKIZIEMENLE 2 BEVEL ©

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelOnl

I/OBITE /dev/disk/by-id/nvme-eui. [uuid#] BFEIEEB /dev/nvme [subsys#]n[id#] FEHE
ENVMeZERERSE ~ BB REHERIEERT ©
BRI AT T 58 < RIR AR -

# nvme list-subsys
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B ELA

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a52250000000058%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

YNRISTEEA TNVMe list-SUBSYs ) @ <FHEEMREREE « EERMHAMZS LR BENEMER !

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a£f44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

TERERTHhA—LEHY « AIRCEREEHIRIBRRESHERHBIVREENR -

#multipath -11

()  =EwmRs@E « LA etcmulipath conf 3 FHIEE

defaults {
enable foreign nvme

@ J57f RHEL 10 - FEAEXN - ©EAN RHEL 9 RERRRAH] SLES 16 REFRRZS o

B ELA

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—4+- policy='n/a' prio-10 status=non-optimized

"—= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live



;(f E 25| ETTIEZ AL - Linux SLES 12 (NVMe over RoCE

¥t SLES 12> fERIL T s EE LB U — AR R WS ZIEZRT

1. #147 TmultiPath-ll; < ~ BX4§ Tdev/mapper/dm] 388 E o

# multipath -11
S B0 REERAIER M © "dm-19"F"dm-16"

eui.00001£f£fe5a9%94££8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:%#:# nvmeOnl9 259:19 active ready running
| "= #:#:#:4# nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4# nvme2nl9 259:51 active ready running
= #:ifi#:# nvme3nl9 259:83 active ready running
euil.00001fd25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:#:# nvmeOnle 259:16 active ready running
| "= #:#:#:4 nvmelnle6 259:112 active ready running
"—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nlo 259:48 active ready running
= #:ifi#:# nvme3nle 259:80 active ready running

2. EHE& LAEE T/R%/AER EV-) RERUERAMR

BIUERZAM T EZGEPTENERRRME o ILHBFHBTIARIL Textd) ERRM -
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# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

3. B EHIEFEENENK o
# mkdir /mnt/ext4
4. BEEE -

# mount /dev/mapper/eui.00001ffe5a94ff8500a0980000af4444 /mnt/ext4d

7£ E Z% Linux RHEL 8 * RHEL 9 ~ RHEL 10 *~ SLES 15 #11
SLES 16 HEI[1EZFE %4 (NVMe over RoCE)

¥ RHEL 8 ~ RHEL 9 * RHEL 10 SLES 15 #1 SLES 16 » {XEBEE A nvme 28
B SRR EZIERE R

1. 4T multipath -11 S LUEVENVMeiE B IEEE o

# multipath -11

I S HEE R BN SIAERNEEE /dev/disk/by-id/nvme-eui. [uuid#] UE o LU TEHI%
/dev/disc/by-id/nvme-eui.000082dd5¢c05d39300a0980000a52225 °
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eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
|-+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
| -+- policy='n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
| -+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—+- policy='n/a' prio=10 status=non-optimized
"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. FRZNMBEEHED S EEIFAENVMeE BEREZRE R4 /dev/disk/by-id/nvme—-eui. [1d#] ©

UIERRAANG ZERFTERNEZRRMRE o ILBFRETNEETL Textd) EERAR o

# mkfs.extd4d /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0Oct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

EHETRENERK -

# mkdir /mnt/ext4d
4. HESEE o

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

B E A% - Linux ( NVMe over roce ) F#% FpY{#171FEX
EEAMLEREZA ~ BBl oI BRI S A fn s =R g E 8B o] o
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ez Al
A LHEA TSIEE ¢

* DUERERRFMIVERIHIa bR =R -

1. EEHE - B—HSEEREREIERAVE RS -

2. RHERBNERIGHR R EMERIK o

3. 31T TdIFF) % ~ B RAERBRIGIERETLEER -
TR
CHRBPRERBERME IR

£ E %% - Linux F52&% NVMe over roce #HH:

AT EE MY ENARBERPDF ~ AR FERA T T{ERFCEENVMe over RoCEf#FAHEEE

il o MEEELEENRAITERICE LT(E ©

BEiZEaHhiE

TEFEEGIRHED s — 2T T EHIZEREF R - TXENESEEMEFRFITHIZZNE—ELR ~ WTFFR

T o SANtricity7EILAHRE S ~ BEEHEI—EHCA (EHBENEF) BEIREREAFIERINERTIEHIZRERIE
(U FE—FAEE ~ (BEEMHCAERHRAIN AR FAER L o
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Host 1 Host 1 Host 2 Host 2
HCA Port 1 HCA Port 2 HCA Port 1 HCA Port 2

Controller 1 Controller 1 Controller 2 Controller 2
Host port 1 Host port 2 Host port 1 Host port 2

B SRRV SR 4B G B A IOE F 48R ~ W AR -

* FHEERN 1 T HCAERHS AR T igm e
* FHBES2 | M1 HCAERRONIERIRR 2 HE IR
* FHEE3 : M2 HOABRNR RIS SiEie
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