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TE&FHNetApp AFF NetApp NetApp NetApp NetApp C190f#7F I EBRARIME4RE

AHEE
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iR IR RIREE RIREIFIE
NetApp AFF &R 7 ela NetApp AFF #5775 ela
ZEC190fH1FHHI23B ZEC190fH1FHEHIZZA

e0b. NetApp AFF &R 75 e0b.
ZC190fHTFEHIZRA

elc Cisco Nexus3Zift eth1/2
2331108PC-V A

e0d Cisco Nexus3Zif eth1/2
2331108PC-V B

eOM Cisco Nexus3Zif eth1/33
2231108PC-V B

HBERF

BE
4aEs

SRR PR AR E e 2 1E H B E vl FFlexPod BYExpress&4% o 47 RILETERE
& ~ S ETEPARRENTHEEATTHEAT THEBRINN ~ #EHIesAFIEZEHIZSBE A4
T;%:EF'FEEEEE’\JﬁlﬁﬁlNetAppﬁ%?ﬂ%@J%% o RXIABSAFI T HAZIBE 3 Il —¥fCisco NexusaZif

EESh ~ A MERBAECE Z{E Cisco UCSEMRILER « BLEFHE KT R A ERSA - AIRSEBE ©

ATIEHEEZESBRMARRIBHERANEN - [ <<text >BRETAMLLEEBIN—ID o BRI
T TVLAN create] #p<#if :

Controller0l> network port vlan create —node <<var nodeA>> -vlan-name
<<var vlan-name>>

XM ARG R REFlexPod (MEAXEAENEREE) BRI - FULEFT - EFEERTIEDH
ZREHAZ P EBAEGRES © P EREZER (VLAN) EE o TRRAIEFMFTHIVLAN « i74cH5rE
Pt o IERARFIIRIBISE UL & S BGeR ~ AR BIFXHEREDER -

@ INREERRERISERMSEINEIEVLAN ~ RIABEEMZ BRI FIERA  ILREEAERE

IEVLAN o
VLAN%TE VLANF& VLAN ID
BIEVLAN SR/ EAIVLAN 3437 vSwitch0
NFS VLAN NFSHE=RIVLAN 3438 vSwitchO
VMware VMotion VLAN ISE ARG ERLSS (VM 3441. vSwitchO
) —ERTEBES
—EBEHEAIVLAN
VM= VLAN VMEREIUREAVLAN 3442 vSwitch0

N

15



VLAN% 73 VLANA& VLAN ID

iSCSI-A-VLAN SLBA FISCSERE 3439 iScsiBootvSwitch
FIVLAN

iSCSI-B VLAN WASB_FISCSIRS 3440 iScsiBootvSwitch
AIVLAN

[R4VLAN ISREIZCIEZRAVLAN - 2.

ERERTERED - EEFERAVLANGRSEFlexPod ° ZLEVLANFEZA l<<var xxxx_vlan—>] ~ Hft TXXXX]

TVLANBIFER (FIa0iSCSI-A) o
TEUEERFE P2 T MI{EVSwitches ©
TRy KRR ZEVSwitches ©

vSwitch$ 78 ERHRMNEE HiRE MTU BT

vSwitch0 vmnic2 ~ vmnic4 B8 (120) 9000 RIZIPHEEEITERE

iScsiBootvSwitch vmnic3 * vmnic5 5% (120) 9000 R AR R
IBIDEITIRE o

BEHTENIPHES ZRE2EAEE (RAMR) ERREERSRC-DST-IPUILEE « HERE
@ REIBREITE ERVERERTE - B—XIERAERE A LEEE@EF'%E E%E%ﬁﬁﬁﬁﬁﬁrﬁmscos&?ﬁ%%tﬁﬁ
EFERARY L1THRERERIR Y — « DUEERBPHREIRIBRIERTER « INELESXiIEEvmkerneliE

ZIBAYE o

TRIBFFEIZAVMware VM ©

VMEREE F s
VMware vCenter Server FlexPod£2VCSA
EREFFEEES FlexPod VSC

#BECisco Nexus 31108PC-V

A EIEFAHERBAFlexPod E R RIRIEAEARICisco Nexus 331108PC-ViizsAHRR

Cisco Nexus 31108PC-VXIAERMIFIAEE

T2 RPN AR E Cisco Nexus3Zii8s ~ LUETEFlexPod ERERRAYERIHAEREER o

@ FIZFBRREEABCisco Nexus 31108PC-VHIITNX-OSERRERRA<7.0 (3) i7 (6) ©

o

1. ¥ REAHI AR E AT HABR A F I SRR ET « Cisco NX-OSERE G BENRIEN o LL¥IIAMERS AT RIREARE

BIaN3z 328458 ~ mgmtO T EAEREFIZ 2 Shell (SSH) aﬁ/"io

2. JEBZEHAREZIENZIEIRTS © FlexPod EHAMIRARNEIRMEE L - # ] LUEREEA31108PC-VER
g8 EFImgmto7 T ~ AT IR R IR R InAEREPEREmgmt0NTH ° 7B - ILEEEZANIINIEERE

EY ~ BIUNSSHIRE ©
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3.

++

()  #E&#Bis@EFexPod » (Cisco Nexus 31108PC-VEHHAL) EMHMERANERAER o

FERECisco Nexus 31108PC-VaXi23 ~ sAREIA s BRI R IRE R _E AR R (E ~ WIERFR
BMEZRIBBHIIIAERTE « T LGB SN EIIRSSIST TS °

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration wvalues.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)

[strict]: <enter>

ARCERIETRE « AR THRCEEERE - MRERVERER - F8WA Tny o

Would you like to edit the configuration? (y
es/no) [n]: n

S HEAREHHMLEELERERA IR MLUHT - IRZE ~ FHWA Tys o

LAER
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Use this configuration and save it? (yes/no) [y]: Enter

6. ¥fCisco Nexus3ZHagsBEHILIZF

EXFEREThRE
Cisco NX-OS@AZEEN FE FELEEPETNAE ~ A SEIRHREIMVAERREETE - I E7ECisco Nexus3Zi2sATIzZ2sB B
BEINEE « AEASS (configt) EAZBREEL « RABHIT TGS :

feature interface-vlan
feature lacp
feature vpc

R AVEIZIRIRIE & 8 T E A R AR B R PAr b 2R EnE R @ E P T E A B 8 T s
@ %L% PR T SRR B RIMIPI UL Z 5 ~ MIBRE R ERRARMEEZHA ~ FELLE L?%iELLE’J
B2 BEIRFFIEMR o HINERNERE ~ NetApps@ZUiR 1 2R B B TCPEZ IR H1E
meREEE o

fEtR30 (configt) A ~ BIA T8 < IUERECisco NexusiZies AN X 23 B IS 11R 1B 8 B 8 P 4R

& FFf

port-channel load-balance src-dst ip-l4port

R E I ISR A

Cisco Nexus P EfEATER TBIZIRE BUMIRERE - BIZSRMAEJEABITRTMRE AR - EBHEE
ZERRENEE « BEIP L EmEEEMIGEERE - RTAME « BIHBATERSENEZ— » SIEREIEEK
Bk o

NetAppRE R EIBIZRIE  WEERRIERT - A Be s @REiEs - Ite T 8B EnEEaR
RISEEIESMAR o 15 - thEBTEE RIEEER AN EFANESEES « NERRBEEREY
BERUABAIEC © ISh « SNBSS EISTIAL « B2 AR B AN BRNEZSREIGERBH
AR -

TERTEMEAREE © TFaR Bl LITHREESCIRERE © sA17 BRISIEMGIBITAES « TRERE ERAIEBEIRE
By o EEREBERT  CrRIEFEEL EERRET \ﬁ?@%ﬁlﬁ%f’ﬁﬂ%qﬂﬁkﬁ

ARGESGERE FRABRERIHEERET (BPDU) R# A5 —ERE - BT BRERPELET
[ ~ RN E LB EIREHEMIRERHIBPDU ~ ILIAE S RAFAZEIZIE

EAHRERTL (configt) A~ $M‘_J'F§|an7 fECisco Nexus3ZHAaS AR AT I B3 B L5 TE FAR AVIR T ETE ~ BFE
Tas IR AR IBPD U &
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spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management
ntp master 3

E#VLAN

ERERBREVLANREREZIE Z A ~ ARTER RS EERFE2EVLAN © s aVLAN T E—ERFHIMOE -
DUE B BEFREITR DR -

RABREARTY (AHARY) BMATTFeRS » UEERKERIACIsco NexusRIABRAN B ERYSE2/EVLAN !

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name 1iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

REFRANERERIBRA
MBAB2RBVLANIE BB —1% « REFMA N EARBAA N ETE RECEMR IR
EEERIREVEREREI (configt) H - #iAFlexPod T5EANEEBIZBVIRRRA :

Cisco Nexus3ZiagsA
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Cisco Nexus3Z#i22B

20

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

int ethl/1

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

CIMC

description AFF C190-A e0d

int ethl/2

description AFF C190-B e0d

int ethl/3

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

description UCS-Server-A: MLOM port 2 vSwitchO

int ethl/4

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A: MLOM port 3 iScsiBootvSwitch

UCS-Server-B: MLOM port 3 iScsiBootvSwitch

vPC peer-link 31108PC-V-A 1/25

vPC peer-link 31108PC-V-A 1/26

AFF C190-B e0OM

UCS Server B:

CIMC



REFRBAFEFEERE T
ARSFNFEEFRENEEN RS RERE—VLAN - At « FREENEHERERERSFICERE - EREE
R EEVLAN ~ TR AR RA S E REDGE °

FEEEI (configt) 7~ EIA T <L KRR E MRS FFRBHEENTEEZERE *

Cisco Nexus3Zifi2SA

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus3Zia2sB

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

PITERERIBRERAR

ERVEIRIREE (VPC) FIEEREREMIERECisco NexusiZigsiyEst « BTAEEERE = (EXENE—
BIZIRIEE o FEEREFTLURITIAE -~ ARSSHEMEMBRES - vPCRIIEME2E S ERE « EITIEME
R R ZERAZETITRE - UREAEAREHERT « BTEaHTERE « BItBiIfEE -

VPCEE THBE: :

© RE—REAME LB R
R ESTERIR R S e

© RREEIG

* A AN LTAR

R B AR R R S

BB ER IR

BRI

VPCIIAEBEAMIECisco Nexusiias 2 FIET—LAMARTE « A SEERIB(E © MRMEABIBEEEmgmI0MR

R8 - SAfEMTE LERAVAL ~ WA Tping ~ [[switch_a_mgmt0_ip_addrlVRF1 EEa<LREREMARE
FILAZER o
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u

TEARREETL (configt) B ~ BT T5ar < IRERE MBS AIVPCRIZAARE ¢

Cisco Nexus3ZHi23A

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Cisco Nexus3Zia2sB
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vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

RERFERIER

NetAppl#TFIEHI2s B IREEE SIEFIEMEIFE (LACP) ~ TEEFEMER - RIFFEHALACP ~ AAEEER
SR 2 MG ST MICER AL AN EHEVPCRE « FILEE A AR R EEREERIIL T EHER -
KD TREREINES - BEIEHIZREAMEEE AIEGEESERIRES - 7B - EEEGEEEFE—EvPCH T EE
48 (ifgrp) H9—EBSD o

RLAREIETS (configt) ~ EEMERHES EHIT FI@S ~ URREEINE « UKEIZEENetApp AFF Ef21%H123
HEIR IR EA RERNREEARRE o

1. FEREBRAMATIARB ERITTIE < « URERFIEH SSANERHREE :
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. TETABATISIARB ERIT TIIG < « UREEFIEH S3BRVERIRIBE :

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

RE MRS ER

Cisco UCSfalfkas B A IR ER /T E-FVIC1457 s ATARERIRE « URERISCSIMBIESXIfEE R © BLEN
HREARILRIERE « IRHESEELUSMNEEIMEE - RELEEG D IEIZS AL « BIERIIRFHE - ﬂ
ARESOAEMEIFIE R ELF o

FARBEL (configt) &~ MIT TS ~ RERESEFRBIN EREZRIBRE o

K

Cisco Nexus3Z#i23A : Cisco UCSTrIR2SALICisco UCS{alfR2sBARAE
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int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Cisco Nexus3Z#i28B : Cisco UCSTAIAR2SAEICisco UCS{afr2sB4AAE

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

RIEFARAERIREE

ERIEANRIRERB LT T < ~ SR EMARISFANEIZIRRIE

int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13

no shut
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ERIEANIREZB LT TS < ~ MR EMARISBRVEIZIRRIE :

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14
no shut

ABRAT ERBEANIMTUA0000 o T « TR HEARRER « AMTURERFEL(E - 1
() BEFlexPod BIERAS RHREARRIIMIULE o T2 RIIMTUMRREFER « @EHEH @85
ER - MELHAREBRGE - EMHSRAS R -

@ AEBEMEHMCisco UCSTRIARZIIRIZFTMIRS 5 ~ ARG AR A RERANIBRISZHA
IERIBRAI TR

T TR A AR e

1R R FARVARRR B R ZRAE T E ~ BEAES A IhAEr] FIZk L 1T ERFlexPod EEEIRLE o MR FEIRBMCisco
NexusIRiE + NetAppZ:&{FERVPC - #§FlexPod B Z7EEEEFZHAICisco Nexus 311083 1ds EI1TIEER B EHE
2atEh o HITHEIR BT 2 10GhEEZEMEE R M 10GbE L1THEEK ~ S 2 1GbEE LSS R ZEM1GbE (
EEEE) o FIRFErARET FITHERVPCEIRFIRIE o SCAAERERTER « A Tcopy start (8755
18) LURFEERIRIS ERYZERE o

"F— | NetApp HELERRF (F139) "

NetApplEEZPERER (FB1349)

ZE1zRFANetApp AFF BINetAppffiR A ZHEFIEIRF o

NetAppfE7ZIEHI2SAFF THAERSTERIC190 55 L
NetApp Hardware Universe

NetApp Hardware Universe &R A % (HWU) FERREXAAEIFEONTAP BARZASR X IRV E IS M ERFE T
4 - BIREONTAP B A ZIRMFTANetAppfEFRENAARE N - RRFtIRHETHES IR ©

H#ESIONTAP SR EfE RIS T RS IR T E ZERIR AT

L HWU' RS URIRAUHAREISR o — T [Controllers (ZEHISY) 1 %3/1RE - IIRONTAP TR
A ()~ URFAEHRREIINetApp TR 2 AV o
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& - AEKEERBLEET 5

FEHIZRAFFC190 R 5 STR IR

—T TEERFEFERAL

EERIHERANBEME « 552BINetApp Hardware Universe 2R ZE o ;52 T5ZE4 ¢

* SERIEIRR
BIERIBEIEIR

HFESES

FAIKERAFF (RAIY) HRiEmhlZsryEs

NetApp ONTAP ZE 9.6

AR TER
HITREISHBZA » AL TRERFMAPERITIER - HRETERTTEONTAP (BIOS 9.6Ekf8:%
IR E] o

()  BRASENSEHEERR R EAERE -
TRIZHEONTAP T HRAZENABARBNEH ©
BEFEEN BEFHEERE
R EEEIREA IPALE <<var_nodea_mgmt_ip>>
EERMARRIES <<var_nodea_mgmt_mask>>
REMARE <<var_nodea_mgmt_gateway>>
=EMEALTE <<var_nodeA>>
S ERIEAB IPfE <<var_nodeB_mgmt_ip>>
EEMMBHERES <<var_nodeB_mgmt_mask>>
EEELBRE <<var_nodeB_mgmt_gateway>>
= EEIREBALTE <<var_nodeB>>
URL ONTAP <<var_url_boot_software>>
=ELTE <<var_clustername>>
=ETRIPAE <<var_clustermmgmt_ip>>
=5BRAE <<var_clustermmgmt_gateway>>
HREBHEIKIES <<var_clustermmgmt_mask>>
bR i <<var_domain_name>>

DNSTEAR2SIP (f&a] LU A Z1E)

ZEEFRREETT "C190" XXMF o

<var_DNs_server_ip

EfErE)
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https://mysupport.netapp.com/documentation/docweb/index.html?productID=62937&language=en-US

REFEEN =EFEERE
NTPEARESIP (ERIIABAZ1E) <<var_ntP_server_ip>>

K

+

4+

TEEREA
=5
=

REHNREA ~ FETTAL FAISER |

K3

1. ERERGEAREESERE - TRZEETLoader-AlRT © BE « NMRRBERRENEMBAKEE « BT
EIUTAERZCHI-CIR Y BEIFETRE !

Starting AUTOBOOT press Ctrl-C to abort..

REFRAFEI o

autoboot

2. ¥ Ctrl-CHEA TR ThAeER o

@ Y1 ONTAP %E@JH&ztsi’\Jfgﬁse; %%ﬁ%ﬁ%%ﬂﬁ?ﬁuﬂ%&u&%}fﬁiﬁ% © Y1SRONTAP IEFERAH
MRRZAZ THRZ9.61 ~ sAEEBCEIESHy U EFFIKENES o 5% « BENITLHH14

- BEREEMEES « SHERCEIRT o

BAYRITHAR

EAeOMIEA ME T EAERERE o

B Ay L BNEFARME o

AR BN ERAcOMBIIPALL « ABRRIESFERFE o

N o o &~ w

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

8. & ATREERRERIURL ©

(D) HWebMBRSHAAPing o
<<var url boot software>>

9. MEnterfI AERE L - KRB ERERTE -
10. WAy ZENTRERATARE « UHBEEEREER
M. EAyERRABNENRS
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@ LIHEEERT « RIAPIBEG NITBIOSHINMERRVFIEEFA 4R « BEEERMFK » WFELoader-AfR
T MELEFIAE ° MMRBEEFLEEF - R SED REELLER ©

12. #%Ctrl-CEA TRt IHRER o
13. IEUETEAETT T8054808) 1 T¥IMAMCRRARERE o
14. BMAYEZHIRE - ERAARE - RBETEFIEERS °
15. B A yLUSPRIERE FRFRE &K o
JFEAggregateE’J%}JWtéﬁiL_L‘JﬁE%'%%oﬁfguJ:#ﬁﬁEﬁE 1R AR B E A FE A T

TE ° fIMa1EeRiE « RREFERRGENFHE - 55EE  SSDHIACARREAIRAEAE ° A X
TEENFEARVRERRER S AL B 1 TENRLBARRE o

ERFSALETERIIAMERT « SRR R EEIREB

RIEHIFB

TERIREB ~ AT TYITER

m.+

1. BRERERAAFITAERE - CEZT E:zélJLoader AR ° BR « NRHEFEAKENEFHEAR - BE
EFUTAERIZCHI-CRH BHRIHEE

Starting AUTOBOOT press Ctrl-C to abort..

2. ¥Ctrl-CHEA TR ThAeER o

autoboot

3. HIRE BT ~ 553%Ctrl-C o

@ YNZRONTAP KREXEDRRASBIERAS © sAMLEIIT T 5 SRR EEHTERES - YNSRONTAP IEFEFI
BURRZAS % ThRZ89.61 ~ FRIEECEIESHY L EHFENR, o 8 « BERITIH14 -

BAYAITHAR ©

ENeOMIEBICE T HAERERE

B AyILBNE R o

FEE BRI EH AeOMBIIPALL « FRRESMNIERRFE

© N o o

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

9. BAEIERERIURL o
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() ibWebfAmRISAEAPing -
<<var url boot software>>

10. #REnter@i A EAE R « RTVRBREAESLT
N WAYRZENRERATARE « UHBEENEREER
12. A YERAENERS ©

—_

@ %E’“‘z%ﬁi’ﬂﬁ%li# . %%ﬁﬂﬁ%}%iﬂﬁBIOS%Dﬁ@\-EE’Jé‘?{E%Hﬁ& ~ ENEMERE « TTELoader-AlR
T MELEFIAE ° MMRBEBLEHF - RRFISESREEULER ©

13. #ZCtrl-CEA THIt%) ThaEk o

14. FEAUETRAEST TRB4EE) M TRAEFRARER) -

15. BAyETHER « ERMAR « ABLTENIERZRRR

16. # AyLUBPRRAR ERIFRE B o

@ HRAggregateFI¥IIE1C B T AT AERR 2903 #8 A L7 BESERK ~ TRFMEIZRIAIE S EMEEEM
TE o Y4afEeaitE ~ HERAGENRK - 55EF © SSDVIACARR R AIEMEAE

B ITENROABRERI SRR AE R

WEREHEFERIZSRA (BRA) TESERBNTESERRIIELN « JUITHAREESH - ES—REMAL
RXERT ~ FHIRILISSHEONTAP

BB EREIZFONTAP EEIARTRELEE - RERERERAEARKERETNE
—{EEEE « MNetApp ONTAP FFEE R EIEZR, (ATHOnCommand % [Sytr?System
Manager] ) BIRJFREERE o

1. MRERIR R EEIREA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

- BB EEMEEAEAYIPAIL

@ eI U ERACLIMITERERTE o AXHFRPFUN{I B System Managers | & {58 E 2% E 5=
- B—TE|ERELREEE °

. A T] [var clustername]fEAEELTE  #A ) [var nodeAls ~ AREHELTERENSEEEEH
A T - HALRERARBERANES o EIN EXRSNEE) (FARSHEE - AZSEERERE -

IRt ET L A ZEEE ~ NFSHIISCSIFYTHAEISHE o

- BEERE-AEAR  FHERRURE - IR B ERIREATRSEIREE © ILI2FREX D B o

. BRTEHRE o
a. BUMEEER MIP{iuitstE ) BEE o
b. £ TCluster Management IP Address (ZEEBIZIPHHE) | HWAPEA T
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8.

32

<<var_clustermmgmt_ip>>] ~7E Netmask (FHEEZS) | WA <<var_mgmt_clustergatew
ay>>| ~Wiff TGateway (B#) 1 H{IEA l<<var_mgmt_clustergateway>>] o f£f...
HY TPort GEIZIE) | H(IFFAY Select (GEEXES) 1 ~ LUEENEIEEARYeOM

C. EIEFAMERELEIZIPEIEA © (EEIEEBAEI A T<<var_nodea_mgmt_ip>>]

d. 7£DNS Domain Name (DNS#3iZ&#E) I E A 1 o 7£DNS Server IP Address (DNS{afR2SIP1iL
ib) WA E A <<var DNs_server ip>>] ©

(D  mIUBASEDNSERSIPL -
e. EENTPREIARSSMMAIAE#A 110.63.172.1621 °

@ SR LE A S HINTPEARSS © 2RER 1 BIIP{IHE 110.63.172.1621 ENexus Mgmt
IP o

RESEE o

a. R IEHIRIEEEProxy7 SE/ZEXAutoSupport IHAE ~ s57EProxy URLH# AURL ©
b. B ASBHBEFNAISMTPER G 1A EFER (it o

() BEIXERREBEENSE T AEREET o CTLUBRESE -



NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ AutoSupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

ERMIEHESERE TR « AR —TEEREURERHERME

BT REER
R EREENERRETRE - BIEEREMERE
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BT FRA R AR
EEREEPNFIARREIEERS « FRITMS<

disk zerospares

BERNBUTA2EIZIBIFMSRTE

1. 8117 Tucadmin show) < REREEIFIEHRMER M BRIAVEER o

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target = = online
AFF C190 A 0d cna target - - online
AFF C190 A Oe cna target = = online
AFF C190 A 0f cna target = = online
AFF C190 B Oc cna target - - online
AFF C190 B 0d cna target - - online
AFF C190 B Oe cna target = = online
AFF C190 B 0f cna target - - online

8 entries were displayed.

2 BRERREREN SRS Ao - BEMELERTAER  MRLE | HEA TS SLBEEES
HERRE -

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

()  mmsrEmeAERTEI—ERS  BEEEHIBE  ENTTIRS

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

() wReeETERSEERE  INEEFRDSENS  BEAGEN -

BN BEEENT
EEENREEEENE (LIF) ATl ISR :
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1. EBREANEELIFATE o

network interface show —-vserver <<clustername>>

2. EMHBEETELF

network interface rename -vserver <<clustername>> -1if
cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. EMTAEEBEIELIF o

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

REREEENEBER
AREEENHLLREETERSH

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

R RIS R IR AR N E

EEABENR ERRFFRIESRISREFEIPVEILL « FFHMIT FAEH< !
system service-processor network modify —-node <<var nodeA>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address

—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

() BRSPS BRI P AR AR T 48R -

EONTAP R ERER TR RREERIEEE
HERICHARTAHBYE FESHEBEEHPIAIT IS S !
1. BRefTr DR EATARAS
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storage failover show

wmame w11~ T SRAEESHITIRE - RSB FIUHITEE  FaET R
K

®

2. EMIEERz — ERUARETEE o

storage failover modify -node <<var nodeA>> -enabled true

BE3ATT o

() B REEEEELE  TRETEHLEE
3. ERTE IR EAIHAKRE

()  ismrERREATMEN EE0RE -

cluster ha show

4 MRERESTHE « FAIETS R - MRERESTHE « CEERHATHRHEITIAR

High Availability Configured: true

o ERLHMREERBHAER -
(D AN AAMEN LHMNEERTIEG S  BACEERRHEREME -

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. BRFIREHE D IERRTE « TREBERESIERHIPAIL
storage failover hwassist show

#HLE TKeeping Alive Status : error: (fRIFEARAES @ #85% ) | RMAEP—EZEHISZFRUKE
(D REEAIEBESIHWassist Keepive B » FrkRERHIME o 7 F5Ii UREER

HBp
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

7IONTAP B EAEII ERIEZEMTUERREE
EERIMTUA00EREREMET « SBHIT ~NIda< ©

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

WIER EREEE IR EREIRR

10GbEE RHEIFIEAMNISCSI/NFSTE « ELLEIFIBEN TR PR o REREERe0efe0f ~ HFENTER

R RTERR o

AENEREERIRERE  FRIT e
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:eld, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

{ZHUTA2ERIE ERYTR2EEH

HEREINRENFIAUTAERIR | ~ FRFEEENetAppHNREBFHHCE - ERERMZESR] BT

THas<
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

BN EEAALACPEREONTAP & TREM

IEARN EEHHE R EMEN LB Z KBEE T B —(ESRLACPBYIIA © SRFERE EARIRAISRE R 1 i HV BE

{TEX/E °

EERERTFITHR » TR FIITER -
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ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

FEONTAP R ERIENR TR EERMER

EERONTAP FFREEREIZIER EAFHAERMER CGBEMTUA9 ~ 0001i7céH) - sBIEEEShell#IT 5 dn

A .

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

AFF C190::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {ylIn}:

Yy

AFF C190::> network port modify -node node B -port ala -mtu 9000

Warning: This command will cause a several second interruption of

on

this network port.

Do you want to continue? {yl|n}:

TEONTAP RZIEMIRIEHEIIVLAN

Yy

EETTONTAP AZ1EAVIBER FEILVLAN ~ 555em FIZ 5 ©

1. BIINFS VLANZEHHR « Y& ELATIE EE EHE R -

network port vlan create —node <<var nodeA>> -vlan-name ala-

<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. FI7ISCSI VLANEHEHE ~ Wi HRE E SR ERE AR o

service
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. BIIBIRVLANEIEIR o

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

FEONTAP IIEER EMIRIERZ T BN EGEE

BRIREIEERAggregate ETEONTAP HITHEEAZ IR ERRFFIRIL - HEEIIHMAggregate ~ 554
EfAggregatea®® « EEHAEBEITE SRS, - UKEPESOHEHE -

EEEIIAggregate ~ FFHIT RIS

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

(D FAREPFREE D@ CERRANEER) (FRAHEEE - REBHMEEERHIREARM
#Q/J\E"\Eﬁ BRI LR o

() wEiEmmseEes  CANEREEIMIERER SRR EEAR .

@ TEHFE (I AEESERM 2 A ~ BRI E S o $11T laggr show) ST UBERESEILIKE ° 557
445 ~ HZlaggr1_nodeA L4RA1E o
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HLTEONTAP SRRERE

AERERBEETLRERE LHFRE  5FRIT Mo < !

timezone <<var timezone>>

@ fBIan ~ FEEEHREP « K& #America/New_York © FiaE AR &% TBE « W T EREETAE

Ig o
H

fELONTAP SUREA::%ESNMP

HERTESNMP ~ 5B7ER FFIPER ¢

1. RESNMPEAREN « NI BMBHAEA o Ew:05 « WEAGETASNMPHE IREEMUE) M RE

RN B8 -

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. RESNMPRFELUEIXEE IR o

snmp traphost add <<var snmp server fgdn>>

FEONTAP IJEERIHYIEN TR ESNMPV1

EERESNMPVI ~ SFREB AN EAME M TR -

snmp community add ro <<var snmp community>>

@ %ﬁ%%‘l‘ﬁﬁﬂ% F2ERMIFENMPLLEE) 8p< o MRHMEIEEMREAUEETS - b S TR

TEONTAP ThEERIRYIE L FREV3
VIEREEERKRREMEAEETHE - EEREVS ATl FIDHR -

1. #1717 TZZ2Msnmpusers'] &< LUEIREIZEID o
2. #3747 shnmpv3user"MIfERAZE ©

[ill3

it
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security login create -username snmpv3user -authmethod usm -application
snmp

3. MAEEERAISIZID « ARIER 'md5) (FREREERIGE
4. HIRRTE « FRAREERRENR\VREASEFTTHIZS
o. EH [DE) {FRARMEERGE

6. HIFRTE « AaRLEERITGERA/\EBF TR NREZ

7£AutoSupport FZEMNIER TR EZIEHTTPS ONTAP
NetApp AutoSupport FRRART AGFEBHTTPSRZIEHMEEHFIEENetApp « EEREAuUtoSupport FFRE
AT RIS S -

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

B fTF E R AR
AERURRRBREFERESE (SYM) ~ FHBm FIIPER

1. #1197 Tvserver create] #% ©

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. 1B & KIAggregate L ENetApp VSCHIERZEHEVM Aggregate;FE8 o

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB
3. ESVMEEBRAREAMHEFEEIRE « B TNFSHISCSI ©

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. EEBZEESVM SVMAEU AT HITNFSEERE o

nfs create -vserver Infra-SVM -udp disabled

5. BERINetApp NFS VAAISMIIZZAY TVM vStoragel 2 - A% « HEEINFSERETTH ©
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vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

() #o8EasTIsnb Nsever BATERS « EASVMIEATERvserver -

EONTAP SUREH % ENFSV3

TR LRI AAREFIRRE o

SHHRER FRERHE
ESXIZEEHNFS IP{i it <<var_esxi_Hosta_nfs_ip>>
ESXiZE1#B NFS IP{iftit <<var_esxi_hostb_nfs_ip>>

HEETSVMLERENFS « sBHIT RS < -

1. EFEREHRRPAESEESXiEHEIARRA -

2. $HRPMZIIMBEESXiEH « #EKRA - BEFHEE B SHRBIZRS| - E—EPESXIEHAIFRAIRS1%1
B _BRESXiERIRRIZRT /2 « fKILLEH -

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. B HRAE R4S B Z2ESVMIR Volume ©

volume modify -vserver Infra-SVM -volume rootvol -policy default

@ U R IEEIZIER EvSphere 2 B ZEEEHRE ~ NetApp VSCE BERIEE HREA - IR KZE
3t BB EIE HMhCisco UCS CZRGI (@RS 7 BE /R AIFRE o

EONTAP ARG R TEILiSCSIARTS
EEESVM_LEEEILISCSIERTS  sHYT RIS < o et ZEEIISCSIARTS M ERESVMABYISCSI IQN o

FMISCSIERTE °

iscsi create -vserver Infra-SVM
iscsi show
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TESVMIRHEREONTAP E i & # =R

EAETEONTAP Mm EER KT EISVMIRERENEHHZHR -

1. EEEEHR DR —EMRE - HaE

BRZRIBSVMIRHIRE R B St

sATThX FHIDER
R o

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate

aggrl nodeA -size 1GB -type DP

volume create -vserver Infra Vserver -volume rootvol m02

aggrl nodeB -size 1GB —-type DP

2. EIUS15DEEM—IRMIRE R RMARN TIEHHE

job schedule interval create -name 15min

3. EIIRSIRAA o

snapmirror create -source-path

Infra-SVM:rootvol mOl1
snapmirror create

Infra-SVM:rootvol

-type LS -schedule
-source-path
~m02

-type LS -schedule

4. MaCIRSIRAMA ~ WHET BRI RS REGF o

Infra-SVM:

Infra-SVM:

—aggregate

-minutes 15

rootvol -destination-path
15min
rootvol -destination-path

15min

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

L TEONTAP HTTPSTZENIHAE

EERTEMFIEHISRNZ2FE AT FHIPER -
1. REFEURE M THIREIREA
set -privilege diag

Do you want to continue? {yln}: vy

2. —fRME - BRBEENVRFBDEME - MIT T < 2REES

security certificate show

3. HIEERKSESVM
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EVEERERERIEERIRN o

ERIURE 2 AMEREHARER R RIEME - 1T TZ2/EEMER) &< « MEREHANE
& o FE TS H ~ AN BTN RERR MRS ETRRESE

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4 BEEERZEEHREBNERE  SU—RIES CHE AT PG < - HERRBERMSETRESVME
FREMREREE o FEM « FERD BETTHIIBERRBITTRELSR <

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

++

S. BERS TS RABR2HME « FHITE R REshowds < °
6. T;FH B R EAREstruel M TRPIREANR SECREAREIINEERE - Bt - SFERRET

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. RELRASSLAIHTTPSTZEL ~ MR (EAHTTPZEL °

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|n}: vy

system services firewall policy delete -policy mgmt -service http

-vserver <<var clustername>>

() AeeseBmsEsne SHREETEE  BREERS -

8. MIEEEIEH#IRELR « ABIEIRT  :ESVMeHAFREAA o
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set —-privilege admin

vserver services web modify —-name spi -vserver * -enabled true

{EFlexVol THRER 2 HIRIE I NetAppHITISEONTAP

HEEEINetApp FlexVol Ise®EFRE ~ ;R AMIEERTE « K NREGFENESE - BiUMEVMwareEEITZEK
AR E N —E AR PR AR & o

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online -policy default -junction-path
/infra datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
-efficiency-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

TEONTAP INRERIIRYIEN FIEILLUN

EEREIMERBLUN ~ SBRITRIGH< .
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware -space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware -space-reserve disabled

() #imEEsMiCisco UCS CRINMARESRS « 1EAX/BRSSMOBBISLUN -

EONTAP RLZIEHVIRIEFFEITISCSI LIF

TR HTERUIEAAREFRERRIE R -

=y

{72 EB5A ISCSI LIFO1A
{H#1ZERBEA ISCSI LIFO1ASERR IR S
{#E7ZHI2LA ISCSI LIFO1B
f#TFEIZ5A ISCSI LIFO1BABIRIES
{#17E0E5B iSCSI LIFO1A
{E17EIZEB iSCSI LIFO1AARRES

46

FHAERHE
<<var_nodea_iscs_lif01a_ip>>
<<var_nodea_iscs_lif01a_mask>>
<<var_nodea_iscs_lif01b_ip>>
<<var_nodea_iscs_lif01b_mask>>
<<var_nodeB iscs_lif01a_ip>>

<<var_nodeB_iscs_lif01a_mask>>



EE sHHHERE
(#17E52EB iSCSI LIFO1B <<var_nodeB_iscs_lif01b_ip>>
(#7ZE8125B iSCSI LIFO1B4ERS = <<var_nodeB_iscs_lif01b_mask>>

EEEERS LRI MEISCSIEmHEA « mfE o

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> —-status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B i1d>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up —-failover-policy disabled
—firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
—firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1ifOlb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—firewall-policy data —auto-revert false

network interface show

#Z3IONTAP NFS LIF

TR LRI AAREFIRRE -

sHHE R sHHERHE

(#1ZEZENFS LIF 01 IP <<var_nodea_nfs_lif 01_ip>>
(HIZEEENFS LIF 0148 S <<var_nodea_nfs_lif_01_mask>>
(#1ZE525B NFS LIF 02 IP <<var_nodeB_nfs_lif_02_ip>>
(#7Z8125B NFS LIF 024885 = <<var_nodeB_nfs_lif_02_mask>>
FIINFS LIF °
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

L ERZESVMEIRS

TRIHIIESVMEERSMENEH ©

By SFHHERHE

Vsmgmt IP <<var_svm_mgmt_ip>>
VsmgmtAEEE S <<var_svm_mgmt_mask>>
VsmgmtTE=& 78 <<var_svm_mgmt_gateway>>

AERFERRIBSVMEESMSVMEIRRE N EATE EEEMEIR « SHel TP :

1. $T e !

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none —-home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

(D) LbmSVMEIRIPRES & E SR PR AR T B o

2. EIUTERERE « UAFSVMEERNEEIZEIMPIRIE o

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. 73SVM vsadminfE B EREZH « AREIFHEERE
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"F—% . ZFZ Cisco UCS C ¥ ZeFARSS o "

ZfECisco UCS CZ&FHZR @RS

IR HERE Cisco UCS CRIBILIHZRFIARES LA FlexPod f&AECERRYEFAHIZ ©

HITCIMCHI#ACisco UCS CRFIBI ARSI R E
PETERL FHIFER ~ LUIAERE Cisco UCS CR I T AAREZAICIMCA T ©
TS AEERCisco UCS CRIIIFII N AR ECIMCFRIERIE o

Bty S RHE
CIMC IPfiit <<CIMC_IP>>
CIMCFHRIES <<CIMc_netwask
CIMCTE= & [CIMc_gateway]

@ AEEEFREABICIMCAR A2 CIMC 4.0. (4) ©

FRE ElRREs

1. & Ciscof2i « HAFBE (KVM) RS (AAREMEN) EREMARBIEEAIKVMERE © [KVGAR RS

MUSBHEHHEA B E RIKVMEBRZHRIEZE o

FENEIAR2S =R ~ W et nea A CIMCARRERFIZFS ©
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NI
CISCO

Copyright (c

Entering CIMC Configuration Utility ...

2. ECIMCHHREARRRIF ~ RE TF8E !

50

a. @A E+E (NIC) R !
EEHN X
b. IP (B)
IPV4 : TX]
DHCPERIA :
CIMC IP : *<<CICI_IP>>
HIBRS/ 4R | "<<CIM_Mask>>""

%8 : <<CIMc_gateway>>

tching to AHCI mode.

C. VLAN CE&RE) : REABMRIREE « LUSAVLANAREE ©

NICH1E

)

IXJ

zl



n Utili

3. MF1BEBHMRE :
a. ERBE

FHLTE | "<<ESXi_host_name>>.

oy
o

b

ENREDNS : ]
[RRRTERAE | (REDAMRAAE o

b. FERERAE (BA)
FEER S | "<<admin_password >>
B AZHE | "<<admin_password >>
BIBAA | EATERE -

BIHBRTEE | REAIRIRAS o

4. F10#£7ZCIMCY  EARERE ©
S. [#174HRET% ~ $HEschER

51



& ECisco UCS CA%!{aARE3iSCSIRIL

TEEESZRILITHAERYZ IR « VIC1457 R FHRiISCSIBIM © FlexPod
TR R EISCSIFIEPRIRIIE ©

() sEFRRTSEESXTHAR—E -

SFAEE R SHEERHE

ESXiEHERIENRIALTE <<var_UCSRE{Eh23&i8_A>>
ESXiE#iSCSI-A IP <<var_esxi_host_iscsia_ip>>
ESXiE14iSCS| -4BiRES <<var_esxi_host_iscsia_mask>>
ESXiF#iSCSIATERFE <<var_esxi_host_iscsia_gateway>>
ESXiEHERIEN23B4TE <<var_UCSEEn23%atE_b>>
ESXiF1%iSCSI-B IP <<var_esxi_host_iscsiB_ip>>
ESXiE14iSCSI-BAARIES <<var_esxi_host_iscsiB_mask>>
ESXiE#iSCSI-BRE <<var_esxi_host_iscsiB_gateway>>
IP{i[31tiSCSI_lif01a <<var_iscs_lif01a_>>
IP{i31EiSCSI_lif02a <<var_iscsa_lif02A>>
IP{iESCSI_lif01b <<var_iscs_lif01b>>
IP{iI3EiSCSI_lif02b <<var_iscsa_lif02b>>

infor SVM IQN <<var_svm_IQN>>

AR 4 A8

EEREFRMIRRFAHER /5T RSP ER

1. ZCIMCHERIESRRES « ##—T NEHE) R3|11TH - AREW BIOS) -
2. B—T TREMEIEF) ~ ABR—T MHE)
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= el Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting Power Paolicies

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings

Configure BIOS Configure Boot Order Configure BIOS Profile
BIOS Properties
Running Version  C220M5.4.0.49.0.0712130011
UEFI Secure Boot ||
Actual Boot Mode  Uefi
Configured Boot Mode
Last Configured Boot Order Source  BIOS

Configured One time boot device

Save Changes

w Configured Boot Devices
Basic

» 0 Advanced

3. #—F TAdd Boot Device (HiEBHIHEEE) | THREE « JA%A11E TAdvanced CGERE) | %3

BIERTE THIEEE ¢

a. HILERTERS
%% : KYM-CD-DVD
FHER | KYMEFEDVD
AREE : BEA
FTE 1.

b. #H1EiSCSIFIM
%478 : iSCSI-A

1REE . BENA

PID Catalog

Restore Defaults

Actual Boot Devices
UEFI: Built-in EFI Shell {NonPglicyTarget)
UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTarget)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

1RE ~ BD
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FJE 12
i&1E © MLOM
IR | 1

C. #—THTEiSCSIFA :
%78 : iSCSI-B
AREE . BEAE
FJE 3.

1HE - MLOM

)
4 f—THMEE

5 B—TN#FEE]  ARE—TRMA -

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Local HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot
Add SAN Boot Name Type Order State
: : K-t APPED-DND WAEDLA, 1 Enabled
Add UsE (] iscska I5Cs| 2 Enabled
Add Virtual Media —

|| isCcsLB I1SC5I 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE
Add Local CDD
Reset Values Close

6. EFRENEIARSS « LURIGHIRFRI -

{ZFRAIDIZEHIZ (BA)

MRICHICHRTEARES B ZTRAIDIERISS ~ FHFTA FFID R - IESANAERE R AR EZRAIDIERIZR - 3E - It
I A ARES B RETEFRRAIDIERIZS ©

1. 7 TCompute (BH) 1 RIIZHT  H—TFCIMCERIEEERIZHHIBIOS °
2. #EH MBEBIOS) °
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3. A THEFZEPCleffifE : HBA Option ROM °
4. MRZEFHKER  FiRERBER

BlOS Remaote Management Troubleshooting Power Policies FID Catalog

[lie} Server Management Security Processor Memory FPoweriPerformance
Mote: Defaultvalues are shown in bold

Rehoot Host Immediately:

Intel VT for directed 10: | Enabled L 4 Legacy USB Support: | Enabled
Intel ¥TD ATS support: | Enabled - Intel VTD coherency support: | Dizabled
LOM Port 1 OptionRom: | Enabled v All Onboard LOM Ports: | Enabled
Pcie Slot 1 OptionRom: | Disabled v LOM Port 2 OptionRom: | Enabled
MLOM OptionRom: | Enabled v Pcie Slot 2 OptionRom: | Disabled
Front NVME 1 OptionRom: | Enabled v MRAID OptionRom: | Enabled
MRAID Link Speed: | Auto L 4 Front NVME 2 OptionRom: | Enabled
PCle Slot 1 Link Speed: | Auto 4 MLOM Link Speed: | Auto
Front NVME 1 Link Speed: | Auto v PCle Slot2 Link Speed: | Auto
YGA Priority: | Onboard L 2 Front NVME 2 Link Speed: | Auto
P_SATA OptionROM: | LS| SW RAID v M.2 SATA OptionROM: | AHCI
USB Port Rear: | Enabled b4 USB Port Front: | Enabled
USB Port Internal: | Enabled r USB Port KVM: | Enabled
IPW6 PXE Support: | Disabled L 4 USB Port:M.2 Storage: | Enabled

R ECisco VIC1457 A TiSCSIFa

T 5 4BRE 5 BRI Cisco VIC 1457 for iSCSIFHH o

@ ,lé;EﬁEﬁﬁqL&iﬁO s 1 2132 EVTERREIRIREIE « 7 ek E WMEE R EIZIR © QD%HEEEJEEE
BIBEE ~ BJVIC 1457 R EEETNMIEEZIR o 5ol FYF BB CIMC LRYEIFIEE

1. ERERRSIZERT « #—TNAEEMLOM °

2. 7t TGeneral ZE T -~ BUHIZEGEZIREE

3. ETFE BN EFEENCIMC




Al Gisco Integrated Management Controller

cisco

/... [ Adapter Card MLOM / General

o B y ——
Chassis General External Ethernet Interfaces vNICs vHBAs
Compufe Export vNIC | Import vNIC | Reset | Reset To Defaults
Networking - v Adapter Card Properties
PCl-Slot: M ISCSI Boot Capable: T
Adapter Card MLOM o MLOM oot apable e
Vendor:  Cisco Systems Inc CDN Capable: True
SIDFBQG » Product Name: UCS VIC 1457 usNIC Capable:  True
ProductID:  UCSC-MLOM-C25Q-04 Port Channel Capable:  True
Admin > Serial Number:  FCH223974Q1 Description:
Version ID: V01 Enable FIP Mode: (/]
Hardware Revision: 4 Enable LLDP: (]
R Enable VNTAG Mode:
Cisco IMC Management Enabled: no
Port Channel: |_|
Configuration Pending:  yes
+ Firmware
Running Version: 5 0(3c) Bootloader Version:  50(2a)
Backup Version:  5.0(2b) Status:  Fwupdate never issued
Startup Version:  50(3c)
External Ethernet Interfaces
E1riscsl vNIC

EEEITISCSI VNIC ~ FA5TH AL ER :

1. EERRSIFET ~ 2—TAERMLOM °
2. ##— TAdd VNIC (FrEVNIC) 1 LUGEILVNIC ©
3. 7£ TAdd VNIC (Ffi%VNIC) | BE&RH ~ BIA THIRE !
° 278 : eth1
> CDN%#& : isciSCSI-vNIC
° MTU : 9000
° FERRVLAN : \<<var_iscsa vla a>_
° VLANART © 8%
° EXFIPXERIH - BE
4. #—TF THRIGVNIC) ~ RBIW—T THEEL -
S. BRILIEFLUMESE ZEVNIC :
° BVNICE & #eth3 ©
° CDN%#& : isciSCSI-VNIC : B
o B A l[var iscse vla b]l fEZ&VLAN o
° & LATHRREIFIREE E A3 ©
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+ General

MName:

CDN: | VIC-SCSI-A |

MTU: | 5000 | (1500 - 9000)

Uplink Port: | 1 v

MAC Address: O Auto

® | Da:ca3c:70:6C:CD |

Class of Service: | 0 | (0-6)
Trust Host CoS: |:|

PCl Order: | 1 C(0-7)

Default VLAN: () None

® | 3439 [’

6. FEEVAAIAIVNIC eth o

General External Ethernet Interfaces | vNICs vHBAs
v VNICS » vNIC Properties
eth0
ethi v iSCS| Boot Properties
eth2
» General
eth3
v |nitiator

Name: | ign.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183.110

Subnet Mask: | 28532552550

Gateway: | 172.21.183 1

Primary DNS: |

» Primary Target

» Secondary Target

Unconfigure iSCSI Boot

|
|
|
|
|

0 - 222) chars
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7. 12 TiSCSIFEAR 1 T ~ BIARSISEFAEH
° %78  "\<<var_ucsa_initiator&#®_a>.'
° IPfiflk : <<var esxi_ hosta iscsia ip>>
o FHBERIEE | “<<var_esxi_hosta_iscsia_mask>>.'
° )78 . "<<var_esxi_hosta_iscsia_gateway>>.'

v vNICs » VNIC Properties
etho
eth v iSCSI Boot Properties

eth2

s » General
v Initiator
Name: | ign 1992-01 com cisco-ucsA-01 (0 -222) chars Initiator Priority: | primary v
IP Address: | 172.21.183.110 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15 (0 -255)
Gateway: | 172.21.183.1 CHAP Name: (0 - 49) chars
Primary DNS: CHAP Secret: (0 - 49) chars
v Primary Target
Name: | ign.1992-08 com.netapp:sn.e42faBb2d2: | (0 - 222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars
v Secondary Target
Name: | ign.1992-08 com.netapp:sn.e42faBb2d2: | (0 - 222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.106 CHAP Name: (0 - 49) chars
TCP Port 3260 CHAP Secret: (0 - 49) chars

Unconfigure iSCSI Boot

8. MAFEERFMER
° &% | IQNEREENESE
° IPfidt : iSCSI_lif01afyIPfizik
° BMELUN : 0

9. MAREBERFMER :
° 278 | IQNERZEBNHE
° |P{iztt : iSCSI_lif02afyIP izt
° BIMELUN @ 0

() @EET Tserver ISCSI show) % SRERSHEFIONAEH -

@ %%E,?%%\E_Eﬁ’@IEyNICE’\JIQN%ﬁ ° {@ﬁ%ﬁ%ﬁ%ﬂuﬁaﬁéﬁm o ItE4h ~ ERENZREYIQN R TB S
R EEARIEAISCS! NICTI = % BEEH—H o

10. —TREFEE o

11. $ZEEWNIC eth3 ~ 8B — TR M KERN EEELTRIRANSCSI Rtk Rt

12. BRILREFUREeth3 ©

13. B ARSENSRSFAE R
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° %8 I \<<var ucsa initiator$af® b>
° [Pfirdit : “<<var_esxi_hostb_iscsib_ip>>>.'
o FHHRRIEEE [ “<<var_esxi_hostb_iscsib_mask>>>""

%8 . <<var esxi hostb_ iscsib gateway>>

A/ ./ Adapter Card MLOM / vNICs Refresh | Host Power | Launch KVM | Ping | CIMC Reboot | Locator LET
General External Ethernet Interfaces vNICs VHBAs
v WNICs » vNIC Properties
eth0
ethi » iSCSI Boot Properties
eth2
» General
eind
v Initiator
Name: | ign 1992-01 com cisco ucsA-02 (0.-222) chars Initiator Priority: | primary v
IP Address: | 172.21.184.110 Secondary DNS:
Subnet Mask: | 255.255 2550 TCP Timeout: | 15 (0-255)
Gateway: | 172211841 CHAP Name: (0 - 49) chars
Primary DNS: CHAP Secret: (0 - 49) chars

v Primary Target

Name: | ign.1992-08.com.netapp:sn.e42fabb2d2 | (0 - 222) chars BootLUN: | 0 (0 -65535)
IP Address: | 17221184 105 CHAP Name: (0~ 49) chars
TCP Port 3260 CHAP Secret: (0 - 49) chars

» Secondary Target

Name: | iqn 1992-08 com netapp'sn e42fabb2d2: | (0 -222) chars Boot LUN: | 0 (0-65535)
IP Address: | 172.21.184.106 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars

14. AT EBIRFAEN
° 28 | IQNERZEEBNHE
° |P{iztk : iSCSI_lif01bAYIP{izik
° BIMELUN : 0

15. MAREZBRFHEER

° &fE | IQNERZRBHNHE
° |P{izdtk : iSCSI_lif02bMYIP izt
° BALUN : 0

() GEIUER TvserveriSCSI show) < RS HEEFIONEH -

(D) #BassENCHIONSTE - CRBELEEMUHARER o

16. #2— T EFEE -
17. EEUEIZFE U E Cisco UCSElARESBRYISCSIRI

B TEESXiEIVNIC
EEHTFESXIBIVNIC ~ 55 THSER -

1. ZCIMCN EHBIEREE T  #—T TNnventoryl (BREM) - ABER—THER EMCisco VIC/HTETE °
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2. £ TNetworking]

FEEURRIVNIC ©
3. EMeth0 ~ RABIE—T TRBI ©
4. BEMTUERZ9000 © 3&— T REFEE o
5. WEVLANRREZBREVLAN 2 o

h/

(498%) > TAdapter Card MLOM

ahabe Cisco Integrated Management Controller

cisco

| Adapter Card MLOM / vNICs

General External Ethernet Interfaces
v VNICs v VNIC Properties
eth0
eth1 v General
eth2
eth3

6. Heth1 B PR3N - HED LITHREREREHth1RER

vNICs vHBAs

Name:

CDN:
MTU:

Uplink Port:

MAC Address

Class of Service:

Trust Host CoS:

PCI Order:

Default VLAN

(/AE-EMLOM) T ~ #EHX IVNIC) %5

R~ AR

VIC-MLOM-eth0
9000 (1500 - 9000)
0 v
: O Auto
@® | FB.0F:6F89:26:CE
0 (0-6)
0 0-7)
- O None
® 2 @

VHBAs

MAC Address
F8.0F 6F 89:26.CE
F8.0F:6F:89:26:CF

F8.0F 6F 89:26.00

Integrated Management Controller
A/ | Adapter Card MLOM / vNICs
General | External Ethemnet Interfaces | vNICs
¥ VNICs Host Ethernet Interfaces
eth0
Add wNIC

etni

eth2 Name CON

€3 ethd VIC-MLO.
sthi VIC-SCS
eth2 VIC-MLO
sth3 VIC-SCS

®

F8.0F:6F 89:26:01

MTU

9000

9000

9000
9000

usNIC  Uplink Port

0

e o o o

1
2
3

"F—% . NetApp AFF #HZBERF (E23pH) "
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CoS

VLAN

2

3439

3440

HRSEIECisco UCSTAIRARZZENRL ~ LUK
AEBILER -

¢ | Lot vnt | ping | i Raboot | Locator 6D | @ @

Selected 0 / Total 4 ¥ ~

VLAN Mode iSCSIBoot  PXE Boot Channel Port Profile Uplink Failover

TRUNK disabled enabled NA NiA N/A
TRUNK enabled enabled NA NiA N/A
TRUNK disabled enabled NA WA N/A
TRUNK enabled enabied NiA NiA N/A

EIRBENS{EZEIMCisco UCSTAIARSSENRL « @b



NetApp AFF EmE#EFHERERF (528897)
REONTAP FZIESANFIH TR
#17iSCSl igroup
@ REENAAREIAHEESISCSIRREN 23 IQNA SERATILE D BE ©

EEEiLigroup ~ AN R ESIEMESSHEZHNIT TS - BEERRULLS ERPEIIA=1Bigroup * 558
17 Tigroup show] &% °

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware —-initiator <<var vm host infra a iSCSI-
A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
—ostype vmware —initiator <<var vm host infra b iSCSI-
A vNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

()  #itHfhCisco UCS CRIIMARESHS « UBRULESE o
T FEELUNE FEZigroup
To map boot LUNs to igroups, run the following commands from the cluster

management SSH connection:

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-A —-igroup
VM-Host-Infra-A -lun-id O

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B —-igroup

VM-Host-Infra-B —-lun-id O

() #isEEfnCisco UCS CRIRRRES « AARAULSH -
"F—% . VMware vSphere 6.7U2 S E52fF o "

VMware vSphere 6.7U22E12F

rm

KETRMHTEFIexPod VMware ESXi 6.7U24HRE R 2248V Mware ESXifVsFAHFERE o T3IERE
RREBET ~ UMA LR S EATpIRIZEE o

EERNIRIEHREVMware ESXIBZTE75 7% © ILZFERCIMCT ERIERKVMEZE QM ERFEIEIIEE ~ U
fitCisco UCS CRIIfRIARSRIRIR L KIS R E BSEERRARES

()  iEEaZEsECisco UCSHRESARICIsco UCSTIRRESBSRAL

() s E e « WAL -
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F ACisco UCS CRHIEIITEPREFAICIMC A E

T3 ERFFAERBACIsco UCS CRINEIFEAREZE ACIMCIIER A © EHBEACIMCHEZ SEMITE
BKVM « BR G EESAENERERFERALRERRR

FrE 1%
1. B EETHHERIESS - JA%BEH ACisco UCS CRFMCIMCAEIPHLL o IEFEEFEENEICIMC GUIFERER

ERAEEERAERBMNREZEACIMC Ul °
EEHERT ~ BEEUERSBRSIRE -
B—TREKVMEEZS ©

> w D

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

S REBMKVMEZE S EIEREERSIZE -
6. EEEUMEICD / DVD °

() rcasmEmsE—T EEERRE] o MRHRET  EER EBILTERS) .
7. BIZEZEVMware ESXi 6.7U2% 82 ISOMERIE ~ IREIE—T MOpen (BHER) 1 ©#&—T THEESE) o
8. 3EHY Power (FEJR) 1 INAER - FR%BIE#E TPower Cycle System (Cold Boot) (& #4iRAI% 1% B RIt&IR—
TE°

Z#EVMware ESXi

THZERERPRINfAITE S E £ _E R EVMware ESXi

T#ESXi 6.7U2 CiscoH M &

—_

. BIEZE "VMware vSphere FE;EE" WA BEETISO °

¥ —FESXi 6.7U2%4CDHCiscoBsTH1&5ZHY Go To Downloads (&) 1 °
TEIBERRESXi 6.7U2%45CD (ISO) HICiscoBsTHME ©

RATFAMLES S ZERAIR T EVMware ESXiZEEIRAS o

WRERIITHAERPIERVMware ESXIZEERT o RERNEHA « ISR EH I HEAVER o
LR ATTRE ~ EEnterlBZRE o

RIESSARMEREREENE  BETEAN - RERFNBERE -

. AV ATER E BESXIREEHEAINetApp LUN ~ SABIREnterii B L o

© N o g k~ w0 DN
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

9. EEVEENRBEAE - SABEnter o
10. EAMFESRrootZRhE ~ JABIREnter o

N ZERXNGELEL  HIFE LEBMRIRENDEIE o HF1MEERE - ARBBELEESXiZ B EHBR o

B EVMware ESXi T4 SIRAHER

T3P RN I RS EVMware ESXiEHERTIE EIRMAEK o

FRE X

1. ARSI TR BB « WMAEIRLURF2SRBTRA ©

2. Llroot&E A ~ H#AE AR « UKRSTAITEREERE R P ARrootZhE
3. =Y MREEIERAE) HEIE o

4. 3EEY Network Adapters (#8E&8F) J -~ ZA%¥KEnter o

5. ZvSwitchOZEENFRES AYEIZIR © #Enter ©

6. fECIMCHEEEE R ethOFeth 1 FYEEIEIR ©
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Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected (...
vnnic3 VIC-iSCS5I-A (...3c:70:6c: Connected (...
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected (...
vnnicS VIC-iSCS5I-B (...3c:70:6C: Connected (...

«<D> View Details <Space> Toggle Selected <Enter> OK <Esc> Cancel

7. #EE TVLAN CGER) 1 ~ A%BEnter ©
8. #AVLAN ID : <<mgmt_vlan_id>>' ° #%Enter o
9.

#tConfigure Management Network (FREEIEAHES) IhAERH - #EHY Pv6 Configurations (IPV44EEE)
L EEENEHIPAIIL o #ZEnter ©

10. EAFTERER AR [Set Static IPv4 Address (FRIEFFASIPVEMIAL) | ~ AR (R ZEAR BRI ENILIETE o
1. BARREEVMware ESXiE#BIIPAIILE : <<ESXi_host_mgmt_ip>>_" ©

12. B AVMware ESXiE A F4ERRIES | <<ESXi_host_mgmt_netmask>>_" o

13. B AVMware ESXiEH#4HITEELFE | <<ESXi_host_mgmt_gateway>>_" ©

14. ¥ZEnteriZZIPAAREAVETE o

15. 3 AIPV6AHAEINAESR o

16. {FFHZEMEEUHER Enable IPv6 (EMEEIWVE) | (BUHEIPve (EFENEN) ) #IE ~ LUERIPVG °
Enter ©

17. EAINRERIUFZEDNSERE ©

18. HRIPAL R FENIEIRAY « ELLth A BEF B ADNSEH ©

19. & A EDNS{ARESHIIP{iIit'<<nameserver_ip>>' ©

20. (ER) BMARXREDNSHEMRIZAIPHALIL o

21. B AVMware ESXiEH#44fBAIFQDN : N<<ESXi_host FQDNJ >
22. $REnter{EFDNSAHASHIETE -

23. ¥EscHERY TRESIEMER) FINRER °

24. ZRYREREE « REEHMEENFEMRSS o
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25.

26.

27.

28.

B TP ARIEETE

() mEEsmzMEEIETRS

~ JR18EEY TRRFBESXi ShellfISSH, ©

¥EscWR ~ Bl REIEEEFIEAEM
¥—TE=MEERCIMCESE>FFREE &> Alt-FF MITLINAERFRVAI-F1 o
EFAESXIETHMBETREA °

% - AIn]{=RELRMIHEER -

29. MIRIETRE ~ SARFEBIA T oesxclitn LB E

~ DU FRARRR AR TN AE o

esxcli network vswitch standard policy failover set -v vSwitchO -a

vmnic2,vmnic4 -1 iphash

SR EESXiT i
AERA TRPNE KRR ESBESXiEH ©
BN B RHE
ESXiT 144758 <<ESXi_host FQDN
ESXiF 4 EIEIP [ESXi_host_mgmt_ip]
ESXiF K EIRIES [ESXi_host_mgmt_netask]

[ESXi_host_mgmt_gateway]
[ESXi_host_nfs_ip]

ESXiF 4 EIE/RME
ESXiEHENFS IP

ESXiFHNFSIES [ESXi_host_nfs_netask]
ESXiF#NFSREE [ESXi_host_nfs_gateway]
ESXiF#vMotion IP [ESXi_host_vMotion IP ]
ESXiZE#vMotion#E = [ESXi_host_vMotion48 & I =]
ESXiZE#vMotionf#3E [ESXi_host_vMotion48RA]
ESXiFE1#%iSCSI-A IP [ESXi_host_iscsiscsA-a_ip]
ESXiF#iSCSIiE S <<ESXi_host_iscsiscsA-a_netask>>

ESXiZE1#iSCSIfE [ESXi_host_iscsiscsA-a_gateway]

ESXiZE1#iSCSI-B IP
ESXiF1iSCSI-BiEES
ESXiE1iSCSI-BRfiE

[ESXi_host_iscsiscsB-B _ip]
<<ESXi_host_iscsiscsB-b_netask>>

[ESXi_host_scsi-b_gateway]

BAESXiEl
EETAESXiEH « BT TP
1. EREERER PR TN EIRIPALL



2. fEArootiR P FIETE ZEBREPIEENEIEE AESXIEH ©
3. FEARVMware® FEEERCNE S RAVERA o BHECEEREIER « 2—T TOK (H#E) 1 o

++

B EISCSIRHE
5E

RIEISCSIFIH « FBTTR TP ER

1. ZEEVAIEY TNetworking (4828) 1 o
2. 141 ~ 3B Virtual Switches (E#izcHa88) | HR3EH o

I Navigator [ | Q.. VM-Host-Infra-01 - Networking
~ [g Host Part groups | Virtual switches |
Manage
AT #= Add standard virtual switch
(=1 Virtual Machines :“:5_: Name
O
H Sstorage | 3 vSwitchl
£ Networking mj I 8 iScsiBootvSwitch
= vSwitch0
B vmk1
i ymk
More networks...

. ¥—T TiScsiBootvSwitch] ©

. JE TAREEETE) o

- BMTUZE %9000 * A%Z—T lSave (f&7F) 1 ©
. #iSCSIBootPGiEIZIE BH# e AiSCSIBootPG-A

o o0 b~ W

FEUEARAEAR ~ vmnic3F0vmnicS BILISCSIFAM  SIRESXiEHHAAEMNIC « AIRIEB RFE
(D tvmnictess - EEEEMENICRIISCSIBHE « HICIMCRISCS| WNIC EHIMACHTHL
EESXiFFAIvmnicsECET o

~

. AT ~ EEVMkernel NIC (VMkernel NIC) 1235 [12%; o
. EEEVFTIEVMkernel NIC ©

a. 5 HTAYIScsiBootPG-BiE 1B B4R 78

b. Y E#E T 23MYiScsiBootvSwitch ©

C. #£VLAN IDH#IA l<<iscsib_vlan_id>>] o

d. BMTUEE %9000 ©

e. B TIPV4RRTEL ©

f BEEY MERREAERE) o

(o]
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In
X

++

.
E
i3]
=

++

9. £ TAddress (fiitit) 1 A#A T[var_hosta_iscsib_ip]1 ©
h. 8 A T [var hosta_iscsib mask]| R FAIRRIES o
I ¥—T @Iy o

() #iScsiBootPG-A LHIMTU #9000

ERERHEZE BT NP -

a. ¥#—TiSCSIBootPG-A L HYEdit Settings (4R¥EE%E) > Tiering and Failover (D EBHRHERE) >
Failover Order (BtEf&E|ER) > vmnic3 o vmnic3FEAEAS ~ vmnicSFEREAA o

b. $#%#—TiSCSIBootPG-B_EHIEdit Settings (4REEEZE) > Teaming and Failover (Bf4HEIARIERE) >
Failover Order (B#EF&EIER) > vmnic5 o vmnic5FEATERAS ~ vmnic3fEREAA o

1ScsiBootPG-A - Edit Settings

Properties
) Load balancing
Security
Traffic shaping MNetwork failure detection

Teaming and fallover

Motify switches

Failback

Failover order

Cverride

Active adapters =
vmnic3

Standby adapters

Unused adapters

vmnich

-

Select active and standby adapiers

iISCSIZERIK

TEESXiEH¥ FRFISCSIZERIK « 555 FFIDER !
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1. EEAEEERPENETERE cE—TNEE -
2. EENISCSIEREEE F A% —T TlConfigure iISCSI (F&EiSCSI) |

vmware EsXi

~ [@ Host
Manage

Monitor

{51 Virtual Machines
= Storage
+£3 Networking
=8 vSwitcho
B vmki
B vmko

More networks...

Datastores | Adapters Devices

E configure iSCS| B Software iISCSI

Name

¥ vmhbal
¥ vmhbal
B vmhhbaz2
@& vmhha3
& vmhhad
B3 vmhbatd
¥ vmhbab

n vmhba64
Model

Driver

3 #&—T THEER T TmEsEaR -

68

Persistent Memaory

B Rescan | (G Refresh | 4} Actions

iG-S Softerare Adapter
iscsi_vmk



B3 configure iSCSI - vmhbat4

iSC3I enabled

b Name & alias

» CHAP authentication

b Mutual CHAP authentication

| Disabled '® Enabled

ign. 1992-01_com cisco:ucsA-01

Do notuse CHAP

Do not use CHAP

b Advanced seitings Click to expand
Network port bindings Mo port bindings
Static targets Add static target | Q Search
Target v | Address v | Port >
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign.1992-08.com.netapp:sn.e42fabb2d2e011e9a68d00a0987...  172.21.184.105 3260
Dynamic targets &3 Add dynamic target [ Q Search
Address ~ | ‘Port =7
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
Save configuration || Cancel
. . .
4. g AIP{itit TiSCSI_lifo1ay o
P — e . . . . . .
a. BEHITIPAHE MiSCSI_lifo1by ~ TiSCSI_lifo2ay #1 TSCSI_lifo2by o
) B BE
b. 37— T EFFAERE o
Dynamic targets &3 Add dynamic target (Q search )
Address ~ | Port A
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| Save configuration | | Cancel

CD &AL TENetAppEE _E#H{Tnetwork interface showds % « B{Z& & System Managerd
HINetwork Interfaceszi3

HREESXiE %

2% ~ $%3iSCSI LIF IP{izdlk o

EEREESXIFM « B TP

1. EERIEEERD - A Networking (48E&) 1 o
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2. 3EEYvSwitchO ©

vimware ESXi” root@17221181100 ~ | Hep ~ | (CEed

I Navigator £ vSwitchd
~ [g Host
Waiia 8 Adduplink # Editsetings | € Refresh | &} Actions
WMonitor i
- vSwitch
T Standard vSvitch
(51 Virtual Machines Bl | P"ﬂfgmps_ L
H Storage B Upinks 2
~@ Networking G
W ymk0 ~ vSwitch Details ~ vSwitch topology
W vinki MTU 9000
MGMT-Network e Physical adapters.
Forts 5086 (5065 available) a 4 S
= iscsiBootySwitch VLAN ID: 3437 B vmnicd , 10000 Mbps, Full
L Link discovery Listen / Cisco discovery protocol (CDP) ~ Virtual Machines (3) . W vmnic2 , 10000 Mbps, Full
Attached VMs 3 (3 active) {3 |Ometer-Vi-test1
MAC Address 00:50:58:8b:fcec
Beacon interval 1 B wamorsvsC
NIC teami i MAC Address 00:50:50:3b:85:ef
- yming polic:
g policy . {5 10meter-vM
Notify switches Yes MAC Address 00:50,56:66:22:0a
Policy Route based on IP hash

3. IEEVREERTE ©

4. FMTUZEZ9000 °

5. BB INIC Teaming (NICE¥4H) 1 - FEsBvmnic2FIvmnic4t9:RE A TActive (fEFH) 1 ~ MINIC Teaming
FMFailoverAIRIFIPH ZRE# "Route (B&H) 1 °

%ﬁqzﬁlﬁﬁlp#ﬁfﬁfizi = EFEAAEHEE (BEX-FAR) EFBREENSRC-DG-IP{E IETIE

@ REEMERRHRS - Kot EREARR S HREIERMB I EARPETRIRE o ﬂﬂ%m By
BFRARACiscoil iz F M1ERAIHEY LTI EIZIR 7 — ~ LUETEREHHHEEIZRBERTER
BREESXiEEBvmkerne EEEIBHET o

R E BB ¥4 IVMkernel NIC
BB TEEIZBREHATIVMKernel NIC ~ 3552 FEISES ©

1. EARIEEERP BB Networking (4888) |
2. QAR ARE—

vmware ESXi

I Navigator

|
~ [g Host | Port groups | Virtual switches
Manage
m— %3 Add port group

1 Virtual Machines Natoe 24 |1
EH storage €9 VM Network [
1_! Networking g Management Network 1

&8 ScsiBootv Switch €9 iScsiBootPG 1

v Switchi
More networks...
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- TEVM Network H32—TFBEAH ~ AREEREdt (4FEE)

- BRI EIRIR A o

° #VLAN IDEE% I ©

a. BEFBEEAm B AMGMT-Network ©
b. #A N<<mgmt_vlan—>1 EZAVLAN ID °

C. FEXE EEEHYvSwitchO ©
d. #%#—THF-

. BBE[VMkernel NIC (VMkernel NIC) J3EIEFE

“I= Navigator £ || £3 VM HostInfra-01 - Networking
= E Host Paort groups Virtual switches Physical NICs | VYMkemel NICs TCR/IP stacks
Manage
MGHiitar ¥l Add VMkernel NIC 7 B z=it | C Refresh |
{1 Virtual Machines [ 3 Rzt v | Portgroup ~ | TCPIP stack
E storage ﬁr'_';, [ K] g Management Network == Default TCPAP stack
| 2 Networking L1 T @ iScsiBootPG-A == Default TCPAP stack

6. EEEVHTIZVMkernel NIC o
a. BEHY MHmGERHEEE) o
b. R IEREHH AR B ANFS-Network o
C. #iA T<nfs_vlan_id>>'YEAVLAN ID o
d. EMTUEEZ9000 °
e. BB MIPV4sRTE] o
f. 3EHR TEBARAHAR) o
g- 7£ TAddress (firtit) 1 H#A l<<var_hosta_nfs_ip>>] ©
h. @A T [var_hosta_nfs mask]RRFAERES o
I #@—T &y o
7. BEILIEFELUEIIVMotion VMkernel#E Z1E o
8. JEEVHTIEVMkernel NIC o

a. JEEY EmgEiEegig) o

b. HiEE1R B¥ 4 e % ZvMotion ©

C. 7EVLAN IDREA T<<VMotion_vlan_id>>] o

d. FMTUEEZ9000 °

e. BB TIPV4RRTE] ©

f. BEEY TAPARARAS) o

g- £ TAddress (firfit) 1 AR#§A l<<var_hosta_vMotion ip>>) o
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h. g A T [var_hosta vMotioniEZE] A FAERIES o
I HEARTE TIPVAERTE)l Z1&¥EEX TvMotion] #ZEXF51R o

B8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NITL a0oo
IF wersion IPv4 only v
» |Pvd settings
Configuration ) DHCP '® Static
Address | 1722118563 |
Subnet mask |255.255.255.n |
TCPIIP stack Default TCP/P stack v
Serndces i ; y A - i
) vMotion | Provisioning [ Fault tolerance logging
L Management U Replication ! NFC replication
| Create || Cancel |

(D BHFZH AR EESXiA « SIETEREANNER FTERAVMware vSphere 38T X1
23 o MR FEEH N HERRAERFlexPod KmEEHFEX - AIIBFEALLINAE

BEE—EERNEFERE

F—EEHEHNERFEHRERVME Tinfra_datastore] BRFHE « UKRVMIRZBIER linfra_swap) BRMFR

[=]
oo ©

1. —TEEBHERPH Storage ((EFRME) 1 ~ A%E—T New Datastore (Hfif
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L
II- W = i - - o - = - - >
| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. EEY THENFSBRIGEHE, o

Select creation type

2 Provide NFS mount details

How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. 7 MRMUNFSHEEFMAER) EEPHATIENR !

° 278 . Tinfra_datastorfz/il &,

° NFSfalAR#S : “<<var_nodea_nfs_lif>>.'

° #E ! ‘/infra_datastore'

° BEEEZERBINFS 3 o
4. 17— T5epE) o WRIMATE TEEAT (Rl BHEHPER T °
5. EIEILTIERFLUHE Minfra_swap (EREZRME) "BEREHE :

° %% . Tlinba_swap]

° NFS{afR2s : “<<var_nodea_nfs_lif>>.'

° 3= [linforb_swap]
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° FETECEEEINFS 3 0

RENTP
EEAESXiTHBRTENTP « 552/ TS8R .

1 B—FAMEBERTE Manage (&) | o EEAESH ISystem (R 1 ~ ABEE—T MMme
& Date (FFfEIZZEHHA) |

2. ENFAREREFREHEIZE (BANTPEREIR) o
3. #EEY TLAEHEEREhI(Z1E) EANTPARFSEREERE! -
4. A T<<var_ntp >>] {EANTP{EARES ° ERILIERE ZENTPEARES ©

5. f— Ttz o
“Ii Navigator [ | @ VM-Host-Infra-01 - Manage
= Q Host | System Hardware Licensing Faclkages Services Securily & users
N Advanced settings / Editsettings | € Refresh | &% Actions
| Autostart .
{1 Virtual Machines @ Current date and time Monday, October 14, 2019, 08:50:27 UTC
L Swap
H storage NTP service status Running
= r Time & date
~ €3 Networking E}
B vk NTP servers 1.1054.17.20
| vk 2.1061.184.233
3.1061.184.234
v SwitchD
=8 iScsiBootvSwitch
More networks...
—_—— ke
BEVMIHUER B

ELESRIRHARBEVMIE I ERNEEER] o
1. H—TAEMEEERDN Manage () | o EAEKRPIE 24  REH—T TRy o

[ Navigator | [J uesesxia.cie.netapp.com - Manage
i - @ Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
i —= Autostart
{1 Virtual Machines 0 Erianicd Lz
— Swap
E Storage 3 x Datastore Mo
= ; Time & date
~ 3 Networking m
YSwilcho Host cache Yes
= iScsiBootvSwitch Local swap Yes
More networks...
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2. —TF TEERE o WERIFREEEDER Minfra_swap) °

J‘:T,{Q_E:!'rt_smp configuration

Enabled ® Yes L No
Datastore infra_swap =
Local swap enabled ® yoo i No
Host cache enabled 8 yee 0 No
Save || Cancel
A
3. m—TiE o

"F—% . VMware vCenter Server 6.7U2 L4525 o "

VMware vCenter Server 6.7U2Z4E12F

B TEFlexPod VMware vCenter Server 6.7{VMware Express#RE 24 ayz£4072
}%,_ o

@ VMware vCenter Server Appliance (VCSA) ZHVMware vCenter Expressigfit o FlexPod

T & VMware vCenter Servers5{#

EE T#HVMware vCenter Server Appliance (VCSA) -~ sA5eH F5IFER ¢

1. FEVCSA o EIBESXiE4RF « #—T lGet vCenter Server (E{§vCenterf@f2s) 1 Bl ~ BIRJZEU &
4L o

#EVMware#Bik FEVCSA °

HEPAS BRI 2 8EMicrosoft Windows vCenter Server ~ fBVMware 2 :&#ZBEFHVCSA ©
HEISOmER o

#|E Zvcsa-ui-installer > win328 &% o #mM T Tlinstaller.exel °

B—T T&E) o

B—T ' BEELEN I'F—2 -

N o o~ w0 DN
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e

Installer

vm

vCenter Server Appliance Installer [= | =

Install - Stage 1: Deploy appliance

End user license agreement

llowing license agreement

O

End user license agreement

VMWARE END USER LICENSE AGREEMENT -

ct deployment type
PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN

YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY C
THE VIDUAL

m

EVALUATION LICENSE. if

Saftware IS oniv_nermitfeda i

&1 accept the term

CANCEL ‘ BACK ‘ NEXT

8. N [POHT AMRBIEHIN (EAHMBEL o
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.

Instalier

3 Select deployment type

4 Appliance deployment target

5 Set up applance VM

6 Select deployment size

8 nfigure network settings
Read mplete je

vCenter Server Appliance Installer

Select deployment type

Select the deployment type you want to config

© vCenter Server with an Embedded Platform

ervices Controller

External Platform Services Controller

Deprecating soon

For more information on deployment types, refer to the

|- | o

vm Install - Stage 1: Deploy appliance

Appliance

Platform Services

Controller

vCenter
Server

Appliance

Platform Services
Controller

Appliance

vCenter
Server

CANCEL ‘ BACK ,| NEXT
)

() WERE  FlexPod thBINIT A RFRHIBLE - (FASIBIHS o

9. ERHFEHEBRD ~ WA

1R
o0

B EFZBESXiEHMIIPAILE ~ rootEFAE LB rootZHE o
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&3

Installer

vCenter Server Appliance Installer

L= 1o

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

6

Appliance deployment target

Set up appliance VM

Select de me ze
elect datastore

Configure network settings
Rea o complete stage 1

Appliance deployment target

ESXi host or vCenter Server 172.21181.100
name

HTTPS port 443

User name root
Password sssseasse

a
>

10. A VCSAMAVMEATE « Wi AZAMRVCSARrootZE « BRI EEREEVM o

78
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7] VCenter Server Appliance Installer [- =T

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM
Spe e VM set for the a arica s Ba det "

£nd user license agresme!

Select deployment type VM name FlexPod-VCSA, @
A ARpRe0LE o) et Setrootpassword 000 ssssssses
5 Setup appliance VM oRmrodimead s
6 Select deployme ze
7 Select datastore
8 Configure ne

Ready to compiete stage

CANCEL ‘ BACK i NEXT

N EERESTIRIGOVMBBIRE - F—TF -5
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3 vCenter Server Appliance Installer [ ==

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size
oductior
Select the de ent size enter Serve h an Embedded Platform Service e
2 End use ense agreement
elect deployme e For more infory eployment sizes, re e vSphere 6.7 docume
Deployment size Tiny
4 A ance de ment tarae
5 Setup appliance VM Storage size Default @
6 Select deployment size Resources required for different deployment sizes
7 celact datastore Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
Configure network settings
Small 4 16 340
9 Read e stag 24 525 400 4
Large 16 32 740

——
CANCEL BACK ‘ NEXT

12. #EEY Tinfra_datastore] BREKE o #—T F—%)
13. 7 TConfigure network settings (GREAELRTE) | BEPHEATIEHN « A% Next (F—%) 1 o
a. EEN MEEREIRANER) o
b. 8 AZ R VCSAKIFQDNERIP ©
C. BAEFEAMIPALL o
d. MAEFERNTARES o
e. BATERRE o
f. & ADNS{EIARES ©
14. 17 TEETERMEER1) Bt - MBCHANREERER o 2—T ST °
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3 VCenter Server Appliance Installer [=T=

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Configure network settings
tion
= o cNnsc a eemer 4 " )
3 Select Network MGMT-Network @
4 Applia nt IP version 1Pva
5 Se appliance VM IP assignment static
B Sze FODN FlexPod-VCSA cie netapp.com @
7 Select da e
) IP address 172.21.181.105
onfigure network settin
g gu WOk SSidngs Subnet mask or prefix length 2552552550 @
9 Read tage
N Default gateway 172.21.1811
DNS servers 10.61.184.251,10.61.184 252!
HTTP 80
HTTPS 443

CANCEL ‘ BACK NEXT

15. EBIARPBIEMEE 2l - MSIRBISER 100RE -
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v VCenter Server Appliance Installer (-

Installer

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

Deployment Details

Target ESXi host
VM name FlexPod-VCSA

Deployment type vCenter Server with an Embedded Platform Services Controller

Deployment size

© Select aeploy

@
T

Storage size Default

Select datastore

Datastore Detalls

Datastore, Disk mode nfra_swap (1). thin

9 Ready to complete stage 1 Network Details
Network MGMT-Network
IP settings Pva |, static
IP address 17221181105
System name FlexPad-VCSA cie netapp.co
Subnet mask or prefix length
Default gateway 172.21.181%
DNS servers 10.61.184 2511061184 252
HTTP Port

HTTPS Port 4432

VCSABHE LXK - ItiZFHE2E DB -

16. BEER15ER 18 ~ FHIR—AIFE - RRETEA ° #—T TContinue (448) 1 LABAYARSER24EAE -
17. 72 TE2MEERAS ) BELE 3% IF—%) o
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| Installer

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

nroduetion Introduction

_ _ vCenter Server Appliance installation overview
Appliance configuration
SSO configuration

Configure CEIP Q

Ready to complete

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

- B Tvar_ntP_id|'YEANTPEIARSSAIUE o SR LUERA ZENTP IPfLL o
. NRITEERvCenter Server=SaIHE (HA) -~ ST EEESSHEE ©
- RIESSOMBEIATE - MIEAMEIERHE - H—T T—%)
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Il Installer

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

mocadchen Create a new SSO domain
Appliance configuration Single Sign-On domain name vsphere.local

SSO configuration Single Sign-On user name administrator

Configure CEIP Single Sign-On password [r—

I Confirm password
Ready to complete

Join an existing SSO domain

CANCEL | BACK NEXT

(D)  ssissemumes RHREAREE NSpherelocal) MBEATER o

21. MBEFRE ~ F2MVMwareZE FREER S E  B— T F—H
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Installer

vim Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Configure CEIP

Join the VMware Customer Experience Improvement Program

Introduction
Appliance configuration

SSO configuration

VMware's Customer Experience Improvement Program (“CEIP") provides
Configure CEIP VMware with information that enables VMware to improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
Ready to complete products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information
does not personally identify any individual
Additional information regarding the data collected through CEIP and the

purposes for which it is used by VMware is set forth in the Trust & Assurance

Center at http./www.vmware.com/trustvmware/ceip.html

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at

any tme

Join the VMware's Customer Experience Improvement Program (CEIP)

22 IGHREME o ¥ —T [Finish (5TER) 1 BfEM MBack (E—%) | RIBRERTE ©
23. IR FHIR—AIAE - RREEEAERERSREFHFILTHRE  #F—T THEE) UEES -
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Warning

You will not be able 1o pause or stop the install from
completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

[EFREERTE THEEIT - EEELOIEMNRFR -
IR HIR—BIENE ~ 5 HEREMIN o
24. LR A1 BhE A RK7EEvCenter ServerfyiELE o

"F—F ! VMware vCenter Server 6.7U2 #] vSphere #E40AE o "

VMware vCenter Server 6.7U28lvSphere# £ 4048
EEHTEVMware vCenter Server 6.7F1vSphere#s £  FH5E NS ER

1. BI¥EZE Ihttps:/\<<FQDN] Z TP of vCenter>//vSphere-client/] ©

2. #—T TEk@hvSphere Client) o

3. LUERZE%Bmailto : Administrator @ vspehre.er[Z4AEIEE]|@ vsphere.localZE A ~ LR IEEVCSARE
R HAR S A BISSOZS ©

4. fEvCenterafB L1E—TBE AR « FA%BEE 'New Datacenter GRIZERIFL) |
S. AERATE - ABE—T THEL o
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#17vSphere® £

EEE1vSphereiE ~ 555 MNP ER ¢

1. EREINERFO ER—TBEAR « ZABEEE 'New Cluster (FTiE#E) 1 o

2. MAEERTE o
3. BERUIZEN 5 HRIARRFEDRFvSphere HA o
4 BT THEEl o

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location [ FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN ()

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow

TRESXiEHITEERE
EERESXIEHITIEERE « AT TIITER
1. EREHR—TBRRARE - REEITEEH -
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

se the same credentials for all host

VM-Host-infra-01 cie netapp com

S

2. BERESXiEMINEERE - AT TIILER .
a. B AEHAIIPELFQDN  —TF IF—%
b. & ArootfEFAERIBMEE - #—TF F—4
C. #—T 21 UVMware/R:E MR ZEZBHRBENU EHAVREE o
d #&—TF TEEE BEEmtn 'f—% o
e. H—ThrB+EIMR - AIRHEFTIE EvSphere 1 o
3. MMBEE -~ AINHETMRILDER
a. #—T Next (F—%) 1 UERAEEER o
b. #—TFVMUEBEEMELMNext (F—%) o
C. 1R TEFFTER) BE - A [ E—% ) BIBETEmMEE « 8N T °
4. #Cisco UCSEHBERFER1H12

() BEEEEMIZEIIEFePod ERFEMHAALE - BINARRILER o

TEESXiFE# 5% E coredump
EETEESXiF# & Ecoredump ~ :558R FHILER :

1. Z Ahttps : // "vCenter" IP : 5480/ ~ & Aroot{EAEAERTE « SAEEI ArootZHHE o
2. #%—"TF THRFE1 ~ FA%BEEEN 'VMware vSphere ESXBENURERS) ©
3. Bi#VMware vSphere ESXIBENURESSARTS ©
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https://172.21.181.105:5480/ui/services

&« C A Notsecure | 172.21.181.105

vm Appliance Management Mon 10-28-2019 06:51 AM UTC

summary START

Monitor Name

Access

Networking

Firewall /Mware vSphere Profile-Driven Storage Service
Time © VMware vSphere ESXi Dump Collector
Services
Update VMware vService Manager
Administration

Syslog

Backup VMware vCenter High Availabilit

4. (EFASSHEAREBIRIP ESXiE « BAroot/ERERERTE « FA%BE ArootZH o
S MITTHIE S

esxcli system coredump network set -i ip address of core dump collector
-v vmmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

6. MARZRBTE  FHIR 'EREERENnetdumpAARESIEEHITI AR o

() BEEMEMIZEHIEFePod EREEERG « ANERAMILRS -
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@ IEEREE A Tip_address of corefBENUKESS) RvCenter IP ©

"F— . NetApp EHHMAFTIZE 0.6 BEERF "

NetAppE#tH#EFEIER9.681EREF
A EIERPANetAppEREFEES (VSC) HIREREF ©

Z#tVirtual Storage Console 9.6
HEFRABREEREEIL (OVF) ZBEBRZLEEVSC 9.68E « FBIE NP -

1. #ZEvSphere Web Client >F 2 E>ZFZOVFEZA o
2. BIBZENWNetAppZ IBAIE T EHAIVSC OVFHEZ o

Deploy OVF Template

1 Select an OVF template Select an OVF template
2 Sslect a name and foider

Select an OVF tempiate from remote URL or local file system

om the Internet, or b

€

1 |l Desktop »

Organize v New folder
3 i Al ] unified-virtual-appliance-for-vsc-v
W Favorites = p-s12-9.6-4209-20190812_0930 (2)....
B Desktop | OvAFile *
# Downloads -
% Recent places 4 VMware-Tools-core-10.3.2-9925305
i

o one b Z 0 Warriner TartRad

File name: ‘un\hed—mrlual—apptian(e'!er'vsv v‘ | Al Files v]

3. MAVMATE « ARENBHENERROHERK  #F—TF —F)
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Deploy OVF Template

+ 1Select an OVF template Select a name and folder

"4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource

Virtual machine name: FlexPod-VSC

+ 4 Review details

5 License agreements

+ 6 Select storage Select a location for the virtual machine.
7 Select networks v @ warriorsvcsa.cie netapp.com
8 Customize template > [R FlexPod-Datacenter

4. ZEEVFlexPodBEESXIFEE ~ A% Next (F—%) 1 o

O. IRBIFFHAER ~ AR Next (F—2) |

Deploy OVF Template

e}

+ 1Select an OVF template Review details

« 2 Select a name and foider Verify the template details.

+ 3 Select a compute resource

4 Review details

5 License agreements Publisher
| st
6 Select storage Product
7 Select networks
8 Customize template o
9 Ready to complete Vendor
Description

Download size

Size on disk

No certificate present

Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
See appliance for version

NetApp Inc

Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual
appliance for NetApp storage systems. For more information or support
please visit http://www netapp.com/

1.0 GB

2.1 GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. #%—T TAccept (1) | BB  AEHE Next (F—5)
7. ISR E SRR R —ENFSERVEIE o T M%)
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+ 4 Review details

7 Select networks

8. ##t T'Select Networks

92

+ 2 Select a name and folder

9 Ready to complete

Deploy OVF Template

+ 1Select an OVF template Select storage

+ 3 Select a compute resource

+ 5 License agreements

Select virtual disk format
6 Select storage

8 Customize template Name

Select the storage for the configuration and disk files

Thin Provision

VM Storage Policy: Datastore Default v
Capacity Provisioned Free TyE
=] infra_datastore 75 GB 360 KB 75GB NF «
CJ Infra_datastorel 475 GB 6399 GB 27686 GB NF
3:1 Infra_swap (1) 100 GB 498 GB 9502 GB NF
L] P
Compatibility
v Compatibility checks succeeded
CANCEL

CEEERR) | PEZBRBMAER « A% Next (F—H) 1




9. 17 g

¥

Deploy OVF Template

v
v
v
v
v
v

7 Select networks

[e}

1 Select an OVF template

2 Select a name and folder
3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

8 Customize template

9 Ready to complete

sTEEAS) B~ BIAVSCEIEREZHN « vCenterafBal Pt « MUK E1th4Af

Select networks
Select a destination network for each source network

Source Network ) Destination Network

nat MGMT-Network

IP Allocation Settings
IP allocation Static - Manual

IP protocol IPva

1items

CANCE

>

E=
G

)

[

(oo

FHER AR TF—
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10.
1.
12.

94

Deploy OVF Template

1 Select an OVF template
3 P vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource Specify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks

Specify the HTTPS port of an existing vCenter to register to
'd 8 Customize template

9 Ready to complete 443

Username ()
Specify the username of an existing vCenter to register to

administrator@vsphere.lot

Password (%)

Specify the password of an existing vCenter to register to

Password

Confirm Password sassnsany

- Network Properties 8 settings
Host Name

Specify the hostname for the appliance. (Leave blank if DHCP is desired) x:

CANCEL BACK NEXT

IRRIEARVARRESEAME R ~ SA%%IZ—T TFinish (58RK) 1 LUSERINetApp-VSC VMEYERE o
BEXNetApp-VSC VML BIERVMEIZA o

7ENetApp-VSC VMBIHIZFHAR ~ (B E E 2 LEEVMware ToolsHIIRT ° fitvCenteriEHINetApp-VSC VM >
Guest OS > Install VMware Tools °




13.

14.

Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait...
UMware Tools OUF uvCenter configuration not found.
UMuware Tools OUF uvCenter configuration not found.
Ufware Tools OUF vCenter configuration not found.
UMuare Tools installation
Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0S5 > Install UMware Tools.

OR

Click on "Install UHware Tools" pop-up box on the uSphere UWeb Client.

Follow the prompts provided by the UHuware Tools wizard.

Once you click on mount, the installation process will automatically continue.

HAERABREFIVCenterE R E B EOVFE A B 5 THAR R 1K © FEILE ~ 7ENetApp-VSC VM#{TZ1& ~ VSC
» vSphere API for Storage Aware (VASA) #IVMware Storage Replication Adapter (SRA) &1EvCenter

s o
FHvCenter Client ~ ZREBEFHEA o TEEINFERF « FERE L EENetApp VSC ©
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/\\ There are expired or expirin

vmm vSphere Client

= I | T DC | aciows

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi

a

v [ Warriors-DC Hosts and Clusters

josts
- Warriors-Cluster

1 VMs and Templates birtual Machines
StO'age el 4 4+ A Jlusters
detworks
¥ Networking )atastores
@ Content Libraries
&5 Global Inventory Lists

[® Policies and Profiles
ZA Auto Deploy
<|> Developer Center

(®) vRealize Operat

ons

P Vvirtual Storage Console

& Administration

S Update Manager

& Tags & Custom Attributes s Compliance

Precheck Remediation State

TH I ZEENetApp NFS VAAISMEHTZT
EETH I Z5ENetApp NFS VAAISMIMER, ~ B52 THIFER
1. FEHBEARVMwarefINetApp NFSHMHFIZT(1.1.2 o viDHEZEE « W EFEE AL IS e TR T4 o
2. FEHIEAMVMware VAAIFINetApp NFSHMIMES, :
a. BifE "HEETEHER" -
b. [ FHEINIZ— TEARVMware VAAIRINetApp NFSHMIMET o
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

C. fEvSphere WebA R EEZ @Y  EEUERFEEEES

d. £ TVirtual Storage Console]

VAAITE) T - E#Z [Select FileJ

gl

vm vSphere Client

(EH#FEES) > MSettings)
(EEESR) WREBERHTF THIMMERRIME « BIRT_EENFSHM

(327E) > TNFS VAAI Tools1 (NFS

Virtual Storage Console
& overview
a Storage Systems
& Storage Capability Profiles
@, Storage Mapping
[
~ Reports
Datasiore Report
Virtual Machine Report
VVol Datastore Report

VVol Virtual Machine Report

3. #—T T L&)

Settings
Administrative Settings

NFS Plug-in for VMWare VAAI

Unified Appliance Settings

vCenter server w

NFS VAAI Tools

The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!

execute various primitives on files stored on NetApp storage systems. You can install the plug-in on a host using VSC. You can download NFS

site

Existing version: 1.1.2-3  CHANGE

Upload NFS plug-in for VMware VAAI

Note: Before you install NFS plug-in for V|

Install on ESXi Hosts

Select the compatible hosts on which

Name
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= OpenOffice 4.1.1 (en-US)
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1§ Downloads
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VIB File E
= 380KE =
P
File name: | NetAppNasPluginyib v| [wsFie v
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Host Profile

Time Configuration
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1. R EEMmERvCenter > T BEEE o SHTRESEESXiT « B— T BEAHE « JA%BER NetApp VSC) >
I'Set Recommended Values ((8EEiEE) 1 o

vm vSphere Client

i

g8 9 [ 17/2.21.181100 | acTmions~

v [ warriorsvesa cienetapp.com Summary Monitor Configure Permissions

v [Eg Warriors-DC 0
4 Actions - 172 21181100
o Warriors-Cluster - m Distributed Switches

[& 17221181100 1 New Virtual Machine...
[@ 172.21181.107
p Iometer-VM
5§ IOmeter-VM-teg '@

i Deploy OVF Template..
"

MGMT-Metwork
(8 lometer-VM-tes) &g

oo
(R Iometer-VM-tes
& warriorsvcsa Maintenance Mode >
(¥ warriorsV/sc Connection »
Power [
Certificates [
Storages 3

3 Add Networking...
Host Profiles L

Export System Logs..

Bl Assign License.
Settings

Move To.,

Tags & Custom Attributes > Host Manitoring

Remave from ||".\~,'ent|_-|r}.' Install NFS F".ug-ir‘. for WMware VAAI

Add Permission.. Update Host and Storage Data

Alarms [ Setl Recommendead Values
Update Manager > Mount Datastores
Recent Tasks alarms | W Netapp VSC e Provision Datastore
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Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage sysiems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the

subseguent successful storage system discovery,.
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

- ARCEERIERRE - AR THRLCEEERE - MRERVERIERE  F58WA Tny o

Would you like to edit the configuration? (yes/no) [n]: n

- FERAR AR EERIERRITINLHE - RE ~ F#wA Tyl o

Use this configuration and save it? (yes/no) [y]: Enter

. #Cisco Nexus3Xia23BEE LI F
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CINRIENTE EERIRBEMZINEZABPDU « LEINAEERAAEIZIE o

EAEREET ( Teonfigts ) A~ MITTF8E< ~ 7£Cisco Nexus3ZTHagRAMI A28 B L 52 T TR AR FE 6188 IE
BIETARIEFIBARIABPDUNE ¢

spanning-tree port type network default
spanning-tree port type edge bpduguard default
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EZEVLAN

EREEBNEVLANEYEREZIE Z Bl ~ AR EERF2EVLAN © siVLAN T Z—ERIFAYIS
A~ B RERETRREIRE -

EAHREARTL ( Teonfigty ) A7 ~ MIT FAIER < IRE FMERPACIsco Nexus A AMI TR 2B ERYSE2/EVLAN !

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

B EFIA SR EZIRRA
MEBF2UEVLANIERLE—1% « REFIBNTENRAA N ETERECEMEHE o
EEEHEINVAERET ( Tconfigts ) &~ i AFlexPod THERNEEBIZHIRRA !

Cisco Nexus3ZHi23A
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

Cisco Nexus3Zia2sB

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server-A: MLOM port 0

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-link 3172P-B 1/26

AFF A220-A e(OM

UCS Server A: CIMC

AFF A220-A e0d

AFF A220-B e0d

UCS-Server-A: MLOM port 1

UCS-Server-B: MLOM port 1

vPC peer-link 3172P-A 1/25

vPC peer-link 3172P-A 1/26

AFF A220-B e0M

UCS Server B: CIMC

REFRBAFFEERE T

fARSNFRERENEERNERESE REMRE—VLAN - It -

R EEVLAN ~ TR AERRRA S E REDGE °

A 2T TEE IR

nea

ax AE

PIFRUERIE o

BRI ( Teonfigts ) # ~ AT < KRR EMMBHFFRBENEENTEERERTE :
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Cisco Nexus3ZHi23A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus3Zii23B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

HITERERIRBE AR

[EEEIZIREE (VPC) FIEEREIZEMETRFCisco NexusHARMEL « BT AEIEEEF - ARENE—
TEIFIBEE o %’:ﬂil £ B R LIRSS « ARSI S E I Eth4ERgEE % o VPCRI{ZHE2EB L ERRIK ;B INSE
- EEEZBEBAZETTERS « UREEERREHNERT  BTEaHTERE - %’*‘JH:,L_L{%?& °

VPCEA THIEE :

* BE-REEME LFREZ FERERREE
* HERESEEAEIK B R E T RAVE IR
* EHEEERE
* EAFEA AN EITIRR
* EEAENERENERRERERS
* RMEEERINER
* HERHE R RAE

vPC%ﬁE%ET‘ﬁﬁ@Cisco Nexusi s 2 BIEIT—EAIGRTE ~ 7 SElE BEE o MMRFEA R IREZBImmgmtoZR
AEFEATE TR ~ XERpingZRERFE EMEE A LGB [switch_ A/B_mgmt0_ip_addrVRFEIEds

7’

[o}

<> &

E4RRERETL ( Teonfigty ) A~ BIT TR < KRR EMERRIREFHIVPCRIFARRE :

Cisco Nexus3Zia2sA
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vpc domain 1

role priority 10

peer—-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-1link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus3Zia2sB
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

RERFERIER

NetAppl#TFIEHI2s B IREEE SIEFIEMEIFE (LACP) ~ TEEFEMER - RIFFEHALACP ~ AAEEER
SR 2 MG ST MICER AL AN EHEVPCRE « FILEE A AR R EEREERIIL T EHER -
HUDTRERERINGS - SEIEHIZREAMEEE AIEGESERIRES - 7B - EUEEGEEEFE—EvPCH T EE
#8 (IFGRP) B9—&R% o

RAAREIETS ( Teonfigty ) ~ EEMERRSS ERIT TGS ~ LEREMRITE ~ UKEEENetApp AFF Ef23%
Hl SRV EEE T E S A ERIRBEAR o

1. FEREBRAMATIARB ERITTIE < « URERFIEH SSANERHREE :
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs_ vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. TETABATSIARB EMIT FIIE < « UREMFEH SIBRERIREE

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

FEARIAT IR « A T 0000BIMTU « 7538 « RERARAER - CTNRTHE
() HMTUfE - BiEFlexPod BERRAS RPREAFMIMTUME o 7ot BMMTURERIE
- BEERHORER  MELHOOTRER ©

/

B ERRIES

Cisco UCSfAfREE B &8 E thE+V|c1387 AT ARBERE - URERISCSIERBIESXIfEERAT ° BLEMN
EREARILRIETE « BB —FELIIMNIZEIMERE - BELEE DTS BRI « BMERITHAZME ﬂ
HE%%&E‘EHE?TIEI% «E °

AR ( Teonfigts ) H ~ MITFIS SRR EEZESERRSEZNMENERBRE °
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Cisco Nexus3Zi#223A : Cisco UCSTrIR2S AL Cisco UCS{alfR2sBARAE

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

cCopy run start

Cisco Nexus3Zi#223B : Cisco UCSTrliR25 AL Cisco UCS{alfR2sBARAE

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

TEAERRT FERE T ~ 2 79000MIMTU » i ~ IRIFEAREINER « LRAILREBEERIMTUE  FHdh
fEFlexPod ZEZR A ZEPREMBHIMTUE © It ZBRIMTUABREARIERR « SERHEEIER  ALEE
BRERELEHE - EEREMRS FOVEIENEE -

HEFEBIMEEMCisco UCSRIARZZIRIBTTARFRF 2 ~ SBEAIMERARSAA R IARATBRI RS EIZIB IR
TR

HITEEEIRANERERIE

R AR ERZEME « BEIES AMINAERT AR L1Ti#FlexPod FIE(EIRIE - MIREFEEIRARICisco
NexusiRiR + NetAppiEE{ERVPCHEFlexPod B R EXIRIEAHHICisco Nexus 3172PAZ s E1THE RS EEMRZS
1 o F1THEIRPIAE R 10GhEE LB MR R T ZEM10GbE L 1THERR « 52 1GbEEMZEM R EM1GE (BB

FE) o LMEFAAREIL ETHRERVPCERAIRIR o STAERRER « AHUIITERNTHRE « iSAERH
FHESERREL -

"F—% ! NetApplEEFEHERERF (F18859) "
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NetAppfEEIERER (F1559)
ZAEzRBENetApp AFF FINetAppf#iR 5 Z#EFSPEILTF ©

NetAppfETFIEHI2R AFF2xx R 7% 5
NetApp Hardware Universe

NetApp Hardware Universe 7R 5%E (HWU) FEREREX AT EONTAP AR A RS2 1B ERe MRS T
o SIRHONTAP BRI ENFIENetAppEFERENAERE o ERFtIRETHRABMERRE o

FESTONTAP (SRR EfE AR EEE T RS SR ST H LRIk AT

1. FE "HWU" FERENMUIRIR RR4ERETSR © #—T lControllers (1%I88) 1 ZR5I1RHE « HHRONTAP R[E
RRZSRY )~ DURFFSEFERREINetAppfEfFs 2 ERIERE -

2. HE  BERRBEFRBLEETG BT THERFEERGE -

PEHISRAFF2XX R 5 ST R &4

EERBRBERFNERUE « 552 FNetApp Hardware Universe R % o SA2R TS | ENEKR X
RIVEIRAR « IR ABEIRIBER

ETFEEHI23
AEEPIERISRNERRIERER "VA220SFAFF" o
NetApp ONTAP E529.4

MERETER

HITREIS T ZA « FATTHEMRFMARBR IR « ARIIFRAERHE " (R ZiEiErm)
ONTAP" o

(D) HASENSHEECRSERARRTE -

TRETRONTAP 7T AR EMAREAEH -

EEFEEN EEFEERHE

EEEELA 1P <<var_nodea_mgmt_ip>>
EEMARERES <<var_nodea_mgmt_mask>>

= ERRARE <<var_nodea_mgmt_gateway>>
EREEIRLARTE <<var_nodeA>>

R EEEIREB IPizt <<var_nodeB_mgmt_ip>>

= EMEBEIES <<var_nodeB_mgmt_mask>>
BEMEBRE <<var_nodeB_mgmt_gateway>>
REMRBRTE <<var_nodeB>>
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EEHAER

HEIZONTAP

EELTE

HEEER P

EEBRE

EEBAIIES

et

DNSfEAREFIP (=] A% A 21E)
NTP{EIARESIP (f&RTIAERIA Z1E)

EERTEMRA « BT TP

1.3
&

=EFEERE

<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermmgmt_ip>>
<<var_clustermmgmt_gateway>>
<<var_clustermmgmt_mask>>
<<var_domain_name>>
<<var_DNs_server_ip>>

<<var_ntP_server_ip>>

Starting AUTOBOOT press Ctrl-C to abort..

2. REFRGHE o

autoboot

3. ¥%Ctrl-CEA THIHE) ThEEsR o

2 ATFARTIESEREER - (TEZEEFLoader-AlRT « B « IRFEEFERARENEMFMEEE « 7
LT RBE#Ctrl-C3R h BEIFKIERE :

UNSRONTAP REXEIRRZASBVERES ~ SRAEEHNIT 5P BRALZEEINENE - WIRONTAP IETERIEHAREAZ ThR
9.4, ~ FHEEURIESHYAEHBIMLETE, o 15E « BEHITT 14 -

EBRRENWEE  SFEDER 17, o
WA Tyl BITHER

EEY TeOM) {ERICE THRIMERIERE o
A Ty) IEVERBH o

© N o o

EE BRI ERAcOMBIPAIIL « MERESHTARFE °

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

9. & AEERRERIURL ©

() iwebBRIEHBAPIng -
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10.
1.
12.

13.
14.
15.
16.

<<var url boot software>>

HEnterfA AFRE LT RNRBEFEHRELRE

A Tyl BHZENERELATERE « LURERESHEIEER -

A Ty EFEENETES o

ZEEFEEEEF - R CIAETHITBIOSHINEFHIRIEEFA 4R « EXREHFE - WTELoader-AlRmR FMELER]
AE o TR BASLEENE - %%‘Jﬁ%@ﬁﬁ&ﬁti&er o

HCtrl-CHEA THEH% ) IhEER o

BRIEEIE (4 LUETT TEZ/F4RRR) 0 THIWR1CRRBHERE) -

A Tyl ISHEEERT « R4 - AETEMPIERRL °

A Ty USRI EMFREER o

HRAggregateBIFI4A1 bfﬁiL_L—Jﬁ'éﬁgwﬁfguJ:ﬁ'ﬁE?Eﬁi RIS B ENEETE o 1481652

%~ RERAGEMFMN - 51T - SSDIACFARREARIRHELE o SR UITEENREABVBAIR SR SRR IEETT
ENFABAERE o

7. ERBEAIETEHIMAICR « SERHYAR E BIRLB

%&-

EEIRLB

EERTEHRB « BT TP

© N o g
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- ERERTERAREEGERE o TRZEETLoader-AlRT ° B ~ MIRREEFRRENEMBEILCEE - 57T

BIUTHERZCr-CR Y BENRIRE :

Starting AUTOBOOT press Ctrl-C to abort..

FCtr-CEA THAM) IheEx

autoboot

HIRIEREF « 55#%Ctrl-C o

YNERONTAP RESENhRZASHVERAS « SEHEAEIIT 7D BRIAZEEHTERES o UISRONTAP IETERIERYRRA Thiz
789.4] \%ﬁ%ﬂ%ﬁ%ﬂyﬁé%&ﬁ*& %4 o 15E ~ BERITE R4 0

EEREMIGL © SHEEURIAT

WA Tyl BITHER

EE TeOM) ERICE THBIMERIERIE o

WA Tys MZEVERBAH o

EZ BN ERAOMAYIPALL « FRRIESTARREFE



10.
1.
12.

13.
14.
15.
16.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

BALEIZREEAIURL ©

(D) HWeb@AREABAPing -
<<var_url boot software>>

HEnterfa AFRE LB RNREFEHRERRE

A Tyl BHRENRIERATERE « L BESHILER -

A Ty EFENENETES o

ZEEFENEEEF « R RIAETHITBIOSHINEEHIEIREF 4R ~ B EHFIE - WTELoader-AlRR FMELER]
AE o R BHEFLEHE - R IAESRBELLIER o

HCtrl-CEA TR IhsEx o

EVEIBAETT 8234008 0 T¥IWA1CRRBHRE) o

A Tyl REHIEERES « B0  REREHNIERERS o

A Ty LUBHRIRE ERFREER o

HRAggregateRI#14a{C 2R I P]AEFR 2907 B L7 BETERY ~ fRFTEZRIHERHENBEMIE - F1181E5Th
% RRERARGENRHE - 5HEE  SSDYAICFARREAIEHEE

BN R ABRENI R A AE RS

WERERTIERSRA (FIRA) TEQERBNIESEBERERN « JITHMREE<E - EF—REMEL
ERENEF « ONTAP S HIIRILIS <SS -

1.

@ RN EREZFONTAP EBEHIBIETIRALE - REREREREANRERETHNF—

EIEHES ~ MSystem ManagerBI IR sREHELE o

KBS AR E BIREA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

2. B EEEE A EAYIPAIIL

AU EACLIFITEERTE o <X H:RBEEANetApp System Managers | B :8 EHIEERTE o

3. H— TS5 EXRTELURTEE °
4. A T1 [var clustername/{fEAEERTE ~ BA 1 [var nodeAll - ABHEEER TN SEE 2L
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MNettpp OnCommand System Manager

= Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlad mation requaed befow o canfiger e your oester

Cluster Malwerk Suppbr Salirry Ty

Cluster Name |

Modes

ﬂ Mot sure all nodes have been discovered? Refrash

FhIZES RSO0 FhIZESD RSO0
HA AL
Cluster Configuration: Switched Cluster Switchlesss Cluster

@ Us=mame admin

Password | |

Canfirm Password | |

Cluster Base License [Opgional) | |
| |

“ For any o ueries related to licenses, contact My sSUppOrt.netapp. com

Feature Licenzes [(Opronal) ¢

ﬂ Chuster Base License is mandatory to add Feature Licenses

AT BT A EE « NFSHIISCSIRIINBEIRIE o
- EEEI—AREAE  FHEERURE © ILRENESRIRERSERE o ILIZFEE L&D EIIRR o
a. BUMEEER MIP{ihtEsE ) 18 o

b. #£ TCluster Management IP Address (EEBIBIPHML) | AP A T
<<var_clustermmgmt_ip>>] £ Netmask (F4ERES) | WO
A T<<var_mgmt_clustergateway>>] - iiff Gateway (&) J HE{IPE
A T<<var_mgmt_clustergateway>>1 o {#F... X Port (E#ZR) 1 MY Select (ZEELEF
) 1~ LUEHEIREARIeOM

Cc. EiFLARERRLEIRIPEIEA o IERIEBHEA <<var_nodea_mgmt_ip>>
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d. Z£DNS Domain Name (DNS#Fifi##) HAIH#IA 1 o 7EDNS Server IP Address (DNS{aElAR2sIP1iL
i) #RMIAPEIA <<var_DNs_server_ip>>] ©

AT LU A Z{EDNSEIARESIPALAE o
e. EENTPAARSHMAIFEA <<var_ntP_server_ip>>] o
TR XM ABERBINTPEARSS o
8. REZEEM °
a. MNREHIRIRFEEProxy7 SEfZEXAutoSupport IHEE ~ F5TEProxy URLH# AURL ©
b. BIAEHERAISMTPER 4 =M1 E F IR o

TWEDRRFRESMHBENTG A 7 olEET - EAILUEEERSE -
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NetApp OnCommand System Manager

‘ == Getting Started ‘

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emnaill Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

0. ERTEREMERCTHRF « FiE—TEEREURERERRE
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T ER R B s L AVAHRE

)y

SR ETTAE ~ MR UEERTE

C

ERZPRA AR
EEREEPNFIEHREEERS - FRT MIS< !

disk zerospares

BERNBUTA2EIZIBIFMSRTE

1. #97 Tucadmin show, @< 2REE:E BRTRIENA B AT

AFF A220::> ucadmin show

Current Current

Node Adapter Mode Type Mode
AFF A220 A Oc fc target -
AFF A220 A 0od fc target -
AFF A220 A Oe fc target -
AFF A220 A 0f fc target -
AFF A220 B Oc fc target -
AFF A220 B 0d fc target -
AFF A220 B Oe fc target -
AFF A220 B 0f fc target -

8 entries were displayed.

2. BB EAPEIEN B AR Tenay ~ BEAEE

BIBFMRTE -

EF=E -

AIRYEIZIBEREY o

BIRES larget]

Pending Pending

Type

o YNRRAE

Admin
Status

online
online
online
online
online
online
online

online

HER TR TS

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna -type target

BIZIBARR T SERIT E— B < - SECERIBRR -

AT TS !

‘network fcp adapter modify -node <home node of the port> -adapter <port

name> -state down'

() mmcesTEmeEERE - AX
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EiaaEEESE T (LIF)
EESHMAEEEME - AR TP ¢

1. EETRBERINEIELIFATE -

network interface show -vserver <<clustername>>

2. BB EETELF

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt

3. EFffPAENEEBEIELIF o

network interface rename -vserver <<clustername>> -1lif
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

REREEENEHER
AREEENELRE TBFEE 28 -

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-
revert true

R E RS RIS AEER Y
EEABEHR ENARFSEIRSEISIRFFRRIPvEILL « SFHIT FIIE< !

system service-processor network modify —node <<var nodeA>> -address
—-family IPv4 —-enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address
—-family IPv4 -enable true -dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

() msmmssip( RS B R IP A FMARIH T 4884 «

EONTAP A EERIER TR #ERIERH
FERIERARERERE  FEAHBREIHPNT TGS
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- R R R IR EANIARE o

storage failover show

wEmawme ow Ty~ T~ T SRRARESIRITIRE - IREEFFTUHITIRE « SARIEP RS -

- TEMEERE . — LR AR R o

storage failover modify -node <<var nodeA>> -enabled true

TE—HR LA EREINE « RS ERERENIT

3. EnsE AR EEATHARRE o
I B ERR EAMEN LR =E

cluster ha show

4 MRERESTRHE « FRIEFSHR6 - IREXRESTHE - CEERLGTREITIAR ¢

High Availability Configured: true

5. {$5WEMEERAHARS ©
() s#msteAEmENEBRNEENTIHS « BATTERSHBHNE -

cluster ha modify -configured true

Do you want to continue? {yln}: vy

6. ST E EHERE « WARFEERS EB AP

storage failover hwassist show
lKeeping Alive Status : $&52 : Not receive hwassist Keeping Alive alerts from Partner ({R15EEikEE : §5
2 L RINEISEBHRIHWassist KeepiveER) 1| sHERTAKRREERBEE) 1T FIIGmTUR Eﬁﬁﬂaﬁﬁ

Bfy o
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

TEONTAP ZIREERE L E RERMTURERERE
AERIUMTUZR0008VE R ERBARL « SBRIT THI@m< !
broadcast-domain create -broadcast-domain Infra NFS -mtu 9000

broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

AR EREER IR E R E R

10GhEEFHEIZIEAINISCSINFSIAE ~ ELEERIBERTARMIRPRIR - TEAEZReOefe0f « ERETAR
R

AENEREESIRERR  FRIT e !
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e(0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

ERAUTA2EIZIR FRRIZIEH

HEREINRENFIAUTAERIR | « FRFEEHENetAppHNREBFHHE - ERFERMZESR] « FAT
THlan< -
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

TZONTAP RZHEMIRIEH R EIFGRP LACP
N mEHEREEMEU LN KA T EN—ESZIELACPHIRES ° XIS REIERE ©
EEERTFITH ~ ST TYITER o
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ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

HERFONTAP BRI IEIFIERE

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

AFF A220::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yl|n}:

Yy

AFF A220::> network port modify -node node B -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yl|n}:

TEONTAP A ERIRIEPEIIVLAN

y

BETEONTAP RZIRMIFR FEILVLAN ~ 5B5Eh FHITER -

1. ZBIINFS VLANFEIZIE ~ Wi H i

ERREEBESE -

network port vlan create —node <<var nodeA>> -vlan-name aOa-

<<var nfs vlan id>>

network port vlan create —-node <<var nodeB>> -vlan-name alOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. #I7ISCSI VLANEHHE « Wi HfE EE R E A

AERABEREZ (BEMTUA9 ~ 0001iI7c4E) -~ FBIEEEShellT &
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. BIIBIRVLANEIEIR o

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

fEONTAP INEEAREMIRIEHEITE SRS

B EREEERAggregate B TEONTAP HITHREAR IR EIRFFIENL © #E17 HthAggregate ~ 55¥
EfiAggregate2 8 - BEEHPEVESENE - UREFES E’Jﬁzzﬁf%%lﬁ o

HEEIIAggregate ~ FFHITFIIGHS ¢
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

FARAEPFREE D@ CERNRANEER) (FRAEERER - RERBWERERBHGREENNNELER—
EFTRIARRI o

RRERRFES « ERIUERERIMETRER « BHERTEEESE

TEHIRZURESTTR Z Al ~ AR ESE c $1T laggr show) STUBTESEILME -
7£ Taggr1'_'nodeA'] LARZ A ~ :EMAELRE ©
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7EONTAP H:ZER&E

FEXRERBERDLRTEEE LHRE « FRIT NG <

timezone <<var timezone>>

() PoxEsmoRER EEAAG) - BEBARELES RTHEREETREE -
7EONTAP SUREH % ESNMP
EERESNVP SRR FHISH -

1. 8 SNMP%ZlKﬁuﬂ PN EFEAEA o TEERA0 « WEMERTASNMPHY TREEUE M TRE
#%ﬁﬁgm B o

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on
2. RESNMPRFEUEXEEiHEH o

snmp traphost add <<var snmp server fqgdn>>
TEONTAP IASER RIS T ESNMPV1
EERTESNMPVI SR EMBAT BN AR AN T2

snmp community add ro <<var snmp community>>

@ %é%%‘l‘ﬁﬁ% MEERMIFENMPLEY) 83 < - IRHMEIEEMREAME TS kS ERRELF

TEONTAP IhEERIIRYIEN TR EV3
VIEREERKREERELTHE - HEREVS * ATl FIIDER !

1. 3117 TL&Msnmpusers'] % UIERSIEID o
2. #3747 shnmpv3user"MIfERAZE ©
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security login create -username snmpv3user -authmethod usm -application
snmp

3. MAEEERAISIZID « ARIER 'md5) (FREREERIGE
4. HIRRTE « FRAREERRENR\VREASEFTTHIZS
o BE ldes) (FRRAMEFRE

6. HIFRTE « AaRLEERITGERA/\EBF TR NREZ

7£AutoSupport T IERHNER FTREZIZEHTTPS ONTAP
NetApp AutoSupport FER AT A EFEBHTTPSHRZIRREBHFiX ENetApp ° EEZEAuUtoSupport FFAE
PTG

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> —-transport https -support enable -noteto
<<var_ storage admin email>>

B fETF RS AR
AEEVERRERTERKE (SYM) ~ FRm DR -

1. #8177 Tvserver create] % °

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. &kl Aggregatedii ENetApp VSCHIEFEZL#EVM AggregateiBEE o

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. RESVMABBFRRERBEEFERIGE « B TNFSHISCSI ©

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. TEERIAESVM SVMA R T MITNFSEETRTE

‘nfs create -vserver Infra-SVM -udp disabled®

5. BHEANetApp NFS VAAISMIIZAY TVM vStoragel L - sA1% ~ FEEINFSERETTH ©
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‘vserver nfs modify -vserver Infra-SVM -vstorage enabled®
"vserver nfs show °

()  ®eeumsdinm Never BRIBRS - EAMHFEILSAEARRS -

7ZONTAP SUREA:ZENFSV3

TR HTE UL AP R E R -

SHAEE R S RHE
ESXiZEENFS IPfizilt <<var_esxi_Hosta_nfs_ip>>
ESXiF 1B NFS IP{iilt <<var_esxi_hostb_nfs_ip>>

EEESVMLERENFS ~ SFHIT &< -
1. EFEREDL R PRSEESXiTHETIRA

2. PRI HSEESXiEH « #5KREA - SETHEHE B CHRAIRS| - F—EPESXiEHBIRANERSIR1 -
5 EBESXiEEBIARAIZS |52 « fRILERHE o

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. #EE HRAE KA EFRZ2ESVMIR Volume ©

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D R IEEIE1ER EvSphere 2 B ZEEEHRE! ~ NetApp VSCE BEGRIEEH/RA - IRKZE
8t BIAZBETERRIE EfthCisco UCS C& 5 {EARs R E I B 1R BFRE] o

ZONTAP RZIEMIRIEHZE7iSCSIIRTS
EEREIISCSIIRFS « sATeH TP 8 ¢

1. TESVM_LEEILISCSIART © b < th & RENSCSIART ~ WL ESVMAIISCSI IQN ° FEFRISCSIERIE ©
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iscsi create -vserver Infra-SVM

iscsi show

ESVMIRIZIE @ ONTAP B B HHZHR
1. EEEEHR LR —ERRE - BRERRESVMIRMIREN BB HARE -

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m0O2 -aggregate
aggrl nodeB -size 1GB —-type DP

2. BB EEM—IIRMIRERATRIMARN TIEHHE

job schedule interval create -name 15min -minutes 15

3. EIIRSIRAA o

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. MaCIRSIRAA ~ WHET BRI RSIREGF o

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

L TEONTAP HTTPSTZENINAE
EERTHFEHSRNZ2ER Al TP -
1. RS EEUEEMSIIERSR o

set -privilege diag
Do you want to continue? {yln}: vy

2. —fRM= « BREBHVREEEME - JIT TS RERERE
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3.

7.8

security certificate show

HNRETHEESVM - RE—RZTBEESVMAIDNS FQDNABEFT o EMETER /RS EZMIE « THBE RS
EWREIUREIREEMIAYVREREUY

= L_L,_\mZFJuiH'JI‘?LHﬂE’JME’*E’E‘iﬁﬁk/i T MZ22/BEMER) < « MERBERARES - T TISH<
&~ ER 2 BT EARERU MRS E TR &RE

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 55242976

4 FEEERZEARE %E’Jmuﬂ\%LX—ZT\’I“_{ﬁ"v\E’\JﬂZEﬁR T RIS - BERRIBERKBNEESVME
FREMREREE - Rt « FEAD BETTAIIBERBITTRELS <

security certificate create [TAR]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

4+

S. BERS TSR 8ME « FHIT 22 REshow) % °

EH
gﬁﬁ TR FAEARESYtrue) 1 TRRIRRUABRIRI SBEREBEIZIINSERSE - R « FERARET

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

EMERFASSLAHTTPSZEY ~ UKEHEHTTPTERY ©

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yln}: vy
system services firewall policy delete -policy mgmt -service http

—-vserver <<var clustername>>
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() BeaseBEssns SHRERTEE  BRESRS -

8. EIEEEREIRER « ABEIURTE - :BSVMAIEAEREER o

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

7EFlexVol THREAR 2 HIRIEH E I NetAppHITISEONTAP

A EFEUNetApp FlexVol B E - 55 AEFMERVHERE A - KVRESE - BiImEVMwareERIFRN &
BR&E M —{E R AR A3 PRI R

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

TEONTAP SZiRINAETS E R ER B RIMIPREM
AETBEENHRE L RAEEREMER  SFRITTGeS !

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot

FEONTAP IhEERIRYIER FEIZLUN
EEEUMERELUN « BT A< !

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware -space-reserve disabled

()  s#msmCisco UCS CRINRMRIES - AR ITEBIMIBILUN -
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7EONTAP RZiERVIRIEHEEIZISCSI LIF
TRV KSR ARREFRSERVE AT ©

E=y

{#7ZHIELA ISCSI LIFO1A
H#TFEIZEA ISCSI LIFO1AAEER RS
{#77HIZ5A ISCSI LIFO1B

{17 EAB5A ISCSI LIFO1BAERR IS
{77 E125B iSCSI LIFO1A
#77HI2EB iSCSI LIFO1A4RRES
{#7ZH2LB iSCSI LIFO1B
{#77HI2EB iSCSI LIFO1BARRRE S

HERHE
<<var_nodea_iscs_lif01a_ip>>
<<var_nodea_iscs_lif01a_mask>>
<<var_nodea_iscs_lif01b_ip>>
<<var_nodea_iscs_lif01b_mask>>
<<var_nodeB_iscs_lif01a_ip>>
<<var_nodeB iscs_lif01a_mask>>
<<var_nodeB_iscs_lif01b_ip>>

<<var_nodeB_iscs_lif01b_mask>>

1. EEEER L2 IEISCSIZFRER « MfE o

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A 1d>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1if0Olb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1ifOlb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

JZITONTAP NFS LIF

TR MU AAREFIRRER o
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s

H1ZEEENFS LIF 01 IP
#TFEIZENFS LIF 01485RIES
{#7ZE%5B NFS LIF 02 IP

{17 E0B5B NFS LIF 024858 =

1. ZIINFSLIF o

SFHAERHE
<<var_nodea_nfs_lif 01 ip>>
<<var_nodea_nfs_lif 01_mask>>
<<var_nodeB_nfs_lif 02_ip>>

<<var_nodeB_nfs_lif 02 _mask>>

network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-

<<var nfs vlan id>> -address <<var nodeA nfs 1lif 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-

<<var nfs vlan i1d>> -address <<var nodeB nfs 1lif 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

HIBERIMESVMEES

TR LTI ABREFIRRE -

BN
Vsmgmt IP
VsmgmtAEEgiE S
VsmgmtFEz&RiE

SHHBERHE
<<var_svm_mgmt_ip>>
<<var_svm_mgmt_mask>>

<<var_svm_mgmt_gateway>>

AERERIBSVMEESMSVMEIRERE /T ETIE = EIRMIR - /5T FIIPER

1 $ITTe< !

network interface create -vserver Infra-SVM -1if vsmgmt -role data
-data-protocol none -home-node <<var nodeB>> -home-port eOM -address

<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up

—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

(D) LbmSVMEIRIPRES G & EEIRIP{RER T 85 o
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2. BIUTERREA - UAFFSVMEENTEEEIMBIRIE o

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. Z&SVM vsadminfE & R E R « ABMBIRHTEERE o

security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var_ password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"F—% : Cisco UCS CR 542 E RS BIZF"

Cisco UCS CRIIMR MRS HERF

T EIRHERECisco UCS CRIIEI A EIR AR LAt FlexPod fEECEABISFHARRER ©
#CiscoE SN EEFAIRAMITHIIECisco UCS CRIIFII ARSI RE

ST TS ER LA TE Cisco UCS CRIIBII R AARBMCIMCE °

TRFH A SHCisco UCS CRIIEII AR R ECIMCFRBIE o

SR B RHE

CIMC IP{iz3ik <<CIMC_IP>>
CIMCTFHRRIES <<CIMc_netask>>
CIMCTEz&E7Ea [CIMc_gateway]

()  AEBFEMICIMCIRAACIMC 3.1.3 (g)

PR RARAS

1. #Ciscof2f ~ HAMBER (KVM) WEREHH (AARSIFEMY) EEEMARBEEMAIKVMEREE o [ VGAR RS
FUSBHEHHA B E RIKVMEERSHHIEE o

2. FRMAMREZEIR ~ WIERTE# A CIMCAHRERFIZFS o
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

to AHCT mode.

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. ECIMCAERE AR ~ BRE FHIEEIE !
° B ATEFE (NIC) B :
" HEE(X]
°IP (BA)
" IPV4 : [X]
* DHCPEERRA : []
* CIMC IP : <<CICI_IP>>
" BIE IS/ F4EEE | <<CIMc_netask>>
" B3 : <<CIMCRiE>>
° VLAN (EF&) : REABFRARE « MUSFHVLANAREE o
" NICH##E

" i ! [X]

70y
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Smart Ac

- BR1EBHEHMRE ©
ERE
~ FHLTE | <<ESXiTiERTE>>
* BJREDNS : []
[RRETRRAE © (RIEFARRARES o
®RIEMAE (BEE)

* FEERZ S ¢ <<admin_password >>

- EFEAZE | <<admin_password >>
" FEIZIRRR [ ERTERE -
" EIBIER TR | (REARRIKE

e
E O

X

)y

%
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FactorybDefaults

Detault User

Port Properties

Admin Mode Operation Mode
U T 1]
fLll

A0 A S i e o RSO, o e o e 0 o A O DR e o e e
exEnablesDisable {FSxRefresh

5. #F10{#ZCIMCA T E4B5RE ©
6. FETF4HRER ~ FREscAER

$®ECisco UCS CAFI{FAREISCSIRI

EEEZIEILINBERZ IR ~ VIC1387 ] FFLISCSIFHtE © FlexPod
TRYHEREISCSIFEFIRINES °

()  suErmETEEESXE MRS -

FAEER FAEERME

ESXiEHERIBIZBZALTE <<var_UCSEE23atE_A>>
ESXiE1%iSCSI-A IP <<var_esxi_host_iscsia_ip>>
ESXiE14iSCS| -4A%ES <<var_esxi_host_iscsia_mask>>
ESXiE1#iSCSIATa=zfE <<var_esxi_host_iscsia_gateway>>
ESXiEtRkEN23B R TR <<var_UCSEXEh2s&fE_b>>
ESXiF1%iSCSI-B IP <<var_esxi_host_iscsiB_ip>>
ESXiE#iSCSI-BAERIES <<var_esxi_host_iscsiB_mask>>
ESXiE#iSCSI-BRf& <<var_esxi_host_iscsiB_gateway>>

154



SFAER SFHAERHE
IP{iz11tiSCSI_lif01a

IP{i731EiSCSI_lif02a

IP{i1EiSCSI_lif01b

IP{iz31tiSCSI_lif02b

infor SVM IQN

IR AE RS

EERTERMIRFAER « /TR AP

1. ZCIMCHEBIBERRET » — TERERS IR  FARIERBIOS -
2. B—T TREMBIEF) ~ ABZR—T HE

& ], (

CISCD

BE=»
) /& / Compute [ BIOS

Chassis v B0

Remate Management Troubleshoaoting Power Policies PID Catalog

Summa
& Erter BIOS Setup | Clear BIOS GMOS- | Restore Manufacturing Custom Settings: | Restore Defallts

Inventory

Caonfigure BIOS Configure Boot Cirder Configure BICS Profile
Sensors

BIOS Properties
Power Management
Running Version  C220M5.3.1.3d.0.0613181103
Faults and Logs R
UEFI Secure Boot ||

Actual Boot Mode  Lefi

Compute
Configured Boot Mode v
I\Ietworkmg > Last Configured Boot Order Source  BIDS
Configured One time boot device ¥ |
Storage r .
Save Changes
Admin »
¥ Configured Boot Devices Actual Boot Devices
Basic LIEFI: Built-in EFI Shell (MonPolicyTarget)
Advanced

LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)
LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)

LIEFL: Cisco viMM-Mapped vDvD1 .24 (NonPolicyTarget)

3. #—F TAdd Boot Device (HiZBIHE#EE) | THREE « JA%A11F TAdvanced CGERE) | 23
AIRETYIESE

° FIGERHEAS
* %#8 . KYM-CD-DVD
* FHER | KYMEFEDVD
- iREE D BRA
" FJE 1.
° FriBiSCSIFA o

i~ B

rm
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i 1 iSCSI-A
< . ERA

: MLOM

" EIBIR L0
° F—THIGISCSIFHE o
: iSCSI-B
- BB
" 5JE 3.
: MLOM

" EEIR 1

4. B—TILRE
o B—TNREFEE] > AREZ— TR -

Advanced

Configured Boot Level:

Basic Adhvanced

Add Boot Device
Add Local HOD

Advanced Boot Order Configuration

Enable/Disable Modify Delete Clone
Add PXE Boot
Add SAM Boot Name Type
: : K- MAPPED-DYD WMEDIA,
Add USE [ iscska ]
Add Virtual Media _
[ iscsie I5CSl

Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

6. EHRRENEARRES « LUTBYRtEIEF R o

{ZFARAIDIZHIZS (BA)

MRIERCHRTIEARES B S RAIDEZERIZS
BT A AR 23 BRSTEFRRAIDIZERIZS ©

ETTR TP ER o WESANAE
1. #%—TFCIMCEfIEEZE M LAIBIOS °

2. EEEY TEREBIOS) ©
3. M T#ENZEPCleliE : HBA Option ROM o
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Selected 1 / Total 3 L% «
Re-Apply Move Up Move Down
Order State
1 Enabled
2 Enabled
3 Enabled

Reset Values Close

REFIR IS AR ERAIDIZRHIZE - (& ~ &0



4. MRZEHRER « BRERBEM o

BIOS Remote Managerment Troubleshooting Power Policies

[l8] Server Management Security Processor Mermory

Mote: Defaultvalues are shown in hald

Reboot Host Immediately:

Intel VT for directed [0: | Enabled
Intel WVTD ATS support: | Enabled
LOM Port 1 OptionRom: | Enabled

Pcie Slot 1 OptionRom: | Disabled

MLOM OptionRom: | Enabled

Front NVME 1 OptionRom: | Enabled

MRAID Link Speed: | Auto

PCle Slot 1 Link Speed: | Auto

Front NVME 1 Link Speed: | Auto

VGA Priority: | Onboard

P-SATA OptionROM: | LSI 3W RAID

USB Port Rear: | Enabled
USB Port Internal: | Enabled

IPY6 PXE Support: | Disabled

L TECisco VIC1387#£1TiSCSIFH

TFABRE ERE AL Cisco VIC 1387 for iSCSIFH ©

#E37iSCSI vNIC

1. $%—7 TAdd (Ffrig) 1 LUEIIVNIC °

2. 7 TAdd vNIC (FFi&VNIC) | BEEH ~ A TAIRE :

° %7 : isciSCSI-vNIC

° MTU : 9000
° ¥EEZVLAN :

° VLANIEZ :
° BYFAPXEREH : 18&

\<<var iscsa vla a>

£

Power/Performance

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled
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» vNIC Properties

¥ General
Hame: VLAN Mode: | Trunk v
CDN: | WIC-MLOM-ISCSl-whIC-A Rate Limit: (8 OFF
MTU: | 9000 {1500 - 5000) O (7]
Uplink Port: | O Al Channel Number: (1 - 1000y
MAC Address: () Auta PClLink: 0 om-1
@® | 706554 CO 56 ED Enable NVGRE: | |
i Enable VXLAN: ||
Class of Service: 0O (0-6) —
Advanced Filter: ||
Trust Host CoS:
Port Profile:
PCl Order: | 4 0-5)
Enable PXE Boot:
Default VLAN: (O None Enable vio: [ |
® | 3439 [7] Enable aRFS: ||
Enable Uplink Failover:
Failback Timeout: 0 -600)

3. #&—TF THREVNICI ~ R%EIR—T THE] °
4. FEUIAERFLGIEE Z@EVNIC o
a. #VNICH$% TiSCSI-WNIC-BJ ©
b. #@A [l[var iscse via_bly fEZ&VLAN o
C. i LITHEREIRERTES M1 o
5. EEEVAEAIBIVNIC TiSCSI-WNIC -Aj ©
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|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIC S vHEAS
¥ wMICS * vNIC Properties
ethi
ath r SCSIBootProperties
ISCS-wMIC-A
F General
ISC5-VMIC-B
* Initiator

* Primary Target

» Secondary Target

> usNIC

6. 7 TiSCSIFARI T ~ BARSESFAER -
o 2%8 . <<var_ucsa_initiatoraig_a>>
° |P{ifdt : <<var_esxi_hosta_iscsia_ip>>
° FHHRRIEE : [var_esxi_Hosta iscsia_mask]

° 38 : <<var_esxi_hosta_iscsia_gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7. AT EBRFAER o
° ¥8 | IQNEREENHSE
° \P{ifdk : IP{isit% TiSCSI_lif01al
° BEMELUN : 0

8. MARZEBTFMEERN o
° 5B | IONEREENHE
° |P{ifdk : IP{iit% TiSCSI_lif02al
° BMLUN : 0

BBl LT Tvserver iSCSI show) #h% KREVSETZIQNARSE ©

(D) #BassENCHIONST - CRBBEEMUHARER -
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h/ .. fAdapter Card Refresh | Host Power | Launch Ky | Ping | CIMC Reboot

MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
eth0 i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars
i80Sy IP Address: | 172.21.246.16

TCP Port 320

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. #—TF TEREISCSIy o

10. ZEERVNIC TiSCSI-VNIC - Bl ~ fABIZ— T TEMIKERNEI EERIRRKMISCSIFtkiLi o

. BEEFURE lisciSCSI-VNIC - Bl ©
12. B ARRENZRSFHAE R o
° %48 I \<<var ucsa initiator®¥E b>
° IPfidt : “<<var_esxi_hostb_iscsib_ip>>>.'
° FHARRIESE | "<<var_esxi_hostb_iscsib_mask>>>'
° %8 | <<var esxi hostb iscsib gateway>>
13. MATZEBRFHEEN o
° 18 | IONERZEENHE
o |P{izdlk © IP{ik% TiSCSI_lifo1by
° FAHLUN @ 0
14. MAREBRFMAEN o
° 218 | IONERZEENHE
o \Pfifdk : IP{isit% TiSCSI_lif02b,
° FEMLUN @ 0

fEa] AfER Tvserver iISCSI show] &< EVISATEIQNARSE ©
(D #BassEWNCHIONSTS - CRBELEEMUMARER o

15. #—T M&EISCSI)
16. EEULTZFEIUERE Cisco UCSTElARESBARYISCSIRIE

Boot LUN:

CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

Locator LED | 9
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R EESXifgvNIC
1. ECIMCHEAIBR(RET ~ #%—T lnventory) (BFREM) -~ ARE—TARELMCisco VIC/TETE ©

2. 1£ TAdapter Card (@) 1 F ~ #EEX Cisco UCS VIC 1387 (Cisco UCS VIC 1387) 1 ~ SAEBEET
FHIVNIC ©

h/.. ."rAdapter Card Refresh | Host Power | Launch KW | Fing | CIMC Rebaot | Locat
MLOM [ vNICs
General External Ethernet Interfaces YT s vHEAS
¥ VNICS Host Ethernet Interfaces Selected 0,
thi
¢ Add wNIC
eth1
iSOGy Name CDH MAC Address MTU usHIC Uplink Port CoS VLAN VLAN Mode
[faleta]RN I:I ethl WIC-MLO. . F0:69:54: 009349 1500 0 0 0 MOME TRUMEK
I:I ath WIC-MLO. . F0:63:54, 009344 1500 0 1 0 MOME TRUME
[ isCSkv..  WIC-MLO. . 70:ES:54 CO98:40 9000 il il il 3435 TRUNK
I:I ISCSkv. . WIC-MLO. . F0:63:54: 0093 4E 3000 0 1 0 3440 TRUMEK

3. #EHeth0 ~ A%B¥E—T TARAL °
4. BEMTUEA9000  I— T EFEE o
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N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM [ wNICs
General External Ethernet Interfaces wiNICs vHEAS
Name:
¥ WMICS
CDHN: | “IC-WLOM-gthd
etho
. MTU: | 9000 | {1500 - 9000
IS0 Sy Uplink Port: | O ¥
505y MAC Address: O Auto
(®) | 70:69:54:C0:98:49
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O i0-a)
Default VLAN: ® Nane
O 7]
5. Heth1EEHER3M4 ~ FESY LTIl EIFIRHeth1RES M1 o
Il'l [ [ Adapter Card MLOM [ vNICs
General External Ethernet Interfaces WIS wHELAS
¥ ¥NICs Host Ethernet Interfaces
etho Add vNIC
ethi
IS0 S MICA Name CDN MAC Address MTU usNIC Uplink Port
ISCSlvMIC-B | | ethO WIC-WLO. J0:BFAA CO9E:49 5000 0 0
I:I eth WIC-MLOD. . FOES:0A CO:98: 44 9000 ] 1
I:I ISCSy WIC-RLOD, . FOR9:54 C0:98:40 S000 ] ]
I:I ISCSy WIC-RLOD. . F0:R9:54 CO:98:4E S000 ] 1

@ HitEE#YACisco UCSRIBRZZENRL « MRS EIRIRAVEELESN Cisco UCSTRIARZZENRL ~ T
WIREBRILRER ©
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"F—% | NetApp AFF R A ZHEFEERR (523249) "

NetApp AFF fERA ZEFEEBRRF (5289)
R SANRIH{#TF5EONTAP
#17iSCSl igroup
EEETigroup ~ FA5THL FHISER
REBEREIRESAAAEEUSISCSIEREN I QNA BERITILL P BR o
1. T%E’éﬁﬁﬁ%SSH AR s HUT TS - EERREILS BAEIA = Bigroup * 5FH1Tigroup showdn

7o

igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -—-initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -—-initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

()  #iE#Cisco UCS CRTNFARISHS A BSTRILSEH o

R FELUNE FEZigroup
EEREMLUNSERigroup ~ At EEEIESSHELZEHIT NG

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- A -igroup
VM-Host-Infra- A -lun-id O
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- B -igroup
VM-Host-Infra- B —-lun-id O

()  #EfnCisco UCS CRIIABRIEES - AARAUILHH -

"R—% : VMware vSphere 6.738E12F o "

VMware vSphere 6.7 B2

KEHRHTEFIexPod VMware ESXi 6. 74862285V Mware ESXi 6.7HYEF4HFEF o T5ISFE
RFEBE] ~ UL S EFrpIRIE S8 o

EEXRNIRIERZE VMware ESXiE Z1& /574 o ILI2FERCIMCAEMNERKVMEZE S EFHEREINE « WU
fftCisco UCS CR (ARSI IR LRI IS I FE = BEE R EARSS ©
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() itEFuEsECisco UCSHRRIARICisco UCSTIRRESBSEA,
ST E RN MBS « LWETAIRS o

H ACisco UCS CRFE I AAREIHICIMC E

T5F BRsFMlsRBACIsco UCS CRFEILFEREEACIMCITENT % o BABEEACIMCHE S SEHITE
BKVM ~ BRI EESRENBEERINRERNRRERERM

PRAEEH
1. BIEEMERER « AE#ACisco UCS CRIINCIMCAEIPHL o LEFERERENICIMC GUIFERER °

FREIRFERELBNNEEZEACIMC Ul ©
EEINEERD « EEVEIARESRSIER o
B—TEEIKVMEIZS o

> 0D

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. WEBMKVMEZE S IEEERIEEZRS|EE -
6. BEEEVIHNECD / DVD °

() cIEBSsm—T EEERRE)  NRHRET HER ERILTERS)

7. BIEZEVMware ESXi 6.7ZEZNISOMBGIE « A% —T Open (FARY) 1 - #%—T THEXEE, o

8. 3EHY Power (FEJR) 1 INAER - FR%BIE#E TPower Cycle System (Cold Boot) (& #4iRAI4% 1% B RI&IR—
TR

Z#EVMware ESXi

THZERER PRI BB 4 _E R FEVMware ESXi

TH(ESXi 6.7 CiscoEH 5T &
1. BB = "VMware vSphere FE EE" BAMNBJISO °
2. #%—T TEMAMRESXi 6.7 GARIECDMCiscoBsTMG) =0 MEETHEL o
3. TF#iCisco Custom Image for ESXi 6.7 GA Install CD (ISO) °

FRBE

1. RGFIERS « AR T B VMware ESXiRZEEIHES o
2. REETRMITHAERPEEVMware ESXiZEERRS ©

ZERBENGHA - EREXDEHRRE o
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

3. ZEBREFATHE « REnterit BELLE o
4. BEBETRIGERERESNR  BIESZAY  RBIRFBELRE -
5. BEENSCATERTE AESXIZEEHEERINetApp LUN ~ ZATBIREnteri Bt o

. HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

6. FEEVEERRBEAE « JABEnter o

7. A FESRrootZHE ~ SRR IREnter o

8. ZRBAGLENR - MEE FEBRIREMNNIE - IMF1MEERE - [IRBETELREESXiZ B EHRK -
B EVMware ESXi T4 SIRAHER

T5F ERREAUN I RS EVMware ESXiEHERTIE EIRMAEK o

FRE X

1. FEIARESSTA BB E « MAZEIELIZF2RETRA ©

2. Blroot&E A ~ HAE AR « URSTAITEREERE R P ARrootZhE
3. IEHY MREEEMEIR) I o

4. EEEY Network Adapters (#88&) 1 ~ ZA%&IZEnter o

S. ZvSwitchOZEERPRES AYEIEIR © #Enter ©

@ 7ECIMCHEEUE FE ethOFeth 1 FYE IR o
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Network Adopters

Device Hame Harduare Label (HAC .!I_:l:l:‘.ﬂssj Status

[X¥1 vanich Slot ID:NLON . . i H s Connected (...)
[X]1 vmnicl SlotIDh: di 2dy  Conneciled
‘SlotID:

{ 3 vmics Slot ID:HLON. .

O idai30d
weetBidaidl)  Connected

D> View Detalls <Space> Toggle Selected sEnter? 0K <Esc? Cancel

(o2}

. BEEX TVLAN (ER) 1 -~ R%&¥Enter o
7. B AVLAN ID : <<mgmt_vlan_id>>' o #ZEnter °

8. {¢Configure Management Network (E2EEIRAEER) IhAEZR ~ #EEY Pv6 Configuration) (IPVA#EAR
MU EEENEIIPAIIL o #£Enter ©

9. [FAAETEEER AT Set Static IPv4 Address (BREFFREIPVAALINE) 1| ~ RBFEATAREERULEETE o
10. A AR EIEVMware ESXiEHMIIPHIHE | <<ESXi_host_mgmt_ip>> " ©

11. 8 AVMware ESXiEHB FABREIEE © \<ESXi_host_mgmt_netmask>."

12. # AVMware ESXiE#HITEEREE : <<ESXi_host_mgmt_gateway>> " o

13. $ZEnterfEZ IPARAEHYETE o

14. A IPVEARAETHAESR o

15. (ERAZEMREEUEEEE Enable IPv6 (EFEEMME) 1 (EXAIPve (EFENEN) ) EIE ~ LUEAIPVG ©
#Enter o

16. 3EATHAERUGREDNSERE ©

17. BRIPHAL R FEIEIRN « ELbtABFBEMADNSE: ©
18. % A EDNSEIAR2ZAIIP{iIit[nameserver_ip]J

19. GEM) #ARXRZEDNSHEARSEMIPAILL

20. #AVMware ESXiE1%FEHIFQDN : [esxi_host_fqdn]l
21. EEnteriE S DNSAHRERVELTE o

22. REscHBRY RTEERM FINRER o

23. FRYHEREE « NEEMRRENFEARSS o

24, HEscEEHVMwareE S ©

REESXiE %

TEETRPIETRRESEESXiEH
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s fBE
ESXiEi s
ESXiEEIRIP
ESXiFHEIRES
ESXiF 4 EIERE
ESXiEHNFS IP
ESXiEMNFSIES
ESXiEHENFSRIE
ESXiFE#vMotion IP
ESXiZE #vMotioniE =
ESXiZE#vMotion &
ESXiFi4iSCSI-A IP
ESXiEiSCSIEE
ESXiF1%iSCSIfE
ESXiE1%iSCSI-B IP
ESXiEi4iSCSI-BiEZ
ESXiE#iSCSI-BRE

ZAESXiEi

1. R E R ERP R EEAEIRIPAIIE o

2. {FE rootiR B A TE R EEBIEPISEHIZIEE AESXiFE o

3. FREAMVMwareE R REEEINE H RHERA - HECEEMEIER ~ ##—T TOK (FEE) 1 o
L EiISCSIFI%

1. 3EEVAAIAY Networking (48E&) 1 o
2. 7£418) ~ #EEY TVirtual Switches (E#F3Ci#483) | HSIEEH o
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vmware ESXi

| 5 Navigator

| €4 ucsesxia.cie.netapp.com - Networking

~ [ Host Port groups | Virtual switches | f
Manage
Maonitor 23 Add standard virtual switch

(=1 Virtual Machines Name

EH storage

& Networking
v Switch0

|| & iScsiBootySwitch

Enra nodarmrk o

vEwitcho

s

B iScsiBootvSwitch

. ¥%—TF TiScsiBootvSwitch] °
- EEEY TAREERRTEL
- IRIMTUEEE 29000 ~ A& —T TSave (%) 1 -
- B—TAEAEEERFH "Networking (488&) 1 ~3iR[El Virtual Switches (E#ERHER) 1 R5I1F
- B TIME R E RIS o
. 1R1H£47%8 liScsiBootvSwitch-B) fEZAvSwitch& g o
° REMTUEZ#39000 °
° {€Uplink 13EIEFEEEXVmMNIc3 ©
° H—TF TG,

0o N o o M~ W

FELEARREAR ~ vmnic2AIvmnic3AARLISCSIBIHE o tNRESXiEHHP B HEHMNIC ~ BIRISER R
() Fitvmnictest - SERPMENICARISCSIBI « HCIMCHRISCS! WNIC EHIMACH
HEEAESXiFRBIvmnicsHCE o
9. EhREIRH « EEVMkernel NIC (VMkernel NIC) 1235 [12%; o
10. EEEVFIEVMkernel NIC o

° IEREMAVEIFIREH A8 TiScsiBootPG-Bl ©

o BERNE R IR ESMiIScsiBootvSwitch-B ©

° fEVLAN IDHR#A T<<iscsib_vlan_id>>] o

° RIMTUEEEE 239000 ©

° BB TIPV4sRTEL ©

° JEEY TEPAGAHRE) o

° £ TAddress (fiiflt) 1 FR#A l[var_hosta_iscsib_ip]l) ©
° A TJ [var_hosta iscsib _mask| RN FAERIES o

° B—TF M) -
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¥ Add VMkernel NIC

Port group

MNew port group

Virtual switch

VLAN |D

MTU

IP wersion

= |Pvd settings

Configuration

Address

Subnet mask

TCPIP stack

Senvices

Mew port group r
iScsiBootPG-B
iScsilBootvSwitch-B v

IPvd anly v

2 DHCP ™ Siatic

| 172.21.184 63 |

|255.255.255.n |

| Default TCPIP stack v

I ymotion ') Provisioning ! Fault tolerance logging

[ Mmanagement || Replication || NFC replication

Create || Cancel

@ 1% TiScsiBootPG - Al EAIMTUEE 49000

++

M EISCSIZERK
2

TEESXiF 1 FEREiISCSIZHEREK ~

R TEBER

1. FAEAIEEERPENGHTERE - B—TNEE -
2. ZEENSCSIEREETEF - 7A%IE—T Configure iISCSI (R&REISCSI) 1 °
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vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

3 #B—T TBEER T HmEsEa®R -
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4 Configure iSCS! - vmhbat4

1ISCSI enabled

» Name & alias

v CHAP authentication

¥ Mutual CHAFP authentication

v Advanced setlings

Network port hindings

Static targets

Dynamic targets

' Disabled '® Enabled
iqn. 1992-08 com cisco ucsaiscsia

Do not use CHAP

Do not use CHAP

Click to expand

8 Add port binding
Vikernel NIC

& Aad static targst

Target

iqn. 1992-08.com.netapp:sn.09591199033811eT8eh. ..

23 Add dynamic target

Address

~  Portgroup

~ |Pv4 address ~
Mo port bindings
'.Q at:
~  Address ~ | Port w
1722118334 3260
I_ Q .:::'::'i :
~ | Port

No dynamic targets

4. g AIP{itit TiSCSI_lifo1ay o

Save configuration || Cancel

o EHITIPAIHE MSCSI_lif01by ~ TiSCSI_lifo2a) 1 TSCSI_lif02b) o

o

®

B— TR -

Dynamic targets

1R

= EESXiE 4

B8 Add dynamictarget
Address
1722118333
1722118334
1722118433
17221184 34

1. EEAIEEFRD « #E "Networking (4888) 1 o
2. 3EEEYvSwitchO ©
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v | Port
3260
3260
3260
3260

(MBRTE) F5

IRA LA7ENetAppEE E#11T network interface show] #% ~ B{&E&OnCommand [NetApp

System Manager] FHJ Network Interfaces ZH - FEVISCSI LIF IP{idt o



vmware ESXi

| Navigator || = vswitcro

- b

rool@17221.18164 ~ | Help ~ |

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Standard v Switch

2
2

+ [ Host I
Manage
Manitor IJ - vSwitch0
§ _ Type:
{51 Virtual Machines m b
~ [ Storage m Upiinks
~ [ datastore1
Monitor - vSwitch Details
More storage... MTU
~£3 Networking Forts

Link dizscovery
iScsiBootv Switch

More networks... Attached Vs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

 NIC teaming policy

3. EEVREERTE ©
4. MTUZEZ9000 °
5. [BBY TNIC Teaming (NICE#4H) 1 ~ WMRESBvmMNicOMvmnic1¥ IR EAIERT ©

R EEFFIEE A IVMKernel NIC

vmware ESXi

P

1. EARIEEREED « ZEEX 'Networking (48R8) 1 o
2. LUBBARR—T NEHERHE) K3

I Navigator

| ~ vSwitch topology

£3 VM Network
WVLANID: O

€3 Management Network
WVLAN ID: 3437
~ Vikernel ports (1)
B vmk0: 172211

~ [g Host

Manage

Manitor

(53 Virtual Machines
H storage
£ Networking
= iScsiBootv Switch
v Switchd
More networks...

° REIRREFEA %A TGMT-Network

%3 Add port group

MName et I
@ VM Network C
€9 Management Network 1

€9 iScsiBootPG

3. T£VM Network 3% —TBEAHE - SAREIEdt (4REE)
4. B— TG EIEIREAE -

o

° gA N<<mgmt vlan—>1 fEAVLAN ID o

° FETE B #EHvSwitchO ©
o ¥—TF g

o HIVLAN IDEEA I

oo |

S —

[e]

i Physical adapters

= vmnicl, 10000 Mb. ..
™ vmnicO, 10000 Mb._
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5.

6.

174

B EVMkernel NIC (VMkernel NIC) JEEIEF

vmware ESXi

1

Port groups Virtual switches Physical NICs | VMEkernel NICs

¥ Add VMkernel NIC " Ecitsetings | (3 Refresh |
(= Virtual Machines -: Mame ~ | Portgroup ~ | TCPP stack -
H storage Bl vmkD €9 Management Network == Default TCPIP stack
© Networking L3 TS € iScsiBootPG == Default TCPAP stack

&8 iScsiBootv Switch

FEAVHTIEVMKernel NIC ©
° EEEY MHmGEEHERHE) o
° RHEIRIBREHEG A TNFS-Network) o
o B A l<nfs_vlan_id>>"YEZ&VLAN ID °
° WMTUZE 29000 ©
° [RRE TIPV4RTES ©
° JEEY MEPRRAEAS) o
° 7£ TAddress (firfit) J H#A l<<var_hosta_nfs_ip>> o
o A 1 [var hosta nfs mask] RFAERIES o
° B—T T3, o



™ Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

* |Pyd setlings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group

MFS-Metwark

vawitcho

IPv4 anly

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack

7. EEILIERFLUEIIVMotion VMkernelE3E18 o
8. EEEVHTIEVMkernel NIC ©

a. JEEY HmGEIR M)
- REIRIR B H A B A vMotion ©

. 7ZEVLAN IDHRE A T<<VMotion_vlan_id>>] o©
- MTUZE %9000 ©

. BB TIPVARE] o

o o T

0]

f. BEER MERAGAEAR, o

o Q

o

- 7£ TAddress (fizfit) 1 A#A l<<var_hosta_vMotion _ip>>]
. A T [var hosta vMotion#E Z]'EA FHERES o

i. BRI TIPVASRTE) Z1&3EEY TvMotion) #ZEXS1E o

Create || Cancel

'é.
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¥4 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NTU 5000
IF version IPv4 only v
= |Pvd setlings
Configuration ) DHCP '® Static
Address 1722118563 |
Subnet mask |255.255.255.n |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

@ BHFZH AL EESXiHE - BIRTEREAFIER TEHAVMware vSphere DRI 31
2 o NRFEERHMERABLEFlexPod FKimEEFF TR - BIIBEALEINAE
HEE—EENERE

FEEBHHENERERE 2 BN EREESMinfra_datastore_1ERIFRE « LURAR EREISRIRIES
Hinfra_swapERHFRE ©

1. B—TAEEBEKRTN IStorage (f#7F%ME) 1 ~ A%IE—T New Datastore (Ffig
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L
II- W = i - - o - = - - >
| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. EEY THENFSBRIGEHE, o

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. %% ~ 7T MEMUNFSHIEEMAER) BEEPHATIEN !

> 4478 . Tinfra_datastore 1]

° NFSfalfR2s - "<<var_nodea_nfs_lif>>.'

o #A : /infra_datastore_1

° HEEBERNFS 3 °
4. 17— T5ep) o WRIATE TEEAT (R BWHEhERI I °
5. B ILERF LU Hinfra_swapBRIERE :

° %% . Tlinba_swap]

° NFS{afR2s : “<<var_nodea_nfs_lif>>.'

° 3= [linforb_swap]
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° FETECEEEINFS 3 0

K

RENTP

EERESXIEHERENTP ~ 555 FFIPER -

1. #—TEAEEERDPHN Manage (BIE) | o EEABENRTH System (R#) | -~ ABE—
& Date (FFEIEEHHER) 1

vmware' ESXi

T TTime

rool@17221.18163 ~ | Help ~ | ((eR=EEl

| Mavigator (b i nefa e oin s Mo
(| ~ [ Host | System | Hardware Licensing Packages Services Security & Users
i Monitor Advanced settings & Editsettings | & Refresh | £k Actions

Autostart

B il Mechin ] Curent date and time Thursday, March 09, 2017, 05:53:04 UTC
= Swap
H storage | 3] NTP client status Enabled
) — Time & date
vg Networking h
| I vEwiicho NTP service status Stopped

iScsiBootv Switch
More networks...

NTP servers None

2. EEERMERSREIEERE (RANTPRFL) o

3. BEEN MAEHRRENT(Z1E) YEANTPERFSEEIRR

4. BA T<<var_ntp >>] {EANTPREIARSS o EAILEREZENTPEIARSS o
5 H— T o

[ Edit time configuration

Specify how the date and time of this host should be set.
' Manually configure the date and time on this host
=
® Lise Network Time Protocol (enable NTF clignt)
MNTF senvice startup policy

Start and stop with host v
Wik SErvcts 10.61/184.251
e
Separate servers with commas, e.g. 10.31.21.2, fe00:2200
Save || Cancel

RENE R IR IMELE

LSRRI e ERE R TIMEUEFET R o

1. B—TAEAEEERETH Manage (BIE) 1 - EEERPER (R4 -~ ABER—T T3y -

178



Iz Navigator * | [J ucsesxia.cie.netapp.com - Manage
| ~ [J Host | System Hardware Licensing Packages Senvices Securit
Monitor Advanced settings & Editsettings | & Refresh
= —= Autostart
& Virtual Machines 0 s EHanicd L
= SWap
H Storage 3 : Datastore Mo
= : Time & date
~ 3 Networking | 5]
YSwitchd Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...

2. #%—T VREREl - REHFREEEFERInfra_swap °

(B Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap v
Local swap enabled ® Yoo i3 No
Host cache enabled ® vas () No
Save || Cancel
4
3. H— Tt o

ZHEFE AR VMware VAAIFINetApp NFSYMEFET1.0.20
EELEBAMNVMware VAAIFINetApp NFSHMIFFET1.0.20 ~ :572 FFISER o

1. AT S « ERVAAIERUS !

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

MRRIAVAAI ~ B EEE T ¢
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1

2. MNERKEIAVAAI ~ FEIA THE < LUEUAVAAI ¢

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

BLEMYGELE T &L -

0

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1

~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1

. BIfE "REE TEER" o
- AT EBEIR— T EARVMware VAAIEINetApp NFSIMEETL o
C. EENESXiFA o
d THERIIMIMEANBHEERBS (zip) HRLEEEMAE (vib) o
4. {FFAESX CLITEESXiEi% F 2 M2 o
5. EHFIMESXiE o

3. FEERAMVMware VAAIFINetApp NFSHMIFZR, :
a
b

install

v, but the =

asPlugin 1.1.2-3

g to he effective.

"N—& . Z8EVMware vCenter Server 6.7"

Z#tVMware vCenter Server 6.7

Rt TEFlexPod VMware vCenter Server 6.7 VMware Express4i

ae
BE
10N

LZRAVFATE

@ VMware vCenter Server Appliance (VCSA) EHVMware vCenter Expressizftt o FlexPod
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

TF&VMware vCenter{@fR2SEFRES

1. FT#VCSA o BIFESXiTH4F « 3#—TF lGet vCenter Server (EX{8vCenter{@fR22) | Bl ~ BIOIfZEN T &
L o

| Mavigator | [0 ucsesxia.cie.netapp.con
Manage J Get vCenter Server
I —_—
Monitor - ucses)
’u 4 Version:
(1 Virtual Machines | 0 i State:
B Storage m Uptime:

~£3 Networking | 5]

2. ffVMware#8i5 FEVCSA

@ BESRS 3B A Z28EMicrosoft Windows vCenter Server ~ {BVMware & #Z8Z{FEHVCSA

HHELISOBRE ©

B—T ) o

ERRIGEREREGY -

©® N @ o o~ W

B Zlvesa-ui-installer>win32 B #% o 32/ Finstaller.exe ©

B—T TR BEEER M=%y o

ER TRERT EIRFSHERIES) (FREREEE -
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller

Appliance
© vCenter Server with an Embedded Platform Platfgrmts%lrvices
Services Controller ontrofler
vCenter
Server
External Platform Services Controller AeplEREE
() Platform Services Controller Platform Services
~ . Controller
() vCenter Server (Requires External Platform
sServices Controller)
Appliance
viCenter
Server

CANCEL BACK NEXT

() WABE - FlexPod thBIMIT A IRFEFIBIE « (EAZIBIMS o

9. ERHFHEBRT « BAK
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. B A TVCSAI 1EAVM%TE « ME A LERNVCSAMIREZE « LR EERESRVM o
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N EERESTIRIRBERE
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1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

select deployment size

Select datastore

Configure network settings

Ready to complete stage 1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

#—TF (F—%)

1iger\.rcsa|

Select deployment size

CANCEL BACK NEXT

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co
100
4C00
jlololele}

35000

CANCEL BACK NEXT




12. 3%EHinfra_datastore 1ZKEHE ° #&—TF F—%,

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. £ TConfigure network settings (FREAFERRE) | EEPEA TIEN « A& Next (F—%) 1 o
RN TAERREIEAEER) o
b. B AZRRVCSAKIFQDNEIP ©
- A ZERIPAL o
- MAEFRANFHERES -
- BIA TS o
f. B ADNS{EIARSS ©
14. 75 TEETEMRMEE) BEEL - BRTMANR T ERSER o 2—T %M °

O]

o o

(0]
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15.
16.

186

¢! vCenter Server Appliance Installer =] E3
Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Configure network settings
1 Introduction
IP versich IPwd -
2 End user license agreement
IP assignment static
3 Select deployment type
FGEDM tigervcsa.cie.netapp.com @
4 Appliance deployment target
IP address 172.21.246.41
5 Setup appliance VM
Subknet mask or prefix length 255.256.2668.0 @
£ Select deployment size
Default gateway 172.21.2461
7 Select datastore
DMNS servers 1061184 2511061184 252

& Configure network settings
Common Ports

9 Ready to complete stage 1
HTTP 80

HTTPS 443

CANCEL BACK NEXT

VCSARE % - Ii2F BB D IERRA -

PEEZ1ER 8 « EHIR—RJFE « RNEFM © #—T lContinue (448) 1 LABAIAPEER24ARE o
£ ME2fEERfS) BEEE & TF—%) o



vm [nstall - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

7. @A Tvar_ntP_id]YEANTPRBRE L  EEIEMASENTP IPfiik o
WNREFTEEAvCenter Serverm el FE (HA) ~ 5AHEE ERFASSHTFE ©
18. RTESSOMEIE L TE « BIEMALLRHE - B—TF TT—F
iAecira LEUMS2E - LHERE X REEvSphere.local{8ia 4Bk o

19. NEERE + FBNMVMware B EER A E - &#—TF F—%)
20. RIRREWE - —TF TFinish (5EM) 1 BEA Back (E—%) 1 REBRERTE ©
21. EEREHIRE—AAE « RNEELELREBIEEERELTREEE o 72— THE) LUEE -

FEREERTEGREETT - SREXDIENRE o
LR HIR—RIEE ~ IEhREMD °

L2 0 o BhEE A 2R 7= E v Center ServerfyE4E o
"F—% : :BEVMware vCenter Server 6.7F1vSpherez5 £ o "

R EVMware vCenter Server 6.7flvSpherezz &

-+ 2

L TEVMware vCenter Server 6.7F1vSphereZE 5 « s55eR TP ER ¢
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1. | = \https://\<<FQDNZ{vCenterfJIP >/vSphere-client/ °
2. ##—T TEx@hvSphere Client)

3. LUERAE % Bmailto : BIEE@ vspehre. 1[BEIEE@ vspree & A ~ UKRETEVCSAREZ EIRFHARIE A
HISSOZRHE o

4. fEvCenter i L1Z— TN BEHR « A2BEEL 'New Datacenter (FTZZEHRIAHL) I
o WMIABKIHRLLTE « ARE—T HE)

#3IvSphere £
SER T AP BR AR IIvSpheresR £ -

1. fEfEIMER RO ER—TBEGHE « ABER "New Cluster (FIgEE) 1 o
2. MAERERTE -

3. BERUZE T BRIARRFEDR#vSphere HA o

4. 17—T THEE) o

188



New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC |Dmme

TRESXiEHATEERE
1. ERELR—TRERGH « ARBEIGTIE T -
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vmware* vSphere Web Client #=

| Navigator .1.|| [ FlexPod |

“.4 Back |i_| Getting Start...
[e]l@ 8 8 |
' v5_‘_3]UCSA—B.press.cie.netapp.cnm [|

— fg FlexPod |
T ] | S Y
'q‘j_- ] Actions - FlexPod Express
% Add Host..

@, Move Hosts into Cluster...

T

2. BERESXiEMINEERE AT TP
a. B AEHAIPZFQDN © #—TF IM—#%
b. & ArootfEAERIBME - #2—TF F—4
C. B—T 21 UVMware/RE MR ZZBNRFINA EHAVREE o
d #—T TE%EE BEEEN I'f—2) o
e. #H—ThrE+EIMR ~ REIREFIE EvSphere 1 o

() wEEE. TRHERRILSE -

f. ##—T Next (F—%¥) 1 UEH#ETEEL -
g B—TFVMIBEE®E LMNext (F—F) o

3. %ﬂ_‘CiSCO UCSEBER DB 2EH (ERIZEINY EHRTIEFlexPod ERTTEMINAEAERE « BILZATTRLLTE
% o

TEESXiE % L% E coredump

1. {FFASSHEAREBIZIP ESXiT 4 « S ArootlFAEHAERTE « JABEI ArootZhE o
2. JUT Y@L

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

S MARRHTE - FHIR ERFEERENnetdumpAAREBSEEHITI AR -
BRIV EEFTIEFlexPod EAREBRM « BIMATTAIERER ©

190



A
mE o

R ABELER THIEERST - IEMEFBMBIRSZE o FlexPod#EHIENEE
ShTTHFZRIETE ~ FlexPod BIAI#H I E X BB KERTTE o ReHBEFRZ REIF/NE
¥ « ROBOKREMBEZ BRI ZE © FlexPod
AR B E &R
BEFABRBASXHTER « S52R F3UXHFF/a 480
* NetAppZEmX

"http://docs.netapp.com”

* VMware vSphere 6.781NetApp {VMware vCenter A220z&5t357) BY (Express with VMware vSphere 6.7
and NetApp) (¥X) FlexPod AFF

"https://www.netapp.com/us/media/nva-1125-design.pdf"

FAVMware vSphere 6.7U1 f,i‘iNetApp VMware Infrastructure
A220 8B E M MNAYIP B (F#1F % B BYVMware Express FlexPod
AFF

NVA-1131-Deploy : FlexPod ¥FVMware vSphere 6.7U1EYVMware Infrastructure
Express#IAFF £ EZMIMIPE(F#TFRE I INetApp 432A220

NetAppHYSree LakshMI Lanka

EFBRZET - BP0 EREEEREN ZiRER EEE T RRENES o i~ &
ﬁ%ﬁ%ﬁ%&%’%g—ﬁﬁaﬁﬁﬁﬂﬂgﬁﬁﬁﬁ BRI AEND QB ESRMPIEERPO
FrAARBIFZAN o

I ATES R I RIEE 248 - BE M Cisco Unified Computing System (Cisco UCS) + Cisco NexusZ&%!3%
B3 B NetAppETFITZ £ o FlexPodEZ 8LV ~ EEEITERIEIRIEF « BAENRENASR - BRE
IBAEIRER © FlexPod FlexPod iR EHRMEAMBREIEERA R EETEFEHIIRETS ~ FlexPod FlexPod
SRR AR BN MR T R ARRET RE(L « LEEZSERRNERZRAIFIEK ° FlexPod FlexPod
IHBFlexPod ByVMwareEEH 0\ B A] LU FlexPod FRMPIZIEFEAN TAKREEH 2HVMware Express&
4 o 2FFlexPod BYExpress® F AJBEFlexPod IRIFMIAR « RRAENAEE IR EIERAL] o

BRANEBKPMAENNAT (ROBO) ~ MUKRHF/NETENRERERIMEER ° FlexPod BN EEZAEE TR
HIRMHERRBNERMS « BURREMRRATE -

XM E S EEMNERRE « RFERARTAIEEH - FlexPod

PR EBE

LERER S ZEB RS VAR R IB 5 HBY—30 7 ° FlexPod FlexPod
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http://docs.netapp.com
https://docs.netapp.com/us-en/flexpod/express/express-c-series-aff220-design_executive_summary.html

RS TUERIME 7 %FlexPod

BCiscofgsgmst (CVD) NetAppBasEZRiE (NVA) BITURMBERIE  FlexPodNRELERIREILF
TRIRAVAERS ~ B ASFIRIBISECVDEINVARN B R B RIEITER ©

U TFEFFRFlexPod ~ LEIHAEEI S =FBAERSFZE | FlexPod {ExExpress) (¥X) - FlexPod {Extre
Datacenter) (Z32) #FlexPod (ExSelect) (¥EX)

* (EBEER) (XBEFHAFPIRERSZE) (CiscofNetApp#tfii) FlexPod o

> (ERAL) ARELFaFAEREARERENZ BERER o FlexPod

c* (EEE) BT (FIZEHAL) NREDSE - UHHERBAERNESITEERZME o FlexPod
FlexPod

TERERERTS R T o
FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote,  Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
@) 9
o a
S 2
2 8
. — © o
mrmmImmE o 3
= =
om0 w1 | 4 &
o a Direct or Fabric
=== = s
3 g —
Entry-level: Cisco UCS, Nexus,
e e::d N;smc:p FAS a Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS

NetApp:sReE 2t H %
NVAF AT P IRIEEBRENINetAppfA T RE2HE - NVARRE A B T4 ERINetAppfRR 75 225548 :
* KIBRRRIE
© BREMN
* BEHERMEERE
* InER_ETREERS

A i5EI AR IexPod RFIELIEMININetApDRETF AR HINetADD ExpressiRt » THIE S AR SRR
FREFAITTH ©

ERe T

* NetApp AFF f#R75%E-A220
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* Cisco UCS Mini
» Cisco UCS B200 M5

* Cisco UCS VIC 1480/1480 °
* Cisco Nexus 3000533328

BREETTH

* NetApp ONTAP Ef9.5.

* VMware vSphere 6.7U1.

* Cisco UCS Manager 4.0 (1b)

* Cisco NXOS#J#87.0 (3) 16 (1)
R 75 2 i
KRR Z IR FANetApp ~ Cisco&kVMwareIE#TFAT o E4FEAAFF HIITONTAP (Sf2 9.5 ~ #Cisco Nexus
31108PCV3c#288 ~ LUK #1TVMware vSphere 6.7U1#JCisco UCS B200 M51aEARES - EEBBEENMAR S
FEFAEIB10GbER: fiTHIDirect Connect IP{E1FR1E ©

TEREBFlexPod A VMware vSphere 6.7U1 IPE!Direct ConnectZ2t&HIVMware Express ©
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.___.:' --:..'_-_,4 - VPC::--
vPC
1 i
- | | | -
| asdalss T - = L al T = b 3
i L) 1 =L o L1 =1
R v i (o) oo e |
- | isssssees XXX G"ﬁi'--'-lp ssssesen ssssses: -
Legend
mgmt
—  data
IP (ISCSI/NFS)
Cluster Interconnect
vPC Peer
T 5
ERRMEE

AR R RN S EEREA « 84 | FlexPod

-+ ROBO
e AN=ES
© FEEEBANSMmERRAS RHIRER

HARERCARESR TIEE R A R EEXpress © FlexPod
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ARAZBERAFAEENINAE - EEEEAEERRTH o FlexPodItbdh ~ EERBERGTH
1EHypervisorEiEhFr B VERS T (BB~ M1E) FlexPod ©

BEER

HEamEEZE A Hypervisor ~ FiAFlexPod BYSESHExpress4HARERE FAFEREBIRERS o (RILE ~ BIMEZEFRTEROLE « th
BETEAEEIFlexPod BISExpresstERE_E# 1T E—Hypervisor ©

TRIBFFBEFlexPod HIExpressABAEFREEIFERS T ©

Egs =
VA220 HAEZEIAFF 1.
Cisco UCS B200 M5{aARSS 2.
Cisco Nexus 31108PCV3Z#88 2.
Cisco UCSE#NE R (VIC) 1440 ~ A Cisco 2.

UCS B200 M5{aElfkk23

Cisco UCS Minit2EC B & UCS FI-M-6324 ¢ E 1.
&

SERTR
TFRIIHESFFlexPod (NE) BERSRRIBFIBIIREBTTI -

g hRAs E=

Cisco UCS Manager 4.0 (1b) AR Cisco UCS Fabric
Interconnect FA-6324UP

Cisco/] #4{RlAREsERAS 4.0 (1b) AR Cisco UCS B200 M5fFIARES

Cisco nenicEBENTZ 1.0.25.0 AR Cisco VIC 1440 E &

Cisco NX-0OS 7.0 (3) 16 (1) %ﬁﬁﬁ’:\Cisco Nexus 31108PCV3Zifa

NetApp ONTAP 9.5. R VA2204EHI23AFF

T &5 HFlexPod ¥£VMware vSphere =B {EFfEVMware vSpherePFFEAVENAS ©

i hRZs
VMware vCenter Serverz& 6.7U1.
VMware vSphere ESXi Hypervisor 6.7U1.

(&:N) FlexPod
BEE G BARECERIN T IR ©
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TR Cisco Nexus3Z#22§31108PCV AR E 5T

KRS

Cisco Nexus3Z#a
2531108PCV A

AHEETRIR
eth1/1.

eth1/2
eth1/3.
ETH 1/4
Eth 1/13
Eth 1/14

TER%H Cisco Nexusi#12§31108PCV BRYABLF & 51

AHERE

Cisco Nexus3Zia
#331108PCV B

AIEERIR
eth1/1.

eth1/2
eth1/3.
ETH 1/4
Eth 1/13
Eth 1/14

BiRKE

NetApp AFF VA22015#771%

HI2ZA

Cisco UCSEK{RFI-A
Cisco UCSEE{RFI-A
Cisco UCS#K{RFI-B
Cisco NX 31108PCV B
Cisco NX 31108PCV B

BIREE

NetApp AFF VA220{# 77

#2838

Cisco UCS#K{RFI-B
Cisco UCSEK{RFI-A
Cisco UCS#E{RFI-B
Cisco NX 31108PCV A
Cisco NX 31108PCV A

TREFULNetApp AFF NetApp 4A2201# 77 HEHI BAR AR 2120

AHEE

AHEEIRIR

NetApp AFF VA220f£771% eOa

H2FA

e0b.

ele
eOf
eOM

== ;-.‘:t

RinkE

NetApp AFF VA22015#771%

238

NetApp AFF VA220f#7F1%

238

Cisco UCSEE{RFI-A
Cisco UCS%K{RFI-B
Cisco NX 31108PCV A

TEFUHNetApp AFF NetApp 4A220f#17 1251 83BHUME AR EH
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RImEIRIR
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0]

mgmt0
eth1/1.
eth1/1.
Eth 1/13
Eth 1/14

BInEIRIR
eOM

mgmt0
eth1/2
eth1/2
Eth 1/13
Eth 1/14

IR IERIR

ela

e0b.

eth1/3.
eth1/3.
eth1/1.



KR E IIBIZIR BInEE BInEIZIR

NetApp AFF VA220f:£77i% eOa NetApp AFF VA220f:£771% eOa
238 il 2%B
e0b. NetApp AFF VA220f477{% eOb.
#8%B
ele Cisco UCSEE{RFI-A eth1/4.
e0f Cisco UCS#{/RFI-B eth1/4.
eOM Cisco NX 31108PCV B eth1/1.

T35 H Cisco UCS Fabric Interconnect AR#R4RE =1

KRR AR BimEE mImEIFIR
Cisco UCS FabricE#A  eth1/1. Cisco NX 31108PCVA  eth1/3.
eth1/2 Cisco NX 31108PCV B eth1/3.
eth1/3. NetApp AFF VA220{#7z3% eOe
HIZZA
eth1/4. NetApp AFF VA220{#7z3% eOe
#8%B
mgmt0 Cisco NX 31108PCVA  eth1/2

TE&R%H Cisco UCS Fabric Interconnect BRIffARE

A E IS RRR RimEE RInEIRIR
Cisco UCS FabricE#&EB  eth1/1. Cisco NX 31108PCV A eth1/4.
eth1/2 Cisco NX 31108PCV B eth1/4.
eth1/3. NetApp AFF VA220f#77#E eOf
HIBZA
eth1/4. NetApp AFF VA220f#77#E eOf
#l2%B
mgmt0 Cisco NX 31108PCV B eth1/2
IBIER

A FAERFAIN AR E e 2 H1E H S E Rl FFlexPod FYExpress& 4t « A7 RIETEE
& ~ SETBPRENTTHEE A TTHAS TTHBAIUN ~ ZEHIZSAFITHI 2B E B 4~
BT E R MENetAppETE TS o THZFATI AR 2IBE Al — ¥ Cisco Nexus3Zi
25 o FabricE# A FabricHEBEM{E* & Nexus FabricEZE o

IESh ~ XA ERBAAC & Z{ECisco UCSEITER « B i S k75 & FHRESA -« RIREIBE ©
ATIEHTEZESETMALIBIEARNEN - [ <<text >ZFEETAMSEBN—ILD - BB
T TVLAN create) sh<#f :
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Controller0Ol>vlan create vif(0 <<mgmt vlan id>>

AXHERIETRREFlexPod (XEAEAENERENE) RIE - UEFT - EREBNTSEIR -
ZAEEAZT R EBRRIER » IPAAFER &M (VLAN) BB - TRHRBIBZEPFERIVLAN « S1E455E
PRt o IERAPIIRIFIS EUh B S HGeH ~ WARBEFXXAHHEREDER

@ NRIEERRERISARFSRIMNEIEVLAN « Bl AR EMZERIIFEIERE © IS ERRAE

IBVLAN

VLAN% 78 VLANAZR FARA BB It SZ A EYID
BIBVLAN EETEAIVLAN 18

JR4EVLAN 18R AZECAEZRAYVLAN 2.

NFS VLAN NFS;EZRIVLAN 104.

VMware VMotion VLAN 15 ARG EEgeE (VM) ®—3p 103

BT B ESZ I EHAIVLAN

VMiEVLAN VMFERRZEREHIVLAN 102.

iISCSI-A-VLAN YEHA LiSCSIFREMVLAN 124

iISCSI-B VLAN B _LiISCSIREMVLAN 125.

EREREBESD - EEFRVLANGRSEFlexPod ° SLEVLANFEA <<var xxxx_vlan—>1 ~ HAE TXXXX]
EVLANBY A (BIMNiSCSI-A) ©

TRIIEFEIZAIVMware VM o

VM:REA FiERTE

VMware vCenter Server Seahawks-vcsa.cie.netapp.com
Cisco Nexus 31108PCVEEi2F

A EfEFAHERBAFlexPod 7EEXExpressiRiZH{EEARICisco Nexus 31308PCVAIHAZRARRE ©

Cisco Nexus 31108PCV3ZHa2s AR E

KIEFEEREAMN{AIEZ E Cisco NexusaX 123 ~ LUETEFlexPod ERERRIVExpressIRIE AR ©
()  #EFRRIERINICIsco Nexus 31108PCVETTNX-OSIIEHEZAT.0 (3) 16 (1) °

1. ¥R B 3 AR T RIS AN 32 & SR RS « Cisco NX-OSEREE BEIEE) o LYIIABRE T RIEEADTE -
BIaN3Z #2358 ~ mgmtONEAEREFIZ 2 Shell (SSH) ERIE ©

2. AEBSEANREENZIERT © FlexPodEEMIRANEIRMER L « #e]LUER(ERI31108PCVR
28_ERImgmtO7 T ~ SRR tin i 18 in 4B RS IR{E RI31108PCV A AZEFIMgmtO7 T E © 38 ~ MEAEEER
PIMNEREIRFEN ~ BHIUNSSHIRE ©

EAEZRZEIERFFlexPod ~ {Cisco Nexus 31108PCVAZHags) EIZFTIRAN BB o
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3. HERIECisco Nexus 31108PCVAIIRES ~ sRFIRISIAAR BIR « WKIREE EAVIRTEITIRIF ~ WULEEFR

4. ZAGRETERREE « THRCEREREER - (IRITAVERIER

5.

T~ EITRIESHRERRIIARE « LUBENERAASIHE SN

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the

system.

*Note: setup is mainly used for configuring the system initially, when
no configuration is present. So setup always assumes system defaults and
not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip
the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y

Do you want to enforce secure password standard (yes/no) [y]l: y

Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n

Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[vl: vy

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [y]: ¥y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa

Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:
<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
<enter>

7/

sAA Tnl o

Would you like to edit the configuration? (yes/no) [n]: no

FERAMEHARECRETECEAILERINNNGERE - IRZ F@A Tyl o
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Use this configuration and save it? (yes/no) [y]: Enter

6. $t¥iCisco NexusZI2IBEE L EE155
R FRAERSTNRE
Cisco NX-OSAZE R AR LEAERETNAE ~ 7 AEIR HRBIMNVARREIE

1. E7£Cisco NexusRaSAF X238 LR BEETHAE « sAERATH<L [ (configt) | EALBER « REHIT
THEp< .

feature interface-vlan
feature lacp
feature vpc

TR VB IR IRIEIE & 8 T A 3R (8 AR B rysth PR BB iR @ E P T E R B & T

@ EIREE o IR RRMBRBMIPALZ b ~ (TSR RMERR ARHESBA « BItTER
IRBERINE Z BB R BRI o tl:'.ﬁ"ﬂﬁﬁ’]l"‘?"l NetApp3& 7 35 SRR B Byt TCP
BRI EMRREL ©

2. TARREER T (configt) 1 A1~ BIITTHIER< ~ TECisco Nexus3IABRARI A AERB L8 E S IR IRmES
& T EAERS

port-channel load-balance src-dst ip-l4port

TR IR TR GBS

Cisco Nexus“F S fEEMEA T1BIZIRE1 BIRTREIAE - IBiRSBFRE I EFCBNTRAMEF AR « BEiFES
ZERRENKE « WEIMIEEREGHEMIEERIE - T aME « EREAERSEREZ— « SiEERN

NetAppE &R EBIZE R - UWEEERIBRAT » FRAERBERAAERERE - ILREGHRHFEREESE
P EIZEIZIRAVAHRS - ISP ~ W ERRE T RIVAERRIESR « AIMIEAMRRVEGCEIRE « SR RRUARBIEREDD
FERVARATIRO] © UESh ~ SERIBTHBEIRSTZEIBRMIFRL » ELE  ARE G A TARIVERIEMNAEIRIL R
HYEEREIRE M o

TETEEIARES ~ AR EAM LITHERR ST IAERR s A B RIS RGBS « THREEMAXEBIRRE
o EEREBERT « AT EEEE ?giﬁ"ﬁi s EEEIR A FRTIARS

TR GEEsERR FRABRERITEER BT (BPDU) R:# » A5 —ERE - A TERERPELDE
[l ~ MRIUEN T E EERIRBEMIIRIZHIBPDU ~ ILINE S RARAZEIZIR o

4RSS ( Toonfigts ) 1 ~ BUTFHIRS « fECisco Nexus3SHESATI SRS R TAR MRS HIETE -
TR SIS ERAIBPD U -
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spanning-tree port type network default
spanning-tree port type edge bpduguard default

E#VLAN

EREEBFEVLANBERZBIZEZ A « AR EERF2EVLAN o sigVLANtE— B RIFRIME
&~ UERBREFREITR AR -

AR ( Teonfigts ) R ~ AT FHE S IRE R KHREACIsco Nexus3THABZAMI R H12ZB_ERYSE2/EVLAN

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name 1iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

REFNNERERIBRA
MBAB2RBVLANIE R BB —1% ~ REFMA N ERRAA N ETE RECEMRHIRE
AEEERRBEVEREREI ( Teonfigts ) H - BiAFlexPod T EANEEBIZAVRRA

Cisco Nexus3ZiagsA
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/13
description
int ethl/14
description

Cisco Nexus3Zia23B

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/13
description
int ethl/14
description

AFF A220-A e(OM

Cisco UCS FI-A mgmtO

Cisco UCS FI-A ethl/1

Cisco UCS FI-B ethl/1

vPC peer-link 31108PVC-B 1/13

vPC peer-link 31108PVC-B 1/14

AFF A220-B eOM

Cisco UCS FI-B mgmtO

Cisco UCS FI-A ethl/2

Cisco UCS FI-B ethl/2

vPC peer-link 31108PVC-B 1/13

vPC peer-link 31108PVC-B 1/14

REFRBABEFEENE

ARSGBNFERFENEENEEE REAE—VLAN © Rt -
RIS EEVLAN ~ IR AR RR S E REDGE °

A B TEE IR

[—]

E

RHEFRUERIE - E&HEE

FHERRETN ( Teonfigts ) A~ MITTFAIS SRR EMRBNFEEFRBNEENMEIBERTE

Cisco Nexus3Zifa2sA

int ethl/1-2

switchport mode access

switchport access vlan <<mgmt vlan>>

spanning-tree port type edge

speed 1000
exit
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Cisco Nexus3Zi22B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

HIENTPEMG E

Cisco Nexus3ZHi23A

EREARRETR « T T2 -

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Cisco Nexus3Zii22B

EEPHEREINR ~ ITTm< o

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

PITERERIBRERAR

EEREIEREE (VPC) FIEEREIEEMEREICisco NexusTHASHEL « BB AEIEEE - (AR BENE—
HIFIREE o "”_ﬂil LB T LRS- ARSI ST Eh4EEREE % o vPC_Hmf tE2B L E RIS ~ SR ITIENNSE
BT EEEZ EEAZETTRE MREEBERABREHNERT « £17EHTE RS - #EILEIFEE -

VPCEE THBE:

c BE-RETMELFRE FERERREE
* HERESEE R R E T SHAVEIZIR
* RMEEERE
* ERFARAIEITER
© EEAEREERERIRMIRERS
* IRMEEERINERE
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* HERME I RAE

VPCINAE R ETEM1ECisco Nexus3Xiags 2 BT L HIMARIE ~ A BEIE R EME - MRFEARIKE B IHEMgmtOAE
A&~ FBERANE L ESMANE « WEAping '<<switch_a_mgmt0_ip_addr>>VRFE IR < HKEEZ TR E nl U@
oo

EARREETS ( Teonfigt) ) AR~ BT FHER < R E ME X RERHIVPCRIFARES ¢

Cisco Nexus3Zii2sA
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vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start

205



Cisco Nexus3Zi22B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer—-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int Pol0
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<i8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

EABRASERIT  SREHET FIRB000 - B « REEERAER  CEREEE
() SMTUfE - BEFlexPod BIERRAS PR ERFMIMIUME © 7ot MAMTUMRRIER &
FRHDEIER -

TR E IR AN ERREE

R AR ERILBTE « BEAER AN INAERI AR _ L1788 FlexPod FIEEIRIR - NRFEIRERICisco
NexusiRiE * NetAppiZZ(FERVPC ~ #&FlexPod B E1EZZEHHICisco Nexus 31108PVcatifasgs L1THREE
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KEIEREANetApp AFF BINetAppfiR 7 ZAFIERRE ©
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o "NetApp Hardware Universe” (HWU) FERERAIBEAFEONTAP R4 RIS NIEEE T - ©
1REONTAP BRI ERIFTE NetAppfEF s HRVERRE o RRHRHITHERERIRNS -

FESTONTAP (CAAEfE A RRRIEMERES T RS IR CFTE ZIRRIhR A AT

1. FFE "HWU" FERRRNLURR R RAERRIER « BN THERREFR A R5IZH « BJHARONTAP RERRZASHY
ERPRS AR SIEPTERASHINetAppEfE R 2 FEIRVEE MY -

2. HE  BERFBEFRBLEESTS  FRE-T THERFEERG -

PEHISRAFF2XX R 5 ST RIE
AERIFERARNERME  F2RTYIEH | BRERENERIGAZEZENER

(HFESEs
m e PRSI B IE R EIZF "VA2203L(FAFF" ©

NetApp ONTAP ZE 9.5

MR TIER
HITREIELHZA » AT EMFMPBER IR  BRETIERAIERHE " (IfrZkiam) (83

) ONTAP" (RITEAEXS “HFESRBASIEF L ONTAP") o TZReREAONTAP T Z28E R ARRE B AR RITHAE ©
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EEHAER
EREEEARLA IPfiHE
EEMMARERIES
HEERLARE
EEMEARLTE

B EEENBAB IPfiE
HEMIEBARRIES
EEHMBRE
EEMEBRTE
$29.5 URL ONTAP
RELTE
EESIEIPAE
HEBRE
HEBERES
st
DNSfRARSSIP (=] %A Z1{E)
NTP{aARESA IP
NTP{aIARESB IP

EERTEMRA « BT TP

1. 3%
&

=EFEERE

<<var_nodea_mgmt_ip>>
<<var_nodea_mgmt_mask>>
<<var_nodea_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermmgmt_ip>>
<<var_clustermmgmt_gateway>>
<<var_clustermmgmt_mask>>
<<var_domain_name>>
<<var_DNs_server_ip>>

<< switch-A-ntp >>

[switch-b-ntp IP ]

EERERAREIECERIER - TRZEETLoader-AlRT ° B « IRFEGFRRENENFREE - 51T
AT RS R Ctrl-CiR H B B ftEE

Starting AUTOBOOT press Ctrl-C to abort...

2. REFRGHEE o

autoboot

3. #Ctrl-CHEA THA) THhAEER o

YNERONTAP ZHIEE9.5F T ERIEAVERRERRZS «

BEHIT NP B ZEIEES - IERONTAP E/Y5E9.5

T ERATRRZ « SEEEUETRSHMy A MEIENRS - 1258 « ENITSH14 -

4. BELLINEE « FEEGER 71 o
o BA Tyy BITHAR -
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2]

- BEE TeOM) A CE THEEREIIR o
7.8 Tyl uZBVERRFE
8. EX B EH AeOMMIPMLIL « ARRESMIBRFE

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

9. HAHEIEBEIIURL o
() itwebBRIEHEAPIng -

10. #ZEnterfi A EAE RN « RRBRERESLT -
N @A Ty RRZENRERATARE « UERESHFARER -
12. 8A Ty) EXEAEHENRS

BEATERASET « R A AEFHMITBIOSH T E RBVEIREAAR ~ EEEMNFMK - LTELoader-ARTR MELER]
AE o MNRBEBZLEHE « RMFETH E@ﬁﬁ&lﬂﬁzf °

13. #&Ctrl-C3EA TR INRER ©

14, BBy T4 LUETT Te0B4R) F1 THIsR1CFRARERE) ©
15. @A Tyl BHIEET - BRAR - REREMIIERRS o
16. #A Tyl LUBBRRERE ERIFRAER o

HRAggregateRI¥I4A{C 2R I A] AEFR 2907 B LA 7 BESTRY ~ fRFTEIZRIHIR B EMMEME - %)Jtl“ﬂ::-cﬁﬁ
% EERRGEMRAK - 551 - SSDYRCFTERRIM AR o SR UTEERANMERER T IR EE
BARABAARE o

17. ERREAIETEFIIA1ERT « SARRAR E BB

REHIREB « FATTA T ER

1. BERERHERARTIESERE - KXY E ILoader-AlRm ° BE « NRHEEFERAENENFIETE - BE
EIL T ERECH-CIRH HENRFE

Starting AUTOBOOT press Ctrl-C to abort...

2. #Ctrl-CEA THAM%) IhRER

autoboot

3. BIRIRTREF « 5B3%CHrI-C ©
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YNERONTAP ZRI5E9.54 2 2 FMAVERASIR A ~ sHHE 1T FHIDERUUIRERNES o WIRONTAP [ETER
WRIRRAS 2 ThRZ9.41 ~ EEBCEIESHY A EMFISENRS o 3% « BERITIH14 0

EEREMIGE © SHEEUEIAT o

WA Tyl ST -

X TeOM) EREE TRHBVMERERIR o

WA Ty) MEVERE o

X BN ERAeOMBYIPAL « MRRIESEMTARFE o

© N o o »

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

9. BAEIEAERIURL o

(D) HWeb@ARESHBAPIng -
<<var_url boot software>>

10. #ZEnterf A ERTE - KRB RAERE
N &@A Ty, RRZENRERATERE - UHRBRESHFKER -
12. A Ty, EXEREHERS

LIHEESRT « RIAPIAE G HNITBIOSH T EFRIFIEEFH R ~ EXEFMFRK » MTELoader-AfRR FMELER]
FE o MNRIFLEFBLEENF - RRFAISESRBELLER o

13. #ZCtrl-CEA THIt%) ThaEsk o

14. FEAUETRAEST TRB4EE) M TRMAEFRARIER) -

15 @A Tyl BHIRET « ERERK - REREMIIERAR -
16. BA Ty) LUBRRMEER EROFREER o

HRAggregateI404aC 2R I P]SEFR Z 900 $ELL LA BETERY ~ fRFTEIZRIHEREENBETIE - F1181E5ThK
% REARGENRE - 5HETE  SSDYNAICFFRREAIEHEE

BN R ABRE N AR AE RS

ERERTIERSRA (BIRA) TEQERBNIESEBEREN « JITHMREE<H - EF—REMEL
BRENES « S HIRUILIESHEONTAP o

EIEEAEE R TIZFONTAP (£ E#AR9.5HIREEE - BERTRBIRTRANREEETIE —EED -
M System ManagerB| AR R EEE ©

1. RERIR R EEIREA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

. BIEEHELEIEA EAIPALE o

@ ‘F‘Ii":ﬂLXﬁﬁﬂCLlﬁﬂ TREERT o AXERBEEANetApp System Manager3 | B2 ERIEER
E (e}

- B—TFEIEAREURERE

- BA T1 [var_clustername|{FAHERTE ~ WA FJ [var_nodeA]s ~ A% HIITERERSEHRE
A 11 - WALZARRERRNENE - Bl TEXMRERE) FREERE - ASRSERRE -

B A LB A ZEEE ~ NFSFIiSCSIRIINAEIRE o

- BEEE-AREAR ~ BHETRIURE o ILEA S SRIRETZENRE - KIEFEERHENRRE -

- ERTEHIRE ©
a. BUHEEEY MIPAAtEEE ) I8 -

b. £ TCluster Management IP Address (ZESIZIPHHE) | HWAIFEA T
<<var_clustermmgmt_ip>>] £ Netmask (F4RRIES) | BT
A T<<var_mgmt_clustergateway>>] - iiff [Gateway (B#&) 1 HE{IE
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A T<<var_mgmt_clustergateway>>] o {FfPort GEiZg) IRV, BEESSEIEIZEAReOM
C. EREARENRLEIEIPEIEA © [EEIREBAEA T<<var_nodea_mgmt_ip>>]

d. Z£DNS Domain Name (DNS#3ifi#8) HAIF#A 1 o 7EDNS Server IP Address (DNS{aEfR2sIP1iL
t) HAIFEA T<<var_DNs_server_ip>>] ©

1B LU A Z{EDNSTEARES Pl o
e. £ Primary NTP Server (EZENTPEAR2S) 1 HRAUFEA <<switch-A-ntp—ip>>1 ©
Rt LU A BNTP{EARES 2 <<switch- b-ntp - ip>>] ©

8. REZIEEM
a. MNREAIRIEEEProxy 7 SETZEXAutoSupport THEE « Z57EProxy URLH# AURL °
b. & ASBHBEANAISMTPER G AT FER (it o

BEDAFRESMHBMGE « 7 oclEEET - SALUERERSE -
0. ERTHEEHEBD TR AR —TEEREUREHERME

SR EREER
HFHRMEREENEAERETNE « ErIEERERERE

BT FRA R AR
AER=ETNFIEHERERET AT Me<

disk zerospares

BERNBUTA2EIZIBIFMSRTE
1. #1797 Tucadmin show) @< RER:E B RIRVEINH] B gifvERIRLEE o
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AFFA220-Clus: :> ucadmin show
Current Current

Node Adapter Mode Type

Pending
Mode

AFFA220-Clus-01

Oc cna target
AFFA220-Clus-01

0d cna target
AFFA220-Clus-01

Oe cna target
AFFA220-Clus-01

0f cna target
AFFA220-Clus-02

Oc cna target
AFFA220-Clus-02

0d cna target
AFFA220-Clus-02

Oe cna target
AFFA220-Clus-02

0f cna target

8 entries were displayed.

2. EpsEEAPEERENERIERS Tecna) ~ BEEAERERES (targets © MIFER

BIRIBRIMRRRE

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna —-type target

BB AR SERIT E—Em < - REERIBRE

network fcp adapter modify -node <home node of the port> -adapter <port

name> -state down

FRT TS

Pending Admin
Type Status

= offline

= offline

= offline

= offline

= offline

= offline

= offline

= offline

() wReeETESSEERE  IEEFRDSENS  BEAGEN -

R CiscolX RIEHIHE
EETENetAppETFIEHIZE LR A CiscotR R E#iHE (CDP)

node run -node * options cdpd.enable on

AN

ERTTIHS

T RIS SRME
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TR O KRR ERR F R BB RRERIHE

HIT RIS ~ EREFRENMERRS 2 FEERRREHIHE (LLDP) #MAHEM - Itan<rERE T
FREERREBIFR A E IR ERIAALLDP ©

node run * options lldp.enable on

ML EIEEENE
AEEMLEEEE T E (LIF) Al FIIPER

1. BB EIELIFATE -

network interface show —-vserver <<clustername>>

2. BN EEEELIF o

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. B REIMBEIELIF o

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

REHREBENETHER
EREEENELRE 'B80EE 28

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

R EARFSEIEAS A AE
AR SEH LT EESRISREFRRIPVEL « SFAIT M6 < ¢
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

() EEmsIP A RS R BRI PR AR T 48R «

EONTAP A< ERER TER#EFRIERE
RORRARERERE  FEAHBERHTRNT TImS
1. ERE T A TP ERORAS -

storage failover show

wEmawme w1~ T SRRAERESHITIRE - (IR FIUHITEE « SBFREP RS -
2. ETMEERz — ERUAA R o

storage failover modify -node <<var nodeA>> -enabled true

3. BasE AR EEATHARRES o

C) S SRR B T L Bk 4 -
cluster ha show

4 MRERESTHE ~ FRIEFSHR6 - IREXRESTHE - CEERLGCREITIAR

High Availability Configured: true

o ELLHMAMRERAHAER -
A AAWEN LHRIEERTIES S  BAEEERFHEREEE

cluster ha modify -configured true
Do you want to continue? {yln}: vy
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6. MR EERRE « WARBEBNAERB AP o

storage failover hwassist show

lKeeping Alive Status : $552 : Not receive hwassist Keeping Alive alerts from Partner (ﬁﬁ}?ﬁ@jﬁﬁifﬁé | 8
E; R ENS1ERBHEAIHWassist KeepiveE ) 1 sLERTARREERRHEN o P17 T en TR EERSEH

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_nodeA>>
storage failover modify —hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

7IONTAP X iEEE NEIIE R EZEMTUEBAEE
BEEIMTUA000ME K EEAE « AT NGRS

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

AR EEEER IR E R ERE

10GbEEREIZIEANISCSINFSIE « BLEERIBEIETARMN PR - TMEMEEReOeMe0f « thFEIETRR
R RTERR o

AEWEREEBIRERR  FRIT e !
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var_ nodeA>>:ele, <<var nodeA>>:e0f

(FRUTA2ERIE FRYRIZIES]

HEREINGRENFIAUTAERIR | ~ FRFEEENetAppNREBFHHE - ERERMZESR] BT
THlan< -
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

@ Cisco UCS MiniE1ZE4FONTAP ZERZHELACP ©

K3

7ENetApp ONTAP ERZEEH R EERIESR

L ERONTAP FFREAREIZIEREAFHAERER CBEMTUAI * 000i7t4H) -~ AUEEEShell BT T 588
A .
< -
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

EONTAP R ERIRIZHZIVLAN
EETEONTAP RZIRMIER FEIIVLAN ~ 5B7eh FHITER -

1. FBIINFS VLANZEIHE ~ 08 ELATIE = B0 E R o

network port vlan create —node <<var nodeA>> -vlan-name e(Oe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeA>> -vlan-name eOf-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-
<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,
<<var nodeB>>:e0f-<<var nfs vlan id>>

2. J21I7iSCS| VLANZEHHE Wi ERTE S E B AR -
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. BIIBIRVLANEIEIR o

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt vlan id>>

fEONTAP INEEAREMIRIEHEITE SRS

BERUIEERAggregate EEONTAP HITINRER 2R EIEFRFEIL © #E1 HfthAggregate ~ 53

EfiAggregateai® « EEHPETE SRR « UREFES E’Jﬁzzﬁf%%lﬁ °

HEEIIAggregate ~ FFHITFIIGHS ¢

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

EARAEPFREE D@ (ERRANEER) (FAHEEE - REBHMERSRBHRERNANED

E IR AR o
RRERRFES « ERIUERERIMETRER « BHERTEEESE

EHIRE (AR SER Z A ?%‘%&L.L%AE o #11T Taggr show) S UBBTEREIRE 7 T
aggr1_nodeA] LEARZA(] Mg o

Al

I»

BHE—
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7EONTAP H:ZER&E

HERERBEED L RERE LHIRE « FHITFISS !

timezone <<var timezone>>

@ 1%9[1 - EEIRERRIRFE A [America/New_York) ° BGBAARELTER - W TOEREEIRE

7EONTAP SUREHEESNMP
EERESNMP ~ 555 FHIDER

1. BESNMPEALEH « HINIBRBHEA - 85 « LEATBTASNMPHRY RESME) 7 (RE
EHHEAL B -

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on
2. RESNMPRFEUEXE EiHmEH o

snmp traphost add <<var snmp server fqgdn>>

EONTAP IHEEARIRYIE R T2 ESNMPV1

AERESNMPYT ~ iR E WAL BRI M RS T35 o

snmp community add ro <<var snmp community>>

il
IIFF
i

@ %é%%‘l‘ﬁﬁﬁﬁ F2EPMIERNMP1LEE) < o MIREMEZEERERLEFE « I EBIF

FEONTAP IHEERIRYIER FREV3
VIEREERKRELREETHE - HEREVS * ATl FIIDER

1. #1717 TZZ2Msnmpusers'] &< LUEIREIZEID o
2. #3747 shnmpv3user"MIfERAZE ©
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security login create -username snmpv3user -authmethod usm -application
snmp

3. MAEEERAISIZID « ARIER 'md5) (FREREERIGE
4. HIRRTE « FRAREERRENR\VREASEFTTHIZS
o BE ldes) (FRRAMEFRE

6. HIFRTE « AaRLEERITGERA/\EBF TR NREZ

7£AutoSupport T IERHNER FTREZIZEHTTPS ONTAP
NetApp AutoSupport FER AT A EFEBHTTPSHRZIRREBHFiX ENetApp ° EEZEAuUtoSupport FFAE
PTG

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> —-transport https -support enable -noteto
<<var_ storage admin email>>

B fETF RS AR
AEEVERRERTERKE (SYM) ~ FRm DR -

1. #8177 Tvserver create] % °

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume- security-style unix

2. &kl Aggregatedii ENetApp VSCHIEFEZL#EVM AggregateiBEE o

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. RESVMABBFRRERBEEFERIGE « B TNFSHISCSI ©

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. TEERIAESVM SVMA R T MITNFSEETRTE

nfs create -vserver Infra-SVM -udp disabled

5. BHEANetApp NFS VAAISMIIZAY TVM vStoragel L - sA1% ~ FEEINFSERETTH ©
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vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

()  ®oemasdinm Nervers BAIE - EASVMIATEA MRS

7ZONTAP SURE:ZENFSV3

TR TR UIEAAREFRRRIE -

SHAEE R S RHE
ESXiZEENFS IPfizilt <<var_esxi_Hosta_nfs_ip>>
ESXiF 1B NFS IP{iilt <<var_esxi_hostb_nfs_ip>>

EEESVMLERENFS ~ SFHIT &< -
1. EFEREDL R PRSEESXiTHETIRA

2. PRI HSEESXiEH « #5KREA - SETHEHE B CHRAIRS| - F—EPESXiEHBIRANERSIR1 -
5 EBESXiEEBIARAIZS |52 « fRILERHE o

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
Sys —-superuser sys —allow-suid false

vserver export-policy rule show

3. #EE HRAE KA EFRZ2ESVMIR Volume ©

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D R IEEIE1ER EvSphere 2 B ZEEEHRE! ~ NetApp VSCE BEGRIEEH/RA - IRKZE
it B AETERE EthCisco UCS B& S (AR 23 A2 17 & /R BIFEA o

ZONTAP RZiEHIRIEHE7iSCSIIRTS
EEREIISCSIIRFS « sATEH TP 8 ¢

1. ZESVM LR ILISCSIARTS o then ¢t RRENSCSIARTS « LR ESVMINISCSIE1&%TE (IQN) © FEERiSCSIE

inen
aX AE °©
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iscsi create -vserver Infra-SVM

iscsi show

TESVMIRRREONTAP 17 & A ZHE
EB/EONTAP M BIEAMPR IISVMIBHIBNEBATHE  HRR TSN :

1. ESEEHR LR —EHRE « BAERRESVMIRIREN e HHARE

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DPvolume create -vserver Infra Vserver
—-volume rootvol m0O2 -aggregate aggrl nodeB -size 1GB -type DP

2. EIUS15DEEM—IIRMIRE R RIMARN TIEHHE

job schedule interval create -name 15min -minutes 15

3. EIIRSIRAA o

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. MYafCiRaIRAR « WFESD BRI IREIRAE o

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror

show

L TEONTAP HTTPS7ZEXIHAE
EERTEHREFEHBNZRE - BTl PR -
1. IRE RS SRS

set -privilege diag
Do you want to continue? {yln}: vy

2. —fgM= - BRBZENRECEME - PIT TS REFTRA
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security certificate show

3. HItETHNEESVM ~ RE—KRLIBRESVMAIDNSEEMEIHLTE (FQDN) AR o SrETER /KRB REZM

B ~ diFH B R EBRREIUREREEUREEREN

TEEIRE 2 AIMIPRA IR /EBRREMUE - BT TZ2BRFMR < » MEREHIRESE - T TIS<
&~ ER 7 BT EARERUR MR S E TR &RE

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4 REELRZEREHFBNEE  SU—RIER LI APT TGS - HERIBERMAENERSVVME
FREMREREE - Rt « FEAD BETTAIIBERBITTRELS <

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. BERS TSR 8ME « FHIT 22 REshow) % °

6. YRR TAMRSREARtrue) M TRAREANR 2ERINSEESE - RS « SAEMRETHK

7.8

224

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

ENEYFASSLAHTTPSTEEY ~ UKRIEHAHTTPTRER ©

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|n}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>

() Aeesesmssne SHREETEE  BREERS -



8. EIEEEIREIRER  RBEIURTE * HSVMAIHAEREER o

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

7EFlexVol THREAZMIRIE I NetAppHITIEEONTAP

HEEERIINetApp FlexVol Ise®UEIEE ~ sREAAMFEER T « KNREEENESE o BIZMEVMware BRITZER
& IR & AN —E R AR 23 B AR & o

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space O
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_Z -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
-guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

TEONTAP SZiRINAETS E R ER BRI MIBRELM
AE—REEENHERE ERAERENMERINGE « FRIT T2 -

volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule
sun-sat@o

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1
—schedule sun-sat@0

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 2
—schedule sun-sat@0

FEONTAP IhEERIRYIER FEIZLUN

4

HERUMERMBEETHEIE (LUN) ~FRIT TS !
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lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware - space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware - space-reserve disabled

() #EEEsMiCisco UCS CRTNRRRISHS /BRI SSMUBBISLUN -

TEONTAP R3ZiRAVIRIEHE7ISCSI LIF
RS FER L ABREFR TR AVER

E= FHHERME

{H#1ZEIB5A ISCSI LIFO1A <<var_nodea_iscs_lif01a_ip>>
{ETZEIEEA ISCS| LIFO1AKERES <<var_nodea_iscs_lif01a_mask>>
(#£7ZE125A iISCSI LIFO1B <<var_nodea_iscs_lif01b_ip>>
{577 EIBEA ISCSI LIFO1BAERRES <<var_nodea_iscs_lif01b_mask>>
{#1ZE125B iSCSI LIFO1A <<var_nodeB_iscs_lif01a_ip>>
(#7ZE6125B iSCSI LIFO1A4ERS = <<var_nodeB_iscs_lif01a_mask>>
{#17E25B iSCSI LIFO1B <<var_nodeB_iscs_lif01b_ip>>
{#7ZH25B ISCSI LIFO1BAIRES <<var_nodeB_iscs_lif01b_mask>>

1. EEEER LRI IEISCSIZARER « MfE o
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

}ZIIONTAP NFS LIF

RIS I AAREFR R AV B o

=y

HIFEIEBEANFS LIFO1AIP
E1ZEIZENFS LIF 0148838 =
E1ZEIEEANFS LIF 01 b IP
{#77E125a NFS LIF 01 b{ERES
{#7ZE%5B NFS LIF 02 A IP
E7ZEIEEB NFS LIF 02 A4BERIES
#1FEIE5B NFS LIF 02 b IP
E77EIZEB NFS LIF 02 b4ARES

1. ZIINFSLIF o

FHRERHE

<<var_nodea_nfs_lif 01_a_ip>>
<<var_nodea_nfs_lif 01_a_mask>>
<<var_nodea_nfs_lif 01 b _ip>>
<<var_nodea_nfs_lif 01_b mask>>
<<var_nodeB_nfs_lif 02_a_ip>>
<<var_nodeB_nfs lif 02_a mask>>
<<var_nodeB nfs_lif 02 b ip>>

<<var_nodeB_nfs_lif 02_b_mask>>

227



network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

MZEMIESVMEIEE

TR SR AAREFR RV E o

SFHAHE HHREEHE

Vsmgmt IP <<var_svm_mgmt_ip>>
VsmgmtAEE&E S <<var_svm_mgmt_mask>>
VsmgmtFas& & <<var_svm_mgmt_gateway>>

EEEBRIESVMEIESMSVMEIELIFHRIE E SRR - ;A5 5P ER :

1. BT RIS
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network interface create -vserver Infra-SVM -1if vsmgmt -role data
-data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —-auto-

revert true

(D) HEmSVMERIPREEEE SR AR F AR o



2. EITERRERE « UAFSVMEIER N EEIZEIIMPIRIE

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>> network route show

3. RESVM lvsadminy ERENENE « ARMBIRHE-LRE o

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Cisco UCSfrIAR234HRE

Cisco UCSET#FlexPod

#1TCisco UCS 63248941848 EFlexPod ~ UFZIESBIRIBMN B ELE o

EHRHFERFlexPod Cisco UCS Mangers&iECisco UCSIUTEINAE L B AVIRIE i {F B AVEHARFERS o

Cisco UCS#HiR E #6324 A

Cisco UCSfE BN HEEMEARES - EMSM R — ARG R « IABERFORHSENIIFRREE
E AR -

Cisco UCS Manager 4.0(1b)3z#56324 FabricE# ~ AJ#&FabricEEE & E Cisco UCSHEFE ~ Il #HHE/)\BIEEE
IRIBIRHEES IR E o Cisco UCS MiniF] {ERFAEIE « MARREISEHE M -

FERS BLERAS ST IR CiscoRVE—1E2R18 ~ AJEE—BAVER T LTS ERENERFORE
IR MR E
—RTFEXCisco UCSHIEIRRYVARER IR « REMBE TR THARERAFAEN TIIER

Z#E 7% (GUIZCLI)
REBR (RBRAAREBOIVBRREER)
AIMERREER (B (oiEEERE

© BIREBIBRNIPVAGIIEA] FAERES « SIPVeiLFATENE
* FERREEIPVAS PV izt

* DNSfAARZ3HIIPVASEIPvE ik

* TERARIE TR
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RS 7EFabric Interconnect A L5 Cisco UCSHIIA4ERRFR R RVE

SHRER SHEERMEE

Rt <<var UCSEELE>>
BT <<var_password >>
BIBIP{ht | AAREEA <<var_ucsa_mgmt_ip>>
TIPERES © Bk EEa <<var_ucsa_mgmt_mask>>
TERREE | 4BIREEA <<var_ucsa_mgmt_gateway>>
BEEIPht <<var_UCS#EE ip>>
DNS{alAR23 1Ptk <<var_nameserver_ip>>
IRy <<var_domain_name>>

AERECisco UCSEUHtFlexPod TE R BRIRIEHER « B T8

1. HIEFEFE—(ECisco UCS 6324 Fabric InterConnect ARy 1T & %R
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Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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rm

o

2. GRS EETRAERTE o NRIERE ~ 0% T2 UER 174
3. EFBAET - BIPEREEHEF

TR 7EFabric Interconnect B_E 52 Cisco UCSHI1A4BREFREEAIE A

SFAEE R HEBERIEE

RinTE <<var_UCSEE%E>>
IR <<var_password >>
EIEIP{iit- FIB <<var_UCSb_mgmt_ip>>
E12Netmask-FI B <<var_UCSb_mgmt_mask>>
FEs%F%E- FI1 B <<var_UCSb_mgmt_gateway>>
HEEIPHE <<var UCSE£ ip>>
DNS{aIAR2FIP{izt <<var_nameserver_ip>>

eI i <<var_domain_name>>

1. @#EIEEFE " {ECisco UCS 6324 Fabric InterConnect B_EHy T & E 1R

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>

Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : <<var ucsb mgmt ip>>
Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - 0Ok
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2. EFBARTHEDARCHE -
& ACisco UCS Manager
EZE & ACisco Unified Computing System (UCS) IB1E - :55H FAILER :
1. BEIRUEERIESS « SABBIBEECisco UCS FabricEE# &L o
7£ECE Cisco UCS Managerfy 5 —{EFabricEE 2 % - (A s BEEFE /D50 1E o
2. #—"F TLaunch UCS Manager (EXENUCSEIEFZI) 1 Z4ELUBEEICisco UCS Manager °
3. BENENZRMIRE o
4. HIRRTREF ~ B AadminfEAERERE - AERASESERNE -
5. #—TEAUE ACisco UCS Manager °
Cisco UCS Manager#i#&iz7<4.0 (1b)

AR Cisco UCS Manager#kf8hR4s4.0 (1b) o HEFH#RCisco UCS Manager#iigFlCisco UCS
6324 FabricE A ~ 552/ "Cisco UCS Manager# &£ 5 AAHARtErg o "

% ECisco UCS Call Home

Ciscos@ZU & TECisco UCS Managerd & E FIEEH] ° &ZE MMENFL) AIIIRZIERFNER - BE

RE TREEXH] AT TSR -

1. #£Cisco UCS Manager™ ~ #&—TAAIEY TEIE o

2. W 28 > BEAEE) > TTERSE

3. BB ES TRy o

4. RBECHNEIBRIFESFRIEEAL « A%I%—T Save changes and OK (@B XHETE) 1 LUFERL MCall
Home (PMERUFEE) | BIRTE ©

IBIPi & S R AR  ARAABEFE
HE7ECisco UCSIRIFHEIISAN MRS A « R « BE (KVM) FEMIPIILER - AT TP ER |
1. 7£Cisco UCS Manager® ~ #—TFZfAIBILAN o

2. [BE T&EJRt) > TRy > NPEIRt) -

3. 7£IP Pool ext-mgmt b3&—TBEH# « #A&EEECreate Block of ipv4 Addresses °©

4. A EIRAVERIBIPAIAL ~ FRERRYIPAIUEEE « UK FARR RS MREEE A o
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Create Block of IPv4 Addresses ?

From [192.168.156.101 | Size 2 x
Subnet Mask - [255.255.255.0 ' Default Gateway : [192.168.156.7 :
Primary DNS - (MHERSKE Secondary DNS ¢ [0.0.0.0

o ¥—T TEE) LUZIELE -
6. EHEASPE—T TOK (FEE) 1 °

#&Cisco UCS[EILZ ENTP
HEHRCisco UCSIRIR EINexusZ s HAINTPEIARESEY ~ SA5Emk FIIFER

1. #ECisco UCS Manager¥ ~ #—TF AR TS o

2. EBIAI (BEF) > Time Zone Management (RE&EIE) o

3. ZEEEE o

4. 71 TR BigH ~ 10 THRE) DRERPIEREENRE o

S. M—TRFEE « RBH—THE -

6. R—THIENTPAIARES o

7. @A T<switch-A-ntp-ip>E¢<Nexus A-mgmt-ip>'] ~ A%HZ—T TOK (FBE) 1 - #&—TF THEL °
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Add NTP Server ? X

MNTP Server: | 10.71.156.4

8. #—THMENTP{EIARSS ©

9. A l<switch-b-ntp-ip>'Z<Nexus B-mgmt-ip>' » #A%&$Z—TF TOK (HE) | ° #E— T3 LK TOK (F#
RE) 1 e

Al
Actions Properties
AT S Time Zone ! :.Arr.ernca.-'.‘wie-.ﬂ.' York (Eastern -||r

NTP Servers

Y- Advanced Fiker 4 Export & Print

RERBERRERR

REFRRRAAIEIECisco UCS BRINEFERIFTIE1EE « IR EMIRIBIEMRSRAIRTIE(EE « LUE—FIRFA Cisco
UCS CRYIZBIRAET] - EREMEMERRIRA ~ SF5em TR -

1. #£Cisco UCS Manager®  #—TAfI# TEquipment (&) 1 ~ ABESE _{HFEFIER 'Equipment
(&) 1 o
2. EREERP  ERRARESEE -

3. 1£ TGlobal Policies (ZFKEIER) 1 T * #% Chassis/FEX Discovery Policy (#%8/ FEXIZRZEEER) 1| RTE
AT EHMMETLMIETEE (FEXes) HENMEE Y MEENR/ ) HITHIREZBHE o

4. REGERHERITRERBDERRE - MIREARENRFESAENZHEERE « FR S EXERM
RRER SR o

5. f— THPEE -
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6. #%—TF MRl o

BUFARIARES « LiTHRAMEERR
ERAFEARESM LITHRERERIR « S FIDER ¢

1. 7£Cisco UCS ManagerfVEEEZH « IEERHEZRS1ZE
BB TEquipment (5%f%) 1 > TFabric Interconnects (F¢#E %) | > Fabric Interconnect A (L EZE
[BFRZ KAARREFIR o

EEEUEIZ E Cisco Nexus 311083323 HUEIZIRB 102 ~ #— TR EAHE « ARIEEN Configure as Uplink
Port (BE# LITHREREZIE) 1 o

B—T TYes (@) 1 LAFESS L1THERERIE « A% —T TOK

6. %WL?&:NetAppﬁﬁ?’“ﬁ%U%ﬁE’J E1ZIB3F4 ~ #H—TREAR « ZABE Configure as Appliance Port (
EAEREBEEER) | o

7. 1#%—T TR HREAREERE -

8. #£Configure as Appliance Port (:REAEAEKEEIFE) REP ~ E—TOK (FBE)
9. ##—T THEE) IABESE ©

10. AR ~ BEEY [Fabric Interconnect A (FLHEEEA) | TH TEEEL)

1. 7£ TEthernet Portes (ZA#ERRERHE) | R5IREH EEW frole (IRAE) J 7fﬁa§lEPEI’JL¢§iEE',IEEE
RIE o MRIEFTMERR F ERETMERIBECRIAMRES « 55— T BB LRERIBRVEIRAES ©

.-P.W!\)

o

Equipment | Fabric Interconnects | Fabric Interconnect & (subordinate) | Fixed Module

e & Feulls  Evenis
Tehdanced Pller 4 Bxzon & Pint | | 4l o Uncodfigursd v Metancrk of| e ‘,_-..I'Co:'.l_ciink ‘{ Jrifed Uplink | Apolance Storge | |FCoz Siorge |y Unifien Storege v Karitor ko3
Slot Aogr Pon D Part D Mal f Ralz i Type Oweral Stesus Sirrin Stare Peer

1 2 1 CCDEF3:30:36:58 Hetwork Faysica Ll |

1 bl 2 00 DEF 303682 Metwerd Peysica LT 1 Erables

1 Ci-DEd Applisnce Srorage Poysiza tup t Erables

1 | C:DE Appliancs Storage Faysica L t Erablen

1 5 I DCDEFSA0AEEC  Uneerfinured Prysins LR ¥ Disziled

DEFB. 3030 I ired Paysioal S bt Pres ¥ Gisamied
1 5 DEFS30I6E Un ed Parygic Wy e s ¥ Disaied
1 5 SODEFRS036ET  Unconfigured Prysica Venne eV s

12. [ZB8 TEquipment (%f%) 1 > [Fabric Interconnects (Jt4E3%) | > lFabric Interconnect B (FLaEiE
13. BRI KARRIERIE o

14. BEEUEIZZE Cisco Nexus 311083328 HY 2 KARRREIFIR 1702 ~ H— TR E AR « ZABIEE Configure as
Uplink Port (REA_EITHEEREIZIE) | o

15. #%—TF TYes (@) 1 LAFESE LITHERREIZIR « RBIE—T TOK
16. EIEFE NetAppETEIEH 20V EIZIR3M4 ~ #H—TBEAGHE « SAREEE Configure as Appliance Port (
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17.
18.
19.
20.
21.

RERERREEZIE) | o
B—T T2 WIRAREERR
#£Configure as Appliance Port (3%
B—T THERE) LAREST o

BB

o

RERBAKEERIR) HER H—TOK (HE)

~ $%HY TFabric Interconnect B (Gt EEB) | Y TEEELE]

7t TEthernet Portes (ZA#MBERERZIR) | R|IFHES - EEW Mfrole (MIRAT) | WPYERIBEIER
ERMEEIRECRIIFEARES « 5FiR— T BIRIR R EIZIRRERAES] -

RIE o MRERMERB LER

Equipment | Fabrie Intsrconne, cts | Fabre interconnect B (primar...

Ethernat Ports

| Fized Madule | Etharnet Ports

T bt Hbiem # Caprar ) A g et [ Metwans [ S [ FOoF i [ e Unifed Upinik [ o Bpioee Slotae [ TOOF Steasgre [ Uindiad Sticage [ Mt

Aggr. Porz 1D Port 1D WA if Rl If Type Dverall Status Aomin State Ieer

1 { Fhysica L T Erapiec

| g Q00 Prysic: t b Erabied
il a0 Fhysics LT ¥ trabies

1 o Fhysics tun T Erakiec

1 B 1 Firysic: v Sin Mot Dregans L

| 5 00 Gur Fhysica W =g Hot Frese ¥ Disabled
5] 000 rifigan Physic: v Sfp Mot Presens b Disabled

1 PRI EAICE L figured F v Stp Wt Prasent b fisabled

J£1ICisco Nexus 31108331280y _L1THE R EIFIRIEE

EETECisco UCSIRIEHRR E N EREE®EE

sATTh NP ER

1. #£Cisco UCS Manager/ ~ BEEE B HIZPIILANES|1ZE o

_\IO)U'IA_Q)I\)

FUAERFH ~ BT miEEEREE

—{E{¢Fabric BEZZE

®

BUEFERE © IR IEIEFabric Interconnects L1 GlgabltZ,i(fﬂﬂﬁ (1GbE) 3
SFP - RlFabric Interconnects 1 Z, X 48R EIZIE1/1F01/26897%

Cisco Nexus 3110832185 o W RIG(F AR SIZAEIIMES
RENAER

. 7ELAN > LAN Cloud ~ BRfiFabric Afaik#5#E o
EERIREE tiR—TBRGHR -

- BERUGRIEIRIRE

- BIAMEAEIFIRBENE—ID o

. B AVPC-13-Nexus{FAEZIBBE LTS

#7—T I'F—4%

—{E{tFabric AZE1ZZE Cisco Nexus 31108333228 « 53

sATRRE#(E

RHABSFMGLC-T
& TE251Gbps ©
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Create Port Channel ?

o =M K}

Marme ¢ wPG-13-Mexus |
Add Ports i : -

Next > Cancel

8. EIENIL EEBIREEN T SRR
a. HEEID 1F1EZIR
b. {HIEID 1F0E 82
9. B—T>>EIRIRIG EEIRIRIEE o
10. #—7F TFinish (58R%) | LUBIEIHIRIEE o —T HE) ©
M. 17 TERREE) T - EEGTEIAERIREE o

BIFRBENEGATES Tupy (IEE) -

12. FEEBEERA TLANI > TLAN Clouds F ~ BB lFabric By k4 o
18. 1EERRmE HiE—TREAR
14, BRI EIRIRE
15. B A141EAEIRBERME—ID o
16. B AVPC-14-Nexus{FAEIZIRBERLTE - —T T —¥)
17, ERNEIL EEIRIEEN T EERER
a. 3HFEID 1FNEEIR
b. }HEIEID 170EFIE2
18. —T>>{ BRI SiEERmE
19. #—T TFinish (5ERk) 1 DUBIMEZREE o #8—T THE ©
20. 11 TERRREE) T -~ EEUEIIAVERIRBE o
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21, EREENERRERS Tupy (EH) -

BiABS GER)
MEMANERER - LRI TAABASERENER  EMEBRSBELAPHZETER

() s SrHERBRARIER  BRRFRERTARNIET

HEE1ECisco UCSIRIZEHRE4EMA « sA5Th N8R :

1. #£Cisco UCS Manager® « #RE B T ASIM TNew (Hri) 1 IHEER ~ ZEHL Create Organization (
ERILARA) 1 oo

2. BAARERTE o
3. M MARMAVERAE o 2—T THEE. o
4. EREIERE—T TOK (HE) 1 o

TE TR AR EERBIH#FVLAN
EEREHFRAEEEFHEMFFVLAN « 55T TP

1. #£Cisco UCS Managerd - #EEXLANZ |14 -
RREREERL o

AR ERIRE THVLAN LR —TBEAE -
ZEEY MEBIIVLAN] o

B ANFS-VLAN A EFEZRENFS VLANRY 78 o
fRIFER 'Common (—#&) 1 / TGlobal (&
gA 1 [var nfs_vlan_ id]fEZ&VLAN ID o

#&# TSharing Type (FHA%ERE) 1 %% None (&

©® N o g k~ w0 DN
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10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

240

Create V0LANS . b4

Create VLANSs g

WVLAN Name/Prefix ;| NFS-VLAN

(e)Common/Global CFabric & (JFabric B (_JBoth Fabrics Configured Differently

Yol are creating global VLANS that map to the same VLAN IDs in 3l avalable fabrics.
Enter the range of VLAN IDs.(e.q. "2009-2019°, “29,35,40-457, "23°, "23,34-45")

ULANIDS:E 70 |

Sharing Type : (8 None () Primary (O Isolated () Community

Check Overlap. | [ Ok | [ Cancel

B—T THEE1 ~ ABER—T THE) UEBIVLAN -
HEEREEER FTHVLAN LR —TFBE AR

SEEY TEEIIVLAN] o

#1 AlisciSCSI-A-VLANTEREHEZR#EISCSI Fabric A VLANBI £ ©
{RFFER Common (—fi%) J / lGlobal (&

7EVLAN IDHF#EA l<<var iscsiscsa-a_vlan_id>>] ©

B—T THEE) ~ A%BBER—T THE] UEIVLAN
HEEREESER FTHVLAN LR —TBE AR o

AN MEBIIVLAN] o

i AisciSCSI-B-VLANEZEREZR1BiSCSI Fabric B VLANBY7E ©
{REPEN TCommon (—f&) J / TGlobal (&

7EVLAN IDF#EIA l<<var iSCSI-b_vlan_id>> 'e

B—T THEE) ~ ABEE—T THE)] URBILVLAN °



22.
23.
24,
25.
26.
27.

28.

29.
30.
31.

HFEREEZE THVLAN HIR—TFBEAHE -

EZEEY MEBIIVLAN] o

#i ANative VLANZREVLANBY B #E o

{RFFER Common (—#%) 1 / TGlobal (&
fEVLAN IDFREIA ) o

B—T THEE) ~ A%BBER—T THE] UEIVLAN

LAN | LAN Cloud | VLANs

VLANS
Yebowaooen Fiter 4 Froart o Dot e
Mama 18] - Type [ atr VAN Shatng imary VLN Mame  Mulbeast Peeoy Mema
WUAN delact 1) 1 L Ethes = HNaore
WLAN D002-Mative [Z) 2 L Erbe =1 i
WA mimie 18] it L =4 e
WLAN 707-1B-MERT (107 101 b Ethwe o Ko
WLAN.DT2 WM (T02] ro2 L Eths Mo Mo
WLAN 0703-vMatior | 163 103 1 Etre: Mo Mare
VAR O DA=HFS |1 0d) 104 L&A Bl . ot
WLAM D7 20-E051A 1 20 120 Lart Ether o More
WLAN 9121-5C51-8 {121} 121 Lan Etber Mo Jors

EEBEERM TLANJ > TPolicies] T ~ ERB lAppliancel
HIRE) LE—TEERRE-

BEEY TERXTAERRIZEHIREAN) o
1 RA6%7% Enable CDP_LLPDJ -~ AT3EHEICDPERY
EXFALLDPRIEEFIZWTNAE ©

“REE

Me R,

Properties for: Enable_CDP

General Evorts

Aetions Properiies
Dgtota Mame Enable_CDP
Show Palicy Lisage Description
Chwner : Local
chp 1 |1l Dizabled ! Enabled |

MAC Register Mode ¢ |(8 Only Native Vian | All Host Wans |

Actioran Upbnk Fail | (e Link Dowry () Warning

MAC Security

Farge | = Mlow C=iny

LLDP

Transmit : |I_| Disabled (#) Enabled
Receive - Disabled (w Enabied

INetwork Control Policies |

OK Cancel

Help

(HERRIE
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32.
33.

35.
36.

37.

38.

39.

40.
41.

42.

43.

45.
46.
47.
48.
49,
50.
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B—T THEE) - ABRBER—T THEE) URILERER -
TEEERN TLAN) > THEARESEIR) T - B TFabric Al k4 o

- RERTE o

EEVEREENE1/3 ©

7£ TUser Label (fFRAETER) 1 HBUF ~ @AISHEFIEHIZSERIBIVE ~ 40 <storage _controller
_01_name>:e0e] °3#%—T [Save changes and OK (#{FE BT

#EY TEnable (EXFE) CDPAERREEHIIRAI) -~ SAB3EEN Save changes (A& E) | A TOK (HE
) 1o

FEVLANTF ~ #EHisciSCSI-A-VLAN ~ NFS VLANFIRZEVLAN ° f&Native VLANEZAREVLAN o BRTER
AIVLANZEEE o

¥—T TSave changes and OK (& B I HEE

LAN | Apchunces | Fabric & | etedeoess | Appiencs inteciucs 1303

Ettwr

7£ TFabricA (4#8A) 1 TEEX lAppliances TE1/4

£ TUser Label (FREZRE) | BAIFP - MASHETTIERIZEZIERNEN ~ FIU0 <storage _controller
_02_name>:e0e] ° 3% —T [Save changes and OK (#{FE BT

#2EY lEnable (B{A) CDPAEERIZHIEREAIS - FA%%IEEY Save changes (f#7F&E) | # TOK (FEE
) 1o

7EVLANF -~ #HisciSCSI-A-VLAN ~ NFS VLANFIR4VLAN o

. #&Native VLANZZ AR VLAN ©

EPRTERRAIVLANESE o

¥—TF TSave changes and OK (& B I FEE

EEEERN LAN) > TEAEEEIR T - ER Fabric Bl BiikAEHE -
R E °

ENEREENE/S

£ TUser Label (EAEIZE) 1 AP « MAISHAEIEHIZSEZIBMEN » HI%0 <storage _controller
_01_name>:e0f (7FIEHI284478>e0f) | ° ¥ —T lSave changes and OK ({#7ZE BT



51. ¥=EEY lEnable (EF) CDPAERRIZEHIRAIS - FARIEEX Save changes (fA7F&%E) | # TOK (FEE
) 1o

52. 7£ TVLANJ T ~ #HY liSCSI-B-VLAN] * TINFS VLAN] #1 TE4EVLAN] - jENative VLANE AR
4 VLAN o BUHEEEVFEERVLAN o

LAN | Applisnces | Fabric B | Interfaces | Appliance Interface 143

3
1
B
]

AFFAZOD_Clus_o et

SIVLAN MFSVLAN 1021

Meatve VLAN - WAk Matwe-vial () T |

53. #—TF lSave changes and OK (fifZ&EIFEFE
54. 7£ TFabric B) T3EEX lAppliancesTTE1/4]

55. £ lUser Label (EAEEH) 1 WAIF ~ BMATSHEFIEGZSSERNE ~ FIE0 T<storage _controller
_02_name>:e0f (#EFEEHIZ3%E>e0) | ©3E—T [Save changes and OK (EFEEFEIETE

56. $#EHY TEnable (BXFE) CDPAEBSIEHIERAIL ~ #ABEEEY Save changes (fAFEE) 1 1 TOK (BE
) 1 oe

57. 7 TVLAN] T ~ 3%EEY liSCSI-B-VLANJ -~ TNFSVLAN] 1 TE4VLAN] © #Native VLANR AR
4VLAN o BUHZEENFEERVLAN o

58. #—T lSave changes and OK ({772 B FETE
f£Cisco UCSZEHEHR E EBIELR
HE7ECisco UCSHER PR EERMERT AR RE « ATl TP R .
1. #£Cisco UCS ManagerfVE B & 1&H + #— TFLANZRS|1RE -

2. 3%H TLANJ > TLAN Cloud] > TQoS System Class] ©

3. TABERTP -« #—T lGeneral (—f%) 1 FE3|1EH -

4. 15 T&) FINMTURT A A RSP ~ 81A9216 ©
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LAN ¢ LAN Clvud | QoS System Class

Al =
A Ginnnea P RSM
LAk Cood
AR Pro
e 4, L k.
= Fori Channels T Local

# Port-Channmnl 73 vPE-13-Nowe

Priarity Enablod CoS Packat Woight Walght RATL Multicast
Drop (=} Dptimized
* WLAN Oplimiisicer S=is
*WLANY R, 4 0 " WA rarmal
» Fabire: B Goild = a L a . IR varial
Sikver 3 ¢ 4 - Nja i
Bronge T niA 1
Bt ¢ Aoy ¢ : a 50 1
Effory
Fibra - o = - 50 Hja
Channel = -

5 BM—THEEE -

6. #%—T THEREL ©

$2E]Cisco UCSHTE

EEMEIFTA Cisco UCSIERE ~ 5552 T 558 ¢

1. #£Cisco UCS Managers ~ EEEGRERS1ZH « AR ERARAINRERSIIEE o
2. [ZBE TRl > Tig%EL o

3. 7£ TActions for Chassis 1 (#%8189801E) 1 1 ~ 3%EEX Acknowledge

4. ¥#—T TOK (FEE) 1 ~ A% —T TOK (FEE) 1 MUSehFEsBiksa

5 1#%—T [Close (BAEA) 1 LLBARA TProperties (RZA) I

#H ACisco UCS 4.0 (1b) ENEERRER

EEHCisco UCS Manager#iB2#1Cisco UCS FabricHEEREEF 4k E4.0ik (1b) -~ 552Bd "Cisco UCS
Manager& 2 EAFH4RIERT" ©

B FEEIRBEY

FIEEERATEAREES HE R ENRARSERENHENEN - BERAEESETEF - BIOS ~
WRIEHIES « FCATE® ~ THERBNE R (HBA) EEROMMFEFERIBABTSZEMS ©

HETECisco UCSIRIEH M T ERIRAZ AR SIZRE « AR TS E :
1. TECisco UCS Manager® ~ #—TFZfAI89 MServers (faAfR23) 1 °

- EEEY TRAN > TRy o

- REAEHKEIRES

R MFEsR) ©

- 7E TEnfEl ErgHR ~ R MEEMRRAS o
- Z{E T] #5448 EE A kR ZN4.0(1b) ©

o g A W N
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Modify Package Versions >

Blade Package : |4.0(1b}B v
Rack Package : | <not set= L
Service Pack | v |

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CciMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

MVME Mswitch Firmware
PSU

SAS Ewnondor

{3

oK Cancel Help

77— THEE) - ARBER—T THE) WEREHIREMS -
EIMACftEE
EE#Cisco UCSIRIEREMBENIMACIIILER « 557Ch NI ER :

1. £Cisco UCS Manager « #— T A @IAILAN o
2. FER &R > TIRE#R) -

IR ~ FEIUMEMACHIIER « SE AR —IE -

3. TEIRAEATHIMAC Pool E¥—TiBEAR -

4. B MEIMACEE) LUEIMACHIIER °

- A TMACHIHEEEA] EAMACIIEERATE o
6. M : BAMACEBHIERER o

. EREEFAISKIEFEE - ##—T F—%)

- HB—T THE)

. I RERBIAMACATHL

(93]

© o0 N
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SRS R © RESOARIERIAMACII AL F—ERIR & —18/\(17T4ES  USFA
(D) HMACHIAEBIAREMARLL - FlexPodfERFIREBHIR « B T PyitCisco UCSHBIE
ARSREFMAVEER « FRAIRMI00 1 25 1 B5 1 32 1 0A & 00ffiAFE—EAMACTLLL °

10. 5 E— (BB UZIE B TI#FAMRSB N ARBERHNIMACIIILER A/ o B—T THE °

Create a Block of MAC Addresses

First MAC Address : | 00:25:85:32:0A:00 Size :

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B500xx:xx

M. #—TF 5] °

12. 1ERESRENES ~ HB—THE o

13. R4 FTHIMAC Pool Hi#— T BB AR o

14. 3EY MEITMACEE] UEIMACHIIER o

15. BA TMACHIIEABI fEAMACHIIEMAYTE o
16. 3 | BHAMACERARMA o

17, EREEFAERBFEE - 32— T TF—%)
18. ##—T THAIE]

19. $EEREIAMACAHLLL ©
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SRR R - BEIGOBRIEIEIAMACHIA YR —(8/\RI7EAR3S « MUSLLEB R HoRf
() BMACHIHLHERIBMERBLL - FlexPod BMBREMERIT « t1iCisco UCSHBEISRREE M
HRIEA ~ $2E3RMI00 : 25 1 B5 : 32 1 0B : 00 FE—EMACTIL
20. $5E— AR A A I HARSNARSEROMACIIER A/ o —T HE) -
21 %—TF TR o
2. {EREBAE R  B— TR o

#EILiSCSI IQNE&E

HE7Cisco UCSIRIFREMNEZMIQNER - 5F7e M7 :

—_

. f£Cisco UCS ManagerH ~ #%#—TFZ{8IAISAN o

EE TERth > MRE& -

7£IQN Pool 32— T AEGHE °

#EEY Create IQN Suffix Pool] (EIZIQNEEERM) LUEIIQNER o
i AIQN-Pool{E 2 I QNEE @RI 78 ©

B BAIQNEERER o

A Tign.1992-08.com.cisco’' | {EZ&RIET °

AIERIEFER EE - B—T TF—F)

B—T g

A TUCSEHR ERFE

© © N o g k~ W D

-
©

() mEEESMECisco UCSHL « TAEBEMAEAMNIQNE B -

N £ THHE) BUP@EAT -
12. {5 IQNEIRI A/ ~ BUZIEDTAMERBER © #&—T TH#E) o
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Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16

13 #—TF T o
BILiISCSIEEBIPBLER

EE7Cisco UCSIRIRR EMEMIPERISCSIFE « 5558 M7 ER

-_—

. £Cisco UCS ManagerH ~ #— T {HIFILAN o

Bl T&ERt) > MRB#R -

7EIP Pool L#&—TBE AR -

#EHY [Create IP Pool (EIZIPER)

#5 AlisciSCSI-ip-Pool-AfE2IP PoolF& 78 o

A BAIPEERERA o
ENTEDIRIEFRESEIER - ##—T v —%
#B—T TEmg) DUmEGIPAutEE o

£ M) WU ~ BAZSRAISCS| IPAIAISEEIFHEE o
BRNRE R BADHMEIARIZAULL - 37— THEE)
BT TF—%,

© ©® N oo o &~ W DN
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= O
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12. #%—TF T2/ o
13. 7£IP Pool L##—TFREHE -

14. 3¥EHY TCreate IP Pool (BIIIPER)

15. i AisciSCSI-ip-Pool-BYE%IP Pool#y£ 8 ©

16. 3% : B AIPEERIERAA o

17, EWM TR RIBFAVEEIER © #—T TF—%.

18. #%—TF TG LU Pt @R o

19. 72 T RGP ~ A ZISIKAISCSI P A EEERAEE o
20. BARNEEABABMFEIRBZHIOAL 32— THEEL °
21. #%—TF P4,

22. H—TF T52Ry o

EIUUIDREE Rt
HE7Cisco UCSIRIFREN ERVEAME—#AIEE (UUID) BEEIRM » A TP :

—_

. TECisco UCS ManagerH ~ ##—TFAfIBY MServers (fAlAR2S) 1 ©
X &Rt > MRE& -
FUUIDEREE R LIE—TBEGH

Y Create UUID Suffix Pool (J2IIUUIDEE

A UUIDE R EAUVIDEBE FtBI2HE o

M | BAUUIDEISEERIEREA o

REBEHIEBENRIES °

EEY DEE) (ERIENIER o

#B—T I'F—%

B—T THg) Mg —EUUIDERR

- TEHE) BAREATEREE -

FEE—ER IR AT ATI# R ARSI ERIUUIDEIR A o #—T THEE) o
- m—TF T5ERRl o

14. 3—TF THEE, o

© ® N o g k~ w D

N U |

1 RS EE
EE#Cisco UCSIRIRREHBEMAARZEER 555t ML
(D szsRrBBnARSEE - UEIIBRFROBELE o
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2. ZEEY M&ERth > MREER)
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3. RIS EE HiIE—TFBEARE

4. ER MZUfRSEBER) o

S. A Tinfra-Pool) 1E#&fAIARESEERIELTE o

6. M : MAFIRSEENRE - H—T F—%

7. %%HWE%B (%) FREEAIRVMwareBIREE ~ REE—T>>KEFIEE MNnfra-Pools  (fAIARZZE IR

8. #—TF Tl5Emk) o
CH—T THEE. o

[(e]

#CiscolR R B EMNEL B IRR W E BB IEHIRAY

AERUCiscolrREHIRE (COP) MBERERREWIHE (LLDP) HIMERRIESIRR  H5T FIIPER
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. £Cisco UCS ManagerH ~ #%—TF&Z{8HILAN o
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- SR TESTAERRIESIRA o

. B A TERF- CDP-LLDPREI%TE, o
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Create Network Control Policy 72 X

coP - [ Disabled (®) Enabled |

MAC Register Mode : ;_l_r Only Native Vian () All Host Vians |

Action on Uplink Fail : !" o) Link Down () Warning

MAC Security

Forge - |(e) Allow () Deny

LLDP
Transmut : | *) Disabled (e Enabled |
Receive : |_ Disabled -' Enabled |

D

I EIREIRA
HE7Cisco UCSIRIFR T BIRIERIRA « 57Tl TP ER

1. #£Cisco UCS Manager™ ~ ##—FAfIEY Servers (AfRES) 1 F5I1ZH
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Create Power Control Policy 2 X

Name . | No-Power-Cap
Descrniption
Fan Speed Policy @ | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

-Pl_r Mo Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their prionty.
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HE7Cisco UCSIRIFRIIERMEARSFEERBFMHRA ~ s T7ITEHR :
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10. #%—TF ThEE) BIURA -~ ABE—T THE) BT -

Create O Cores Dunbheaohd
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° BRIZSRCIME | BIFH
° ERIEERCTHRE | EFA

Gresnte BHIS Pobcy

l'— = » ¥ - adms
[ - 3| .
F. = = — '_I

. ATHBEHRAREIERER  AERE T2

254

° REJRRBE @ MBE
o SERMIREIR | ERE
> DRAMBFEERTR @ RYAE




LR g P Sy B

Tragind Pl

it i et o b

Bt g bmrn

| TSP

10. #%—T TRASECIERE) -~ ABRETIIZE :
° {EEBEDDRIER, | MAEER

Craake IO Phoscy ¥ =

M. #%—T TFinish (5TAK) 1 WEZIBIOSRRY °
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18. 7 THARRIEHIRAI) BB ~ BB Pool-Al

19. 75 THEBRIEGIERAI) JEEE P « #EEY TRRA- CDP-LLDP] ©
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9. AHIBEANEN T B o

10. B EHIBHARBRES (WNICKEMR_AL o

M. 7£ TTargety (BE1E) T - EEREN Adapter] (NEFE)
12. ¥ TNative VLAN] sR&ER4EVLAN o
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19. 3B TRA) > TRy o

20. 7EVNICE A R —TBEAE

21. #EEY TCreate VNIC Template (EIZvNICEEZK)

22. B Tite-01-iscs_BJ {EAVNICEIAETE o

23. 3EHEY Fabric B.) sA/7EE TEXFARIERE) BI1E o

24 BERERRNAESE -

25. 7 TTargets (B1E8) T - EEREE Adapter) (NEF) #HE-o
26. 3EEY [SEneiAsEny) o
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28. #EHY Tite-01-iscsit_b_vlan) fEAR4EVLAN o

29. {R88% TCDNZKRL RERIVNICEKTE o

30. EMTUZF ~ #1A9000 ©

31. #EMAC Pool (MAC:th) FlZRFR#EEIE"ZEEE B (MAC-Pool-B) "o
32. ¢ THERR¥EHIRA)) B8 ~ Y TEA- CDP-LLDP] ©
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34. %—TF THEE) o

LAN | Palicies | root | vNIC Templates

WL AN

#iSCSIFIEEIILANE

w2
{EiSCSI LIFi iR #E5EH
(Cisco UCS 6324 A)

"'EEE)'L ,‘

MRZRMELANZELRRE] ~

2+ whilC Template Site_01_ISCSE-B

CREIEgE]|

Harre Site_01_ISCEI-B
Daserpt
Chynor Local
Falnrc 100 et A = Tt B Enable Failaver
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GES Py || e secs -
Metaark Ceertrol Pobicy Enal

Shats Threshold Palicy atayl] *

Connection Policias

<not st ¥
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1252 ( TiSCSI_lif02ay #1 TiSCSI_lif02by ) L o S ~ RERA lifsiEiZ EFabric A
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9. 7EVNICEEABEE A ~ #EEY TVNICEEZAS) o

10.

s B IEVNICHTIE Z [RAl ©

Modify VNIC

Mams . Site=07-vMNIC=-A
Use yNIC Termplate; €

Create oNIE Tempsie

VG Tenpkiti wMIC_Tampiate_& ¥

Adaptar Porformance Profilo

A E-ERA TRES S  ERVMware ©
1. fB#—TF THE

fodenter Polcy

WhhhGare ¥

Comnaction Policies

Cancel

12. #%—TF L7789 TAdd (GHrig) 1 BEIELUHTIEVNIC o

13. #£Create VNIC (3BIZVNIC) #:E75187 -~ #A Tite-01-vNIC - Bl {EAVNICHIZTE o

14. 3EHY TfEAVNIC
15. ZEVNICEAE B

& BEIE o
M~ 358EY TVNICEEZASB) o

16. A ERRATHIVEES » BEEVMware °

17. #%—T THEE)

18. ##—TF LA TAdd (Frig) 1 EIBELUFTIGVNIC ©

s B IHEVNICHTIE = [RAl o

19. £Create VNIC (3BIZVNIC) #:E51R7 -~ B A Tite-01-iscsit-Al] fEZAVNICHIZTE o

20. 3%Hy MMERVNIC

21. 7EVNIC Template (VNICEEZK)

g4 BEIH -

22. e ERIRATHIIUEER « EERVMware o

23 #H—T THERE
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- B—TLEAM TAdd (Hitg) 1 BEELEIEVNIC ©

- #ECreate VNIC (Z1IZVNIC) ¥EEFAIRH ~ WA Tite-01-iscsit-B1 1EAVNICHIAHE o

. ¥EHY T{EAVNICEEZS ) 3EIE o

. TEVNIC Template (VNICE#EZs) ;BB ~ #EY lite-01-isciSCSI-B] ©

- A EERATHNEED « EEVMware ©

- ¥%—F THERE) ~ WUIbvNICHTIEZERE -

. JEBJ TAdd iSCSIVNIC (Hri&iSCSIVNIC) | 3EIF o

- ¥%—"F TAddiSCSIVNIC (¥iZiSCSIVNIC) 1 ZEREFREY FAdd (Hit) 1 3EIA ~ LURTIEISCSI VNIC ©
. f£Create iSCSI VNIC (323ZiSCSI vNIC) ¥ESIEH ~ A lite-01-iscsit-Al {EZVNICHIHTE o
. $EHY TOverlay vNIC] % Tite-01-iscsi—al ©

- IHISCSINERRREERREA Not Set (RRE) 1 °
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Modify ISCSI vNIC

Name . Site-01-I1SCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN | Site_01_ISCSI-A (native) v

iSCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

38. #—T TAdd iSCSIVNIC (¥igiSCSIVNIC) 1 ZEfEAE) TAdd GHTIE) 1 3EIE ~ LUGHTIEISCSI vNIC ©
39. f£Create iSCSI VNIC (Z3IZiISCSIVNIC) ¥EESIRA ~ #A Tite-01-iscsit-By fEAVNICHILTE ©

40. 3#EY MOverlay VNIC] % TSite-01-isciSCSI-B1
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43. Y M (FEREA) 1 F% TMACHHIEK) ©
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EEHvMedialR Al o
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1. 7£Add iSCSI Boot (#riZiSCSIBIE) H:ZARA ~ BA [ite-01-iscsi—a) °#—T THEEL o
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]

ZHEVNIC | HBAK B E

K

EERTEVNIC / HBARE N E ~ FH7eA FFIPER :

Create Service Profile Template X
Ciptioeally spocy LAN confquration mformation
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Storage Provisioning
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Initinter Names
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viiz<ia Polioy Initiztor hame
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Maintenance Policy
Server Assignment
Operational Policies
< Prev Next = Canoel

1. #% TSelect Placement (EEEME) | THIVEESR « HRERARES MLet System Perform Placement

CERRHITHE) 1 o
2 5~ IF—%,

%&5

EvMedia/zR Al

EERTEvMedialR Al ~ sA5ER TP ¢
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FHINERVMedialR= 8l o
2. #%#—TF I"F—%
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R FIIRZ3 BEEIES
EERTAIRESHEIER - AR TP
1. $EHY MBoot-Fabric - A] {EARBIH4RAI o

Create Service Profile Template

Opticnally specify the boot policy for this scrvice profile lomplaic

ldentify Service Profile
Tamplate
Scloct a boot podoy.
Storage Provisioning Boot Poficy:] sl -Falnic-& » I o1 Pes
. Mamc : Site-01-Fabrie-A

Hetworking

Cizscription H

Noboot on Boot Order Chanpe @ Ne

SAN Connectivity

lemes I W HEANRDS] M - Yes

Heil Legaoy
Zoning WARNINGS:
Thie typee (pinmangseconday ) does sob mocatea s Loot oeds
The cffective onder of b'.-.-l devicos wi th me oy 251 i detarmin uu—t MCE: bus scan order
wMNIG/WHEA Placement | Enforce vNIG/wHBARSCSI Name @ celeclesd onne s ofl o ¢

i it bs mot solocted, the WNIZsWHBAS &rc sclcoted iF they cxist. othorwiz R
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- 2
5 TinEy
Server Assignment
& = e

Operational Policies

= Prav Mext = m Cancal

2. £BoorsTEH « #EHY lite-01 - iscsi-al °
3. #%—T TRTEISCSIFIk28 -

4. 7£ TSetiSCSI Boot Parameters] (5% ElSCSIEF‘ﬂ’fA%“%&) g ~ i TERSERERE) BEIEREA TNot
Seti (R&FRE) RIFECERUBIBESTIRIRAEERERLEH o

S. (R TRYENSRBMBIEK HEAM - FEREAERARIS B ERNE—RFZREIEREN2 5 o

6. #& TiSCSI_IP_Pool_A) XZAEIENS3IPHIILERE! o

7. ¥EEYiSCSI Static Target Interface (iISCSIFFREEIEHE) #EIE

8. ¥—T THmE)

9. BAISCSIBIZ418 - BER{FInfra-SVMBIISCSIBIZRHE « AEAREEESE T « A%BBIT TiScsI

show] #3% °

10. 72 TIPVAfifit) HIHEA Tiscsit_lif 02A1 HIIPHLHL o
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Create iSCSI Static Target ¥ X
LS Target Mame ian. 1992-08 com. natapp::
Priciity 1
Port : | 3260
Aulhentication Profile : | <not set= ¥ Creats S5 Authentication Profile
1P Address 192,108, 10062
LLIN 1D o
D -~
M. #B—T THEE) UGISCSIFRERE o
12. #—F THmE)
13. WAISCSIER®EE
4. 78 TIPvafitit) MGIFEAIPGILE TiSCSI_Lif_Ota) °
Create iSCSI Static Target T X
ISCSI Target Mame ign_1992-08.com natapp::
Prioeity 2
Paori 1 3260
Aughentication Profie cnot sei> ¥ Creste SCS1 Authenticon Profils
[Pyl Adkdiness THZ 6B 06T
LUN 1D 0
o -

15 #%—T THEE) LUMGISCSIFFEAR -
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7£ TBoot Order (BHt%/IER) 1 = ~ #EEX liSCSI-B-vNIC (iSCSI-B vNIC)

#—T TREiSCSIFE2H -

7£ TSetiSCSI Boot Parameters] (FREISCSIFIES8) HEHIRA « & TEREREE
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24. 77 Tipv4qusit) #@AIEA Tiscsit_lif_02B1 BYIP{IL o

Create iSCSI Static Target 7 X
SCS| Target Name - ign, 1992-08.com netapp::
1
31260
o L
Auddress

25 ¥—TF THETE) LUFTIGISCSIEFRSEMR ©

26. #%—T TR

27. BAISCSIBELTE -

28. 7£ NiPv4fusit) #@AIPEA Tiscsit_lif 01bl BIIP{IL

Create iSCSI Static Target 3 X
1SS! Taget Mams g, 1992 -08. com. netapp::
F 2
= 3260
L v
1Py Al
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. - §
Set iISCSI Boot Parameters ¥ X
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3 #B—T T5Erls MBIARBSREEEHE o
4. 7EHESIAEHRE—T TOK (FEE) J °

TR AvMediafuARFE R EAE ST A
EEEV B AvMediafIIRFER EIEE A 5B Y5 ¢

1. FEARZEUCS Manager ~ A& —TERBIEY TServers (fAlARES) 1 °

2. =R TARFSREAEEA) > TIRESR > MERFSEAVMER-TH-ERE%8- iSCSI - A)
3. LUBBHEIE—TVM-Host-Infra-iISCSI-A ~ A%&3EEX Create a Clone (JEIIEH) 1 o©
4. BiEAmRA TVMEM-EZEHE- iISCSI -Eiigas -

5. RV IIAIVM-Host-Infra-iISCSI-A-VM - ZA1& EEEVAHIRIvMedia PolicyZ25 |12%; -

6. ##—TF M&vMedia/REIL o

7. 3EEYESXi 6 © TU1-HTTP vMedia/RA ~ 2A%&3%—T TOK (F&E) 1 °

8. #&—T THEE) LARESR o

EBERIREREEE AR IRFEREE « A7 TP ER
1. B4R Z Cisco UCS Manager ~ 8% —TFEfAIH MServers (@AREZ) 1

2. [2F3 TServers (fAlAR2%) 1 > TService Profile Template (ARFS:REEEEA) § > Mroot (1R) J > T

3. 71 TActions (B1fE) 1 & « #—T [lCreate Service Profile from Template (EEAEIIRTSHRERE) 1 -
AB2M

a. BA Tite-01-Infra-01 FAMRAIE °
b. #A 21 FABZRIMNBRITEREE -
C. 3EEroot{EAAEA °
d #—TF THEE) UEILRERERE o
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4. FRESZAEFIR—T TOK (FE) 1
5. ERBERERIRISRER lite-01-Infra-011 F1 Tite-01-Infra-021 ©

() mEzEreaBREROARSER RFRSE T -

RIFAERE R 2507 © FATELUNAN R Eh25844E

LZHEIZTLONTAP

F= RV E ]

EERERRENESEE4E (igroup) ~ ASERR THILER .

1. RBETIEHUSSHERHIT G !
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-01-ign>
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-02-ign>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi
—-ostype vmware —-initiator <vm-host-infra-01-ign>, <vm-host-infra-02-ign>

()  smmE1REmFIEREIONE -
2. ZEEHIAMIEILA=1Bigroup * 55#11T ligroup show) &% °
HFILUNE FEEigroup
LS ERBRELUNEERigroup ~ 5558 T5IZER -
1. EREFEEESSHERP « FIT TGS -
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A

—igroup VM-Host-Infra-01 -lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 —-lun-id O

VMware vSphere 6.7U1ZZE12F

AERRHTEFlexPod VMware ESXi 6.7U1#BREH 225 VMware ESXIRVEHATERF - I2F7ThE ~ RS ECE MR
EFERYESXi 1 o

EVMwarelRIERLEESXIAXE L X - BERFEENRNAERACisco UCS ManagerMEZRIKVMEIZE S E
BRESTNEE « KRR ZRFREEREERN RS « WEREEFELUN o
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MR EAR T & VMware ESXIEFTBRE « 555Th FFIT BRLATER T &
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2.
3.

H—TT5E4E | https://my.vmware.com/group/vmware/details?download Group=OEM-ESXI67U1-
CISCO&productld=742[VMware vSphere Hypervisor (ESXi) 6.7U1.

REBN2FEAEIDFZE "vmware.com” T ELEREE o
TH.ISOHEE -

Cisco UCS Manager
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© ©®© N o o k~ w0 D
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= O

FARRAEE SR8 ~ AR HI A Cisco UCSEREULAIPAIL o L ERERIEICisco UCS ManagerfERTEL o
#—TFHTMLFH9Launch UCS Manager (EXEHUCSEIEIZI) 4L ~ BX&HTML 5 UCS Manager GUI ©
MRAFIETECEZ T2 MRE - FREERER o

HIRRTREF ~ WA Tadming 1EREAERHE - ARWATIER -

EE% ACisco UCS Manager ~ s518— T & A ©

FEEIRERF ~ H—T LMK MServers (fAARES) 1 °

Y Servers (fAlAR23) 1 > lService Profiles (ARFE&EHE) 1 > Mroot (1R) 1 > TVMEHE-Infra-01]
£ 'VMEH-Infra-01) EiIZ—TBEARE « ABER KVMEEZEE)
RIBIRTEREhJavaBlKVMEZS o

#EEX TServers (fAlARER) 1 > [Service Profiles (ARFHRENE) 1 > Troot (1R) 1 > TVMZEH-Infra-02]

- 7 TVME#-Infra-02) E#—TREARE o WEERKVMEES ©
12,

REBIRTEE)JavaBiKVMEES o

FHEVMware ESXiZiE

ESXi#E & VM E#-Infra-01F1VM E1#-Infra-02

LBELARSBMEFEERAREES  FESEESXiEH LM THITHR

1.

N o g k~ w0 N

EKVMRE B ~ 32— lVirtual Media (EHHERS) 1

B—T TEREEREEE) o

MBAMIRTEIEZRMBHIKVMIERSER « SAREEET -

#—T Virtual Media (EE5EIERS) 1 ~ #A1BEEEY 'Map CD/DVD (¥#FECD/DVD
BB ZESXiLIERZISOMIRIE « R%EIE—T lOpen (FARD 1 -

BT THEESE) -

#—TKVMZRS {2 BB IE R AR 2SR
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ZHEESXi
ESXigE & VMEH-Infra-01FIVMEHE-Infra-02

EEREVMware ESXiZ2EE 1 AYISCSIATFIELUN ~ sAESE T 5T T8 -

—_

. 3EHY MBoot Server (FEt#EIARSS) 1 A¥E—T TOK (FEE) 1 ~ ABER—T THEl °

EHFAET « RS ERESXIZRERERFR - WARHFEIIRERPENESXiZ R ©
ZEBEABMATTRE « BHEEnterlBBLEE o

RBIEZRIRERAERESY (EULA) o BF11IESIAELS -

EEVTRIER E A ESXIZEEHEFRAILUN ~ AR IREnterlBZEE o

EEUEERBRECE « AR KEnter

B AL FEERrootZ b ~ ABIXEnter ©

ZHREXNGBLLES  ISHFBEMREERDE  MF MBS -

LM% « BEEVirtual Media (EHEHERR) R3IRE - ABFRESXILEHEREHPIRGL c H—T=2 °

© © N o g k~ W D

(D) ESximguATUESE « LFERFARSENIEAESX « Tk o

10. ZEEERE « MEnterEFRENFRIARES
11. #£Cisco UCS Manager™ ~ % BRIFARFE R EHEBRLEE IEvMedialRFS R EEE A « LU R FEBHTTPH
FHESXiZEEISO

R EESXiF A E IR

BIEFHE « WEREEVMware T SRR - EEMMEVMware TRV EIRHEER « A SEESXiEH L
FER NFIDER

ESXiZ#VM-Host-Infra-01F1VM-Host-Infra-02
EERTEEESXiFMEINEIRME « 5ATR TP R ©

1. FAARERSTAR RN  FF2BET R4 ©
2. WA Troot)] BREA ~ BAKENE « ABKEnterE A o
3. JEENGREEHHARIEEIA ~ AR REnter o
4. #EH TEnable ESXi Shell (BXFIESXi Shell) | ~ A% #ZEnter o
o. #EHY Enable SSH (EXASSH) 1 - ZAE¥#KEnter o
6. 1ZEsCIR H R EHHARBETAINAESR ©
7. #EEY Configure Management Network (EZEEIBAIER) | I8 ~ SAB#ZEnter o
8. 1EHY Network Adapters (A8E&+F) 1 ~ FABIREnter o
0. FERR THERSARE) WAIPMETFE MEELMR) BUPHNSFAT o
10. $#%Enter o
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11

12.
13.
14.

15.
16.
17.
18.
19.

20.
21.
22.
23.
24,
25.
26.
27.

28

Netuork Adapters

Select the adapters for this host’s default management netuork

connection. Use tuwo or more adapters for fault
load-balancing.

tolerance and

Device Name Harduare Label (MAC Address)

[X1 vmnicO Site-01-vNIC-A (...00:0Ba:2e)
[X] vmnicl Site-01-uNIC-B (.. .00:0b:2e)
[ 1 vnnic2 Site-81-1ISC... (...00:8a:3e)
[ 1 vonic3 Site-01-ISC... (...00:08b:3e)

{D> View Details <Space> Toggle Selected

Status
Connected (...

Connected (...
Connected (...

S e e’ Y

{Enter> 0K <Esc> Cancel

. 3EEY TVLAN CGER) | I8 ~ SAf&iZEnter o
A T<IB-mgmt-vlan-id>'] -~ #A%&IZEnter o
ZEAN TIPv4#HRE) ~ JATBFZEnter ©

SEEIE o

EARREES —PESXiEEBIPALL o
A S —SESXiEMH FAEMES o

B A B —EESXiEHEAITERRRE -
FRENterf& S IPAHREAVELTE o

SEEY TDNSHEAS) 3EIH ~ JABIZEnter o

fEFZE % #IEY ISet Static IPv4 Address and Network Configuration] (32 EAFAEIPVEfiIiEFN4EER4HAL)

() eI FHERE « FithA AT 58 ADNSH -

i A = EDNSEIBAR2ZHVIPALAL ©

A BAXREDNSHEARSZAIIPALLL

A FE—EESXiEHAIFQDN o

FRENnteriZZDNSAHARAUEE o

REsciRH REBIEMIK] ThAER ©

B DR SIRER) UREREIRERR T R « A% ZEnter o

. 3ZEHY TIPvGZHRE | 3EIE ~ JABZEnter o

HEntert TR « RIS TR B BIREnteril - MNRBLEKPE « FIREAERE o
BER Configure Management Network (F27E BIRAERER) | ~ SAB&Enter o
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30
31

g

- FRAZERBIENR [ERIPve (REEMEE) 1 - A%BIZEnter o
. ¥Escik i Configure Management Network FINHEZR ©
- FRYRESDEE  IRBEMRBIESXiE o

#VMware ESXiTF1#4VMkerneliEiZEvmk0 MAC il (33EF)

ESXiE 4V M-Host-Infra-01F1VM-Host-Infra-02

RIETERS « EIEVMkernelZEiZIBEvmkORIMACHIIH AN E BIEVMKerne BEIZIBE Y 2 KB IR IZIEMACAIIEAE

)
%

1

1.

7
8

&

o INERESXiTHMBIELUNE S EEE BB RNREIMACHIIE MR EEARSS « BIFRIEESXiRA4EREERR « BTHIE
HEMACHIUHEZE « AAVMKOZ R EIERAIMACHIHE o EERZVMKOMIMACHAINEE %AV Mwaretg kAIBE
MACIL ~ sB5ER N3 ER :

FESXiEINFERE@EA ~ FCtrl-Alt-F1FEVMware E1ZE S <H T E ° ZEUCSM KVMA ~ Cirl-Alt-F1 & HI7
IR REESERER o

Kroot& D& A o
g A lesxcfg-vmknic—l1 LESvMKOS T ERIEFANBE o vikOFEA EIRMERREIZIEELAEMN —ID © 537

BEvmkORYIPIIEFNAERIEES o
EEBERVMKO ~ FFBEA TS :
esxcfg-vmknic —-d “Management Network”
EZEUBEHEMACHIUE B IHIEVmMKO « BFEA TGS !
esxcfg-vmknic —-a -i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

MR B RIABEEMACIHERTIE vmKO

esxcfg-vmknic -1

- EA Texity UBEHGLYNE °
. FRCtrl-Alt-F2iR[EIESXiFIE A THEER/TME ©

FAVMware 1% A F imE AVMware ESXiFE1#

ESXiF#\VM-Host-Infra-01

5
1

2
3

E(FEAVMware 1B P iEE AVM-Host-Infra-01 ESXiT 1% « 552 T3S ER .

- EEETFiL EREBEERESS - AEEEE [VM-Host-Infra-01) EI2IP{E o
. ¥—T TRARRVMware 4R B,
- A Troot) fFAFRESRE -
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4. B ArootZhE o
S. M—TFEALUELR
6. EEILIERF « HEVBAERERIREPREA VMEE-Infra-02) ©

ZEBERA CiscoERNEFR (VIC) BIVMwarefEEif2{
TE F5IVMware VICEESIFZNIBEREH - Wid HEBRREE SE T FL
* NenicBEnF2TLhR2451.0.25.0

ESXiZ#EEH VM EH#-Infra-01F1VME14-Infra-02

EETESXiE#VM-Host-InfrA-01F1VM-Host-InfrA-02_+ Z28EVMware VICEREIFZR, ~ 3552 F5F 8 -
1. REE R P IRERETRE o

2. LUBBEAEIG—T ldatastore1) ~ JATRIEEY M2
3 FERERERESSF - H—TFEFE-o
4

- BIBEETEHVICEIHEXMNREFENE AR EERVMW-ESX-6.7.0-nenic -1.0.25.0-offline _bundle-
11271332.zip °

TERGERERESRF - H—TLEFo

#—T ThR RERLEEHRR -

BEEZE LEEMEESXiER
MRBEEHEEREAMEZR « FRHENEEER o
e SheliE 4R (R EI R intkEBsshiB R ESEESXi T o
10. WrootZWEE A ©

M. ESEEE LEHIT TGS !

© © N o o

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

12. EFFRAESTRE - BASETE LM TIEAR I « IABEREEER o
REVMkerne FEIZIE T E A28
ESXiE#\VM-Host-Infra-01F1VM-Host-Infra-02
EE1TESXiEH 8 EVMkernel B EHIZTHALS « SATE FHISER ©

1. REHAFImEREAIR TNetworking (4888) 1 o
2. EHRREEP  EIERRIRBRTRRE o
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