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EREAITREVLAN R EAREXRENVLAN 3442.

iISCSI-A-VLAN FLHA LISCSIFREMVLAN 3439
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>
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Would you like to edit the configuration? (yes/no) [n]: n
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Use this configuration and save it? (yes/no) [y]: Enter
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feature interface-vlan
feature lacp
feature vpc
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2. 148518 ( Teonfigtl ) &~ WA THESILERECisco Nexus3THABSAT AT AR B I EIZIR B E A H
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port-channel load-balance src-dst ip-l4port
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spanning-tree port type network default
spanning-tree port type edge bpduguard default
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vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name i1SCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

Cisco Nexus3Zi#a23B

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server-A: MLOM port 0

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-link 3172P-B 1/26

AFF A220-A e(OM

UCS Server A: CIMC

AFF A220-A e0d

AFF A220-B e0d

UCS-Server-A: MLOM port 1

UCS-Server-B: MLOM port 1

vPC peer-link 3172P-A 1/25

vPC peer-link 3172P-A 1/26

AFF A220-B eOM

UCS Server B: CIMC
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Cisco Nexus3Zii2SA

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus3Zii23B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit
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vpc domain 1

role priority 10

peer—-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-1link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus*Z#a83B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start
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MR TRERER I - SEZEFIZFEAMERE AIEEESENIRE - N8 « EIEZEEH R —EvPCH T
# (IFGRP) Hy—&B5 o

WEARREARTN ( Teonfigty ) ~ ESERMGE LT T < ~ UEREMERISTE « MR EZZENetApp AFF Ef2§E
a3 VI RIR P EE LR RYEIRIRIRIE AER o

1. FEHRERAMATIARB EMIT TIa < « UIRTERFIEH SSARNERIREE ¢

15



int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs_ vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. TETABATSIARB EMIT FIIE < « UREMFEH SIBRERIREE

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

FEAHRIAT REREE « A T 0000BIMTU « 7538 - REMARATER - CTNRTHE
() HMTUfE - BiEFlexPod BERRAS RPREAFMIMTUME o 7ot BAMTURRIE
- BEERHORER  MELHOOTRER ©

/

R FAIRZIELR

c.sco UCSfAfRE B 5 I EERN E‘FVIC1387~_JJEHIEA§H7;’E§ LU EBISCSIRBIESXIfEE R4 o IBLEN
EARILRIERE « RHE—FELIMNIZEIMERE - BELEEE D HEIZER RS - BMERITIAZMNIE ﬂ

HE%%&@E,.&HIE% E{F o

RS ( Toonfigts ) 1~ BUT FHIH SRR BB ESEARE S NENERSDT -
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Cisco Nexus3Zi223A : Cisco UCSTaiRZFALLCisco UCSTaRaSBARAR

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<1iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Cisco Nexus3Zi#223B : Cisco UCSTaiR2SALLCisco UCSTalR2sBARAR

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<i18CSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

AR FEERET ~ £/ T9000IMTU » Fi@ ~ IRIBEARENER » LAUREBENMTUE ° Hdb
fEFlexPod Z{EZRS ZHREMBBIMTUE © o ZEPIMTUAREARER - EERHNEETER  ALLFE
BREHELEHE - EEHEMRRS ZNERMEE -

BB EIEEMCisco UCSRIRERRIBTAAS R ~ A E AL FEARSHEA K RZAN BRI EIFIR IR
TSRS

HITEEEIRA NN ERLE

R ARARRR ERZETE « BEES AN INAERI AR _E1T8##EFlexPod FIEEIRIR - MNRFEIRBRICisco
NexusIRiE * NetAppEEi&FERAVPCHEFlexPod B Z1EZIRIEFHICisco Nexus 3172P3X gy H1THEES = 2R
18 o LT8R A AE 2 10GhER 2B AR5 2RI 10GhE _ E1THEER « S22 1GbEER BRI 1GbE (BA
BE) o FMIEF R AREN LITHBVPCEIREIRIE o SERAARRER « AV ITEANNITHIA - IF4AR
FESERRELE -

"F—% ! NetAppl#fFalEiEF (F185) "
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NetApp ONTAP ZE 9.4

HRETIER

HITREIEHBZA AT ERFMAPAR TIER c ARRTIERTIERRE " (EFLEEisrm)
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EEHEER
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B EERARE
REEEARTE
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EEFEERHE
<<var_nodea_mgmt_ip>>
<<var_nodea_mgmt_mask>>
<<var_nodea_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>

<<var_nodeB>>
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EEHAER

HEIZONTAP

EELTE

HEEER P

EEBRE

EEBAIIES

et

DNSfEAREFIP (=] A% A 21E)
NTP{EIARESIP (f&RTIAERIA Z1E)

AEREHRLA « BT NYIDER

1. ERERTFARIZESEIRE - LERZEE T Loader-AlRT °
FIUTAERERZCHI-CIRE BEIFEE :

=EFEERE

<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermmgmt_ip>>
<<var_clustermmgmt_gateway>>
<<var_clustermmgmt_mask>>
<<var_domain_name>>
<<var_DNs_server_ip>>

<<var_ntP_server_ip>>

Starting AUTOBOOT press Ctrl-C to abort..

2. REFRIRFA o

autoboot

3. #Ctrl-CEA TR ThEEER ©

YNSRONTAP REXENHRASBIERAS « SEMEERIT TP BRI R ERTERES o MNSRONTAP [ETEREAIRRAS Thi

A9.4) ~ FHEBUEIRSMYAEHMFIKENRS  12E ~ WENTI14 -

WA Tyl BITHER

WA Ty) SZEVEREIH o

© N o g &

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

9. & AKEIERERIURL ©

() ibWebfARRESAEAPing -

AERRKMGE  FEICEER 7] o

EE TeOM) ERICE THRIMERIERE o

ER BN ERAcOMAYIPLL « ARRIEEMFERRFE o

B2 - MRRFEFRFEENEMARLE - HE
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10.
1.
12.

13.
14.
15.
16.

<<var url boot software>>

REnterBI AERERM - KTRBEERERS -
WA Tyl RrLENRERATARE - UHRESHEMER -
WA Tyl EREREDEES o

LEHRESET « RIFFAISEGMITBIOSHI T ERRIFNEEHAR  ERERMBE « ITELoader-AfER MELER]
FE o IR BLEBLEEE %*ﬁjﬁﬁ’éﬁﬁﬁﬁtﬁr °

HCtrl-CHEA THEH% ) IhEER o

BRIEEIE (4 LUETT TEZ/F4RRR) 0 THIWR1CRRBHERE) -

A Tyl ISHEEERT « R4 - AETEMPIERRL °

A Ty USRI EMFREER o

HRAggregateBIFI4A1 bfﬁiL_L—Jﬁ'éﬁgwﬁfguJ:ﬁ'ﬁE?Eﬁi RIS B ENEETE o 1481652

%~ RERAGEMFMN - 51T - SSDIACFARREARIRHELE o SR UITEENREABVBAIR SR SRR IEETT
ENFABAERE o

7. ERBEAIETEHIMAICR « SERHYAR E BIRLB

% N @ a &

20

EREMAB ~ B TP

 BERERGRAREEGERE - TREZEETLoader-AlRT ° B ~ MIRREFERRENEMRILCEE - 57T

EIUTHERFZCHr-C:RE BENRIEE :

Starting AUTOBOOT press Ctrl-C to abort..

- BCtrl-CEA THAi%, ThEER o

autoboot

HIRIEREF « 55#%Ctrl-C o

YNERONTAP REXENRASHIERES « sRHEEIT NP BRUZEIRERES - M1RONTAP [ETERAERIRRAS A ThR
7A89.4) -~ SEEBUEIESHy U EHMBISETR: o 158 - BERITE 14 0

EERIEMEAS « sHEEEUEIET o

WA Tyl BITHAR

EEY leOM) 1EARE TEHMAERERE o

gA Tyl SENEFBAH o

TEE BN EBMAcOMMIPAIIL « AAERIESFTERRE



10.
1.
12.

13.
14.
15.
16.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

BALEIZREEAIURL ©

(D) HWeb@AREABAPing -
<<var_url boot software>>

HEnterfa AFRE LB RNREFEHRERRE

A Tyl BHRENRIERATERE « L BESHILER -

A Ty EFENENETES o

ZEEFENEEEF « R RIAETHITBIOSHINEEHIEIREF 4R ~ B EHFIE - WTELoader-AlRR FMELER]
AE o R BHEFLEHE - R IAESRBELLIER o

HCtrl-CEA TR IhsEx o

EVEIBAETT 8234008 0 T¥IWA1CRRBHRE) o

A Tyl REHIEERES « B0  REREHNIERERS o

A Ty LUBHRIRE ERFREER o

HRAggregateRI#14a{C 2R I P]AEFR 2907 B L7 BETERY ~ fRFTEZRIHERHENBEMIE - F1181E5Th
% RRERARGENRHE - 5HEE  SSDYAICFARREAIEHEE

HEEETREAMERE M R AR

REZERFEHIZRA (A3A) TEAEBENFIESEBEER « JITHIMRTEIESHE - EF—REHHEL
EXENEE « ONTAP ZHIBLHIESHE -

1.

@ ERMERERERZFONTAP EEMBRETRAEDE - REREREREANRKRERETHNE—

{EI&HEE ~ MSystem ManagerBI IR EHEE o

RIRIR AR E BIAEA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

2. B EEEE A EAYIPAIIL

AU EACLIFITEERTE o <X H:RBEEANetApp System Managers | B :8 EHIEERTE o

3. H— TS5 EXRTELURTEE °
4. A T1 [var clustername/{fEAEERTE ~ BA 1 [var nodeAll - ABHEEER TN SEE 2L
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MNettpp OnCommand System Manager

= Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlad mation requaed befow o canfiger e your oester

Cluster Malwerk Suppbr Salirry Ty

Cluster Name |

Modes

ﬂ Mot sure all nodes have been discovered? Refrash

FhIZES RSO0 FhIZESD RSO0
HA AL
Cluster Configuration: Switched Cluster Switchlesss Cluster

@ Us=mame admin

Password | |

Canfirm Password | |

Cluster Base License [Opgional) | |
| |

“ For any o ueries related to licenses, contact My sSUppOrt.netapp. com

Feature Licenzes [(Opronal) ¢

ﬂ Chuster Base License is mandatory to add Feature Licenses

AT BT A EE « NFSHIISCSIRIINBEIRIE o
- EEEI—AREAE  FHEERURE © ILRENESRIRERSERE o ILIZFEE L&D EIIRR o
a. BUMEEER MIP{ihtEsE ) 18 o

b. #£ TCluster Management IP Address (EEBIBIPHML) | AP A T
<<var_clustermmgmt_ip>>] £ Netmask (F4ERES) | WO
A T<<var_mgmt_clustergateway>>] - iiff Gateway (&) J HE{IPE
A T<<var_mgmt_clustergateway>>1 o {#F... X Port (E#ZR) 1 MY Select (ZEELEF
) 1~ LUEHEIREARIeOM

Cc. EiFLARERRLEIRIPEIEA o IERIEBHEA <<var_nodea_mgmt_ip>>
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d. Z£DNS Domain Name (DNS#Fifi##) HAIH#IA 1 o 7EDNS Server IP Address (DNS{aElAR2sIP1iL
i) #RMIAPEIA <<var_DNs_server_ip>>] ©

AT LU A Z{EDNSEIARESIPALAE o
e. EENTPAARSHMAIFEA <<var_ntP_server_ip>>] o
TR XM ABERBINTPEARSS o
8. REZEEM °
a. MNREHIRIRFEEProxy7 SEfZEXAutoSupport IHEE ~ F5TEProxy URLH# AURL ©
b. BIAEHERAISMTPER 4 =M1 E F IR o

TWEDRRFRESMHBENTG A 7 olEET - EAILUEEERSE -
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NetApp OnCommand System Manager

‘ == Getting Started ‘

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emnaill Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

0. ERTEREMERCTHRF « FiE—TEEREURERERRE

25



EEfTREER

R ER A AR R RV R

ERT P R AR

++

disk zerospares

RENBUTAZEEERTE

1. #1497 Tucadmin show #p

AFF

A220::> ucadmin show
Current Current
Mode

AFF

O

L IRERE

Adapter

Of

REg

fc
fc
fc
fc
fc
fc
fc
fc

8 entries were displayed.

2. BB EEN B ATERA Monal
BIBRMERTE ¢

26

RIETThE ~ SR ERERTFRE

EREEDPHFEBRHRIRRS « FRIT M Gm<S

AIRAR TN B RTRYE IR EREY o

- BERTHERRES Margets © HIRR

Type Mode

target -
target -
target -
target -
target -
target -
target -
target -

Pending Pending

Type

Admin
Status

online
online
online
online
online
online
online

online

“ERER T EEE

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna -type target

BIZIB AR SERIT E— @<

‘network fcp adapter modify -node <home
name> -state down’

®

gNER !

BB T EERIBRSMRE

++

o

N

R A SRR EN S EIERRY

EEERIBRER  FRIT T2 -

BEIEEN -

node of the port> -adapter <port



ENHLEIREENE (LIF)
AEEManLEEESH - Bl TP

1. BEETBRNEIELIFATE o

network interface show —-vserver <<clustername>>

2. SR EETELF

network interface rename -vserver <<clustername>> -1if
cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. EFffPREEEBEIELIF o

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

REREEENEBER
AREEENELRE 'B80HEE 2%

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

5 E RS IR IR AR AR N
BB BEHR ENARFSEIRSRISIREFRRIPvELL « SFRIT FAIE< ¢

system service-processor network modify —-node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

() BRSPS IR PR AR T 48R «

TEONTAP FZIBHER FRURF R 515
HERICHARTAHBYE  FESHEBEEHPIAIT IS S !
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- R R R IR EANIARE o

storage failover show

wEmawme ow Ty~ T~ T SRRARESIRITIRE - IREEFFTUHITIRE « SARIEP RS -

- TEMEERE . — LR AR R o

storage failover modify -node <<var nodeA>> -enabled true

TE—HR LA EREINE « RS ERERENIT

3. EnsE AR EEATHARRE o
I B ERR EAMEN LR =E

cluster ha show

4 MRERESTRHE « FRIEFSHR6 - IREXRESTHE - CEERLGTREITIAR ¢

High Availability Configured: true

5. {$5WEMEERAHARS ©
() s#msteAEmENEBRNEENTIHS « BATTERSHBHNE -

cluster ha modify -configured true

Do you want to continue? {yln}: vy

6. ST E EHERE « WARFEERS EB AP

storage failover hwassist show
lKeeping Alive Status : $&52 : Not receive hwassist Keeping Alive alerts from Partner ({R15EEikEE : §5
2 L RINEISEBHRIHWassist KeepiveER) 1| sHERTAKRREERBEE) 1T FIIGmTUR Eﬁﬁﬂaﬁﬁ

Bfy o

28



storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

7IONTAP B EAEII ERIEZEMTUERREE
EERIMTUA00EREREMET « SBHIT ~NIda< ©

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

WIER EREEE IR EREIRR

10GbEE RHEIFIEAMNISCSI/NFSTE « ELLEIFIBEN TR PR o REREERe0efe0f ~ HFENTER

R RTERR o

AENEREERIRERE  FRIT e
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:eld, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

{ZHUTA2ERIE ERYTR2EEH

HEREINEENFIAUTAERIR |« FRFEEENetAppNREBFHHCE - ERERMZESR] BT

THas<
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net port modify -node <<var nodeA>> -port elc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yIn}: vy

FEONTAP R ERIRIZEHREIFGRP LACP

It
£
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none

second

none

second

none

second

none

second

none
second

none

second

none

second

none
second



ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

7ENetApp ONTAP SRR E B RUES

EERONTAP FFREEREIZIER EAFHAERIEZR CGBEMTUA ~ 0001i7ciH) ~ sBICEEShellEIT 568

A .

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

AFF A220::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {ylIn}:

Yy

AFF A220::> network port modify -node node B -port ala -mtu 9000

Warning: This command will cause a several second interruption of

on

this network port.

Do you want to continue? {yl|n}:

TEONTAP RZIEMIRIEHEIIVLAN

Yy

EETTONTAP AZ1EAVIBER FEILVLAN ~ 555em FIZ 5 ©

1. BIINFS VLANZEHHR « Y& ELATIE EE EHE R -

network port vlan create —node <<var nodeA>> -vlan-name ala-

<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. FI7ISCSI VLANEHEHE ~ Wi HRE E SR ERE AR o

service
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3.

network port vlan create
<<var iscsi vlan A id>>
network port vlan create
<<var iscsi vlan B id>>
network port vlan create
<<var iscsi vlan A id>>
network port vlan create
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-

<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-

<<var iscsi vlan B id>>

B EIEVLANEZIE o

network port vlan create —node <<var nodeA>> -vlan-name alOa-

<<mgmt vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-

<<mgmt vlan id>>

FEONTAP IIER EMIRIEREZIE SR

-node

-node

—-node

-node

<<var_nodeA>>

<<var_ nodeA>>

<<var_nodeB>>

<<var_nodeB>>

-vlan—-name

-vlan—-name

-vlan—-name

-vlan—-name

ala-

ala-

ala-

ala-

B RIREIEERAggregate B EONTAP MITIIRER ERIREZFFEIL - HEEILHMAggregate ~ 557
EfAggregatet il « EEHPEUESBIVER - URKEP O IHHIEHE

o

AP REE DR (EIRRANHEER) (FRERER - REEBHEASSEHIREREMNA/)

FEE T Aggregate ~ FEHIT RIS ¢

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount

<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount

<<var num disks>>

B R MARRI

R « CRIERERIMEFREER - RS EESE -

RS ARETRZA] ~ MEARUESE - $117 Taggr show) sa<UBRESEIL
7£ Taggr1' 'nodeA's LARZHI ~ SAMUELE -
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7ZONTAP H:2ER&E

AERERBEETLRERE LHFRE  5FRIT Mo < !

timezone <<var timezone>>

() PuzEsmnRER EEAG) - BRBARELES R THEREETREE
FEONTAP SUREHZESNMP
ETRTESNVIP AR5 |

1. RESNMPEAREN « AN BMBHAEA o Ew:05 « WEAGETASNMPHE IREEUE M RE
RN B8 -

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. RESNMPHRPEUEETIRH TR

snmp traphost add <<var snmp server fgdn>>

FEONTAP IJEERIHYIEN TR ESNMPV

EERESNMPVI ~ SBREB BB RMBASN T ER -

snmp community add ro <<var snmp community>>

il
T
i

(D %é%%‘lﬁﬁ% F2ERMIFENMPLLEE) 8p< o MRHMEITEMEAUEETS - b SR

TEONTAP INEERIRYIE R FEREV3
V3ERIEBEERREFAEETRE - EERTEV3 ATl TSR :
1. #1197 TZZ2Msnmpusers'] &< LUEIREIZEID o

2. #3747 shnmpv3user"MIfERAZE ©

security login create -username snmpv3user -—-authmethod usm -application
snmp
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Y

3. BWIABREERERISIZEID « FARIEEEY 'md5) {FREREERIE
4. HIRERTE « AR AREERRENR\VRERSEF TTHIES
o HFE Tdes) FARAMEEEIGE

6. HIRRETE « FEaRLEERBERA/\EF TR NRERE o

f£AutoSupport TZIEMNIER TREZIZEHTTPS ONTAP

NetApp AutoSupport fERAH R T A EEEBHTTPSH IR EEHFESNetApp © BEREAuUtoSupport FFRE
Ay — A .

EHITRYGmS -

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

B HEFER S
AERTARRBMHEFEREE (SYM) B TR

1. #1497 Tvserver create] % ©

vserver create —-vserver Infra-SVM -rootvolume rootvol —aggregate
aggrl nodeA -rootvolume-security-style unix

2. &k Aggregatedi E=NetApp VSCHIEREZEH#EVM AggregateiBEE o

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. ESVMBFRKRERBEEFEHIGE « B TNFSHISCSI ©

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. FEMZIESVM SVMA B I SIITNFS{EEIRE ©

‘nfs create -vserver Infra-SVM -udp disabled®

5. FAERNetApp NFS VAAISMIMER M TVM vStoragel BE - 7318 « FESENFSERETTK ©

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled’
“vserver nfs show °
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()  ®oeraddinm Never BAIBERS - EAMHFEELISAEARRS -

TEONTAP SUREA % ENFSvV3

TR TR AAREFIRRER o

FAEER FAEERME
ESXiZEENFS IP{irit <<var_esxi_Hosta_nfs_ip>>
ESXiEH#B NFS IPfiit <<var_esxi_hostb_nfs_ip>>

EEESVMLERRENFS ~ s5H{T Foe <

1. EFEREHRRPRESEESXiEHEIRA -

2. SHEFTRIMNSMEESXiER - #5IKARA) - SETHEE B SHIRAIZERS] - F—EPESXIEHAIRAIZRSI 51 -
B _BRESXiEAVRANZRG /2 « fKILLEHE o

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. R EH FRBIERAERZZFESVMIEVolume ©

volume modify -vserver Infra-SVM -volume rootvol -policy default

@ R EIEIE R EvSphere 2 B ZEEEH RE ~ NetApp VSCE BEERIEE LR - iR K%
it B AZBTEFTIE HthCisco UCS C&R % {alfR2SmFIE T FEH REIFRE] o

FEONTAP A IEMIRIER R TISCSIARTS
EEEISCSIARTS ~ sA5ei TITER ©

1. ZESVM_EEILISCSIARF o thain < th ERBNSCSIARTS « MR FESVMAYISCSI IQN ° FEERISCSIBRE

[e]

iscsi create -vserver Infra-SVM

iscsi show
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TESVMIRHEREONTAP E i & # =R
1. ESESE D2 —EHIRE - MAEREBSVMIRHIREMN A B HAHRG

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m02 —-aggregate

aggrl nodeB -size 1GB -type DP

2. BUB15DEEM —RIRMEIRE R BRI EHHE o

job schedule interval create -name 15min -minutes 15

3. EIIRSTRAA o

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. MYA1CIRaTRAR « WD 22 IREIRAA o

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol
snapmirror show

S EONTAP HTTPSTZEUINAE

AERERBFIERISENZEEE Bl TP

&

1. RS FEUERR G T HERELR

set -privilege diag
Do you want to continue? {yl|n}: y

2. —fRM= « BRBEBHRFEEME - JIT T < REERE

security certificate show

3. HNEETHEESVM  /RE—AGLTIBEBESVMAIDNS FQDNABET o EMETER /REEZMIE « R E
EREETUARRIZHENAVRE RIS o

36



TEEIRSE 2 AIMIPRB IR /EE R REMUE - 1T TL2/RJ/MER < ~ MERBHIRESE - T Mm<d
» 2D BTN AEARE U MIBR S E TR &REE

security certificate delete [TAR]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4 BEEERZEEXREZNERE  BU—RIEDSHF AT G < - HERRBERMSTRESVME
FREMREREE - Rt « FEAD BETTHMIIBERBITTRELSR <

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abcl@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

++

S NS ERFRESERIME « 5FHIT (L2 KHshow) m< o

S BE
6. gﬁﬁ TRy FAEARESYtrue) 1 TRPIRRNARIR) SEEREBRZINSERSE - RS « FERAREST

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. BENEAASSLAHTTPSIZEY « MURI{EAHTTPZEY ©

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yln}: vy
system services firewall policy delete -policy mgmt -service http

—vsServer <<Var_clustername>>

() ABeaseBEssns SHRERTEE  BREERS -

8. EIEEEIREIRER « ABEIURTE - BESVMAIEAEREER o
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set —-privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

7EFlexVol THEERZ IR P IE I NetAppAITHSEONTAP

A B2 UNetApp FlexVol B E - 55 AEFMERVHERE 2 - KVRESE - BiIImEVMwareBERFN &
Br&E M —{E R AR A3 PRI R o

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

TEONTAP ZiRINAETS E R A 4R R RIBRR AT
AEREENERE LRAERERRER - FRIT TS S !

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot

TEONTAP INEERHHYIER TEIZLUN

EEETMERELUN ~ BHMIT TGS !

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size

15GB -ostype vmware -space-reserve disabled

() #EEEsMiCisco UCS CRTNRRRISHS AR SSMUIBBISLUN -

TEONTAP RZIEHIRIEFRIEILISCSI LIF

TR TR AAREFIRRER o
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HEER SHEERHE

(£1ZEI25A iISCSI LIFO1A <<var_nodea_iscs_lif01a_ip>>
(#1ZE1Z5A iISCSI LIFO1AEKRIES <<var_nodea_iscs_lif01a_mask>>
{#1ZEIB5A ISCSI LIFO1B <<var_nodea_iscs_lif01b_ip>>
(E1ZE25A ISCSI LIFO1BARIRIES <<var_nodea_iscs_lif01b_mask>>
(%72 8125B iSCSI LIFO1A <<var_nodeB_iscs_lif01a_ip>>
{77 HR2EB iISCSI LIFO1AER S = <<var_nodeB_iscs_lif01a_mask>>
{7z E125B iSCSI LIFO1B <<var_nodeB_iscs_lif01b_ip>>
(#7ZE6125B iSCSI LIFO1B4RRS = <<var_nodeB_iscs_lif01b_mask>>

1. ESESHRS L2 MEISCSIAREA « MfE o

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B 1d>> -address <<var nodeA iscsi 1if0Olb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled -firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> -status-admin up -failover-policy
disabled —-firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1ifOlb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface show

#Z3.ONTAP NFS LIF

TR SR AAREFR R RV E A o

SHEER FHEERHE
(#1ZEZENFS LIF 01 IP <<var_nodea_nfs_lif 01_ip>>
(#1ZE1EENFS LIF 0148KRIES <<var_nodea_nfs_lif 01_mask>>
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sHAE R sHHHERE
(#£7ZE6725B NFS LIF 02 IP <<var_nodeB_nfs_lif_02_ip>>
{E7FEREEB NFS LIF 02481 = <<var_nodeB_nfs_lif_02_mask>>

1. ZIINFSLIF o

network interface create -vserver Infra-SVvM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 0l mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide -firewall-policy data —auto-revert true

network interface show

i BRI ESVMEIES

TR LT RUILAAREFRERRIE -

SR S RHE

Vsmgmt IP <<var_svm_mgmt_ip>>
VsmgmtAEE&iE = <<var_svm_mgmt_mask>>
VsmgmtFEEZFEE <<var_svm_mgmt_gateway>>

AERERRBSVMEESMSVMEREE N EATE EEEMEIR - Bl TP

1. MITTIE< ¢

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

() ibEmSVMEIRIPRES G ERIPAFMERI T 48R o

2. EIUTARRE - UAFFSVMEIR T EEIZEIMPIRIR
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network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>>
network route show

3. #SVM vsadminfE & R E T « RAERMIRHTEERE -

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"F—2 | Cisco UCS C&RFi 2R F AR S EZEF"
Cisco UCS C& 75z {aiRes L EIRF
TENRHERE Cisco UCS CRFIEII T2 R AR s LA HFlexPod {2 ECERRYEEMATERE ©

#CiscoB 5 EEMARBRHITHIIACisco UCS CRIVEIU N AIRERRE
SASTA FHISER ~ UANIARRTE Cisco UCS CRFIBI K AR MCIMCAE ©
T&RIIH A EECisco UCS CRIVBIU X AAREERECIMCPIRIE

SHAEr FHRERHE

CIMC IP{ifik <<CIMC_IP>>
CIMCFHERRIES <<CIMc_netask>>
CIMCTER & [CIMc_gateway]

() AEBFEMICIMCIRAACIMC 3.1.3 (g)

FREfRIARES

1. ¥Ciscofiei « WMABE (KVM) BEEESY (FARSSMENY) = AARESEEAIKVMESEIE o 18VGABSS
FIUSBRIEE A B HIKVMEBIE BB o

2. FHEMERRESER ~ WIEiRnE A CIMCAHREFFIZFS o
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# 10.61.185.215 - K¥M Console
File View Macros Tools Power BootDevice Virtual Media Help

ECIMCARRE

" FE

ARREIF ~ RE THIEER !
© MRTEFR (NIC) R :
" EE[X]
° 1P (B7)
" IPV4 : [X]
* DHCPEERRA : []
* CIMC IP : <<CICI_IP>>
" BIE IS/ F4EEE | <<CIMc_netask>>

<<CIMC[H&>>

° VLAN (&fE) : REABRRR
" NICHEE

. 4

70y

[x]

L
BE ~
R

LU{EFVLANZSE o

to AHCT mode.

10.61.185.215 || admin

IS[=1 E3

1.2fps || 15.049 KBis || S



Smart Ac

- BR1EBHEHMRE ©
ERE
~ FHLTE | <<ESXiTiERTE>>
* BJREDNS : []
[RRETRRAE © (RIEFARRARES o
®RIEMAE (BEE)

* FEERZ S ¢ <<admin_password >>

- EFEAZE | <<admin_password >>
" FEIZIRRR [ ERTERE -
" EIBIER TR | (REARRIKE

e
E O

X

)y

%
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FactorybDefaults

Detault User

Port Properties

Admin Mode Operation Mode
U T 1]
fLll

A0 A S i e o RSO, o e o e 0 o A O DR e o e e
exEnablesDisable {FSxRefresh

5. #F10{#ZCIMCA T E4B5RE ©
6. FETF4HRER ~ FREscAER

= ECisco UCS CRIEAR2FISCSIF

EIEEZEILIIEERYSZ 3R ~ VIC1387 R FRLISCSIRHtE © FlexPod
TRINHFZREISCSIFEFARIEN o

(D)  simrnmTEEESXEHINE B -

SFAEE R SHHERHE

ESXiEH4RAENRALTE <<var_UCSE{Eh23&i8_A>>
ESXiE1%iSCSI-A IP <<var_esxi_host_iscsia_ip>>
ESXiFH4iSCSI -4HgiES <<var_esxi_host_iscsia_mask>>
ESXiF1iSCSIATaRME <<var_esxi_host_iscsia_gateway>>
ESXiEHERIEN23B4TE <<var_UCSE{E25%tE_b>>
ESXiFE#iSCSI-B IP <<var_esxi_host_iscsiB_ip>>
ESXiE14iSCSI-BAARIES <<var_esxi_host_iscsiB_mask>>
ESXiE#iSCSI-BR&E <<var_esxi_host_iscsiB_gateway>>
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SFAER SFHAERHE
IP{iz11tiSCSI_lif01a

IP{i731EiSCSI_lif02a

IP{i1EiSCSI_lif01b

IP{iz31tiSCSI_lif02b

infor SVM IQN

FIIE R 4B RG
FERERIKIERFAERS « B TP

1. ZCIMCHEBIERRE T » — TERB[FRSIRE « AREBIOS -
2. B—T TREMKIRF) ~ A®RZ—T EE) -

B=» =» v
/& / Compute / BIOS

Chassis = BICS Remote Management Troubleshoating Power Policies PID Catalog

Summal
2 Erter BIOS Setup | Clear BIOS CMOE | Restore Manufacturing Custom Settings | Restore Defaults
Inventory
Configure BIOS Configure Boot Crder Configure BICS Profile
Sensors

BIOS Properties

Power Management
Running Version  C22015.3.1.3d.0.0613181103

Faults and Logs i
UEFI Secure Boot ||

Actual Boot Mode  LUefi

Compute
Configured Boot Mode b4
NEI\NOFKWQ > Last Configured Boot Order Source  BIOS
Configured One time hoot device v |
Storage > -
Save Changes
Adrmin »
¥ Corfigured Boot Devices Actual Boot Devices
Basic LEFI; Built-in EFI Shell (NonPolicyTarget)
Advanced UEFI: PHE IP4 IrteltR) Ethernet Controller K550 (MonPolicyTarget)

UEFI: PXE IP4 Intel(R) Ethermet Contraller ®550 (MonPalicyTarget)

UEFI: Cisto vikiM-Mapped vDVD1 .24 (MonFolicyTarget)

3. #%— TAdd Boot Device (FrifRt&iEE) | THMESE « A%AI1E TAdvanced (GEPRE) 1| RSIZH - BN
AIRETYIESE -

° HIEERIIERS
* %#% | KYM-CD-DVD
* F4ER | KVYMEFEDVD
- RS BRA
" 5TE 1.
° FIZISCSIFAH o
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i 1 iSCSI-A
< . ERA

: MLOM

" EIBIR L0
° F—THIGISCSIFHE o
: iSCSI-B
- BB
" 5JE 3.
: MLOM

" EEIR 1

4. B—TILRE
o B—TNREFEE] > AREZ— TR -

Advanced

Configured Boot Level:

Basic Adhvanced

Add Boot Device
Add Local HOD

Advanced Boot Order Configuration

Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

6. EHRRENEARRES « LUTBYRtEIEF R o

{ZFARAIDIZHI2S (BA)

MRIERCHRTIEARES B = RAIDIEZERIZS
AL R AR ES B RS TS FRRAIDIERIZS o

1. #%—TFCIMCEIZEEZE M LAIBIOS °
2. #EEY MEREBIOS] o
3. B T#EIEPClelfEE : HBA Option ROM o
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Enable/Disable Modify Delete Clone Re-Apply
Add PXE Boot
Add SAM Boot Name Type Order
: : K- MAPPED-DYD WMEDIA, 1
Add USE [ iscska ] 2
Add Virtual Media _
[ iscsie I5CSl 3

Selected 1 / Total 3 L% «
Move Up Move Down
State
Enabled
Enabled
Enabled

Reset Values Close

» SATCAL THIDER o TESANABRERIKFF AR ERAIDIERES - & ~ &t



4. MRZEHRER « BRERBEM o

BIOS Remote Managerment Troubleshooting Power Policies PID Catalog
[l8] Server Management Security Processor Mermory PoweriPerformance

Mote: Defaultvalues are shown in hald

Reboot Host Immediately:

Intel ¥T for directed 10: | Enabled r Legacy USB Support: | Enabled
Intel WTD ATS support: | Enabled v Intel VTD coherency support: | Disabled
LOM Port 1 OptionRom: | Enabled v All Onboard LOM Ports: | Enabled
Pcie Slot 1 OptionRom: | Disabled - LOM Port 2 OptionRem: | Enabled
MLOM OptionRom: | Enabled L Pcie Slot 2 OptionRom: | Disabled
Front NVME 1 OptionRom: | Enabled v MRAID OptionRom: | Enabled
MRAID Link Speed: | Auto R Front NVME 2 OptionRom: | Enabled
PCle Slot 1 Link Speed: | Auto - MLOM Link Speed: | Auto
Front NVME 1 Link Speed: | Auto L 4 PCle Slot 2 Link Speed: | Auto
VGA Priority: | Onboard L 4 Front NVME 2 Link Speed: | Auto
P-SATA OptionROM: | LS| S RAID v .2 SATA OptionROM: | AHCI
USB Port Rear: | Enabled A4 USB Port Front: | Enabled
USB Port Internal: | Enabled 4 USB Port KW¥M: | Enahbled
IPY6 PXE Support: | Disabled r USB Port:M.2 Storage: | Enabled

L ECisco VIC1387{TiSCSIRIL

TF#ERE ERE AL Cisco VIC 1387 for iSCSIFEH ©

#37iSCSI vNIC

1. #2—T TAdd (¥1i8) 1 LGEIIVNIC o
2. 7£ TAdd VNIC (HTEVNIC) | BEEH ~ A TAIRE !
° %%8 : isciSCSI-VNIC
> MTU : 9000
° FERVLAN [ \<<var iscsa vla a>
° VLANARR © 8¢
° ENFEPXERIH © BE



» vNIC Properties

¥ General
Hame: VLAN Mode: | Trunk v
CDN: | WIC-MLOM-ISCSl-whIC-A Rate Limit: (8 OFF
MTU: | 9000 {1500 - 5000) O (7]
Uplink Port: | O Al Channel Number: (1 - 1000y
MAC Address: () Auta PClLink: 0 om-1
@® | 706554 CO 56 ED Enable NVGRE: | |
i Enable VXLAN: ||
Class of Service: 0O (0-6) —
Advanced Filter: ||
Trust Host CoS:
Port Profile:
PCl Order: | 4 0-5)
Enable PXE Boot:
Default VLAN: (O None Enable vio: [ |
® | 3439 [7] Enable aRFS: ||
Enable Uplink Failover:
Failback Timeout: 0 -600)

3. #&—TF THREVNICI ~ R%EIR—T THE] °
4. FEUIAERFLGIEE Z@EVNIC o
a. #vNICH$% TiSCSI-WNIC-BJ ©
b. #A l[var iscse vla_b]y fEZ&VLAN o
C. i LITHEREIRERTES M1 o
5. EEEVAEAIBIVNIC TiSCSI-WNIC -Aj ©
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|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIC S vHEAS
¥ wMICS * vNIC Properties
ethi
ath r SCSIBootProperties
ISCS-wMIC-A
F General
ISC5-VMIC-B
* Initiator

* Primary Target

» Secondary Target

> usNIC

6. 7 TiSCSIFARI T ~ BARSESFAER -
o 2%8 . <<var_ucsa_initiatoraig_a>>
° |P{ifdt : <<var_esxi_hosta_iscsia_ip>>
° FHHRRIEE : [var_esxi_Hosta iscsia_mask]

° 38 : <<var_esxi_hosta_iscsia_gateway>>



Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7. AT EBRFAER o
° ¥8 | IQNEREENHSE
° \P{ifdk : IP{isit% TiSCSI_lif01al
° BEMELUN : 0

8. MARZEBTFMEERN o
° 5B | IONEREENHE
° |P{ifdk : IP{iit% TiSCSI_lif02al
° BMLUN : 0

BBl LT Tvserver iSCSI show) #h% KREVSETZIQNARSE ©

(D) #BassENCHIONST - CRBBEEMUHARER -
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h/ .. fAdapter Card Refresh | Host Power | Launch Ky | Ping | CIMC Reboot

MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
eth0 i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars
i80Sy IP Address: | 172.21.246.16

TCP Port 320

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. #—TF TEREISCSIy o

10. ZEERVNIC TiSCSI-VNIC - Bl ~ fABIZ— T TEMIKERNEI EERIRRKMISCSIFtkiLi o

. BEEFURE lisciSCSI-VNIC - Bl ©
12. B ARRENZRSFHAE R o
° %48 I \<<var ucsa initiator®¥E b>
° IPfidt : “<<var_esxi_hostb_iscsib_ip>>>.'
° FHARRIESE | "<<var_esxi_hostb_iscsib_mask>>>'
° %8 | <<var esxi hostb iscsib gateway>>
13. MATZEBRFHEEN o
° 18 | IONERZEENHE
o |P{izdlk © IP{ik% TiSCSI_lifo1by
° FAHLUN @ 0
14. MAREBRFMAEN o
° 218 | IONERZEENHE
o \Pfifdk : IP{isit% TiSCSI_lif02b,
° FEMLUN @ 0

fEa] AfER Tvserver iISCSI show] &< EVISATEIQNARSE ©
(D #BassEWNCHIONSTS - CRBELEEMUMARER o

15. #—T M&EISCSI)
16. EEULTZFEIUERE Cisco UCSTElARESBARYISCSIRIE

Boot LUN:

CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

Locator LED | 9
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B EESXifIvVNIC

1. ZECIMCH EZIERRET ~ #%—T linventory]

(BRAEM)

< A —THER LM Cisco VIC/TEE °

2. 7 TAdapter Card (/YEF) 1 T  3EEY Cisco UCS VIC 1387 (Cisco UCS VIC 1387) | - ZABIEEENT

FBIVNIC ©
fh/ / Adapter Card
WMLOM [ vNICs
General External Ethernet Interfaces
¥ wMICS Host Ethernet Interfaces
Btho Add wNIC
eth1
ISCSly Name CDHN
S5y []  ethd WIC-MILD.
[ eth WIC-MILD. .
[ iscSkv..  WIC-MLO..
[ iSCSkv..  WIC-MLO..

3. EHleth0 ~ ABE—T TAA

o

4. FMTURRA9000 o fB— THEZEIE o
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YhICs

vHEAS

MAC Address

70:69:54:C0:95:49
70:69:54A:CO:95:44
70:BE:5A:CO:55:4D

F0:69:54, 0093 4E

Refrash

MTU

1500

1500

9000
9000

Host Power
usNIC Uplink Port
] ]
0 1
] ]
] 1

CoS

VLAN
MNOME
MOME
3438
3440

Launch Kvh | Ping | CIMC Reboot | Locat

Selected 0

VLAN Mode
TRUMK
TRUNK
TRUMK
TRUMK



N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM [ wNICs
General External Ethernet Interfaces wiNICs vHEAS
Name:
¥ WMICS
CDHN: | “IC-WLOM-gthd
etho
. MTU: | 9000 | {1500 - 9000
IS0 Sy Uplink Port: | O ¥
505y MAC Address: O Auto
(®) | 70:69:54:C0:98:49
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O i0-a)
Default VLAN: ® Nane
O 7]
5. Heth1EEHER3M4 ~ FESY LTIl EIFIRHeth1RES M1 o
Il'l [ [ Adapter Card MLOM [ vNICs
General External Ethernet Interfaces WIS wHELAS
¥ ¥NICs Host Ethernet Interfaces
etho Add vNIC
ethi
IS0 S MICA Name CDN MAC Address MTU usNIC Uplink Port
ISCSlvMIC-B | | ethO WIC-WLO. J0:BFAA CO9E:49 5000 0 0
I:I eth WIC-MLOD. . FOES:0A CO:98: 44 9000 ] 1
I:I ISCSy WIC-RLOD, . FOR9:54 C0:98:40 S000 ] ]
I:I ISCSy WIC-RLOD. . F0:R9:54 CO:98:4E S000 ] 1

@ HitEE#YACisco UCSRIBRZZENRL « MRS EIRIRAVEELESN Cisco UCSTRIARZZENRL ~ T
WIREBRILRER ©
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"F—% : NetApp AFF fBRAZHENERSF (F255) "
NetApp AFF R A Z#FEHERR ($289)
HIBSANBIE (A7 R EONTAP

#17iSCSI igroup

EEETigroup ~ AT FIIZEE

BB AR A A ESISCSIFREI R IQN A AEIT UL 88 o

1. E%%’%ﬁﬁﬁ%ﬁssméﬁqﬂ BT RIS o EEMRTEILD R EIIF = Rigroup

70

FE#1Tigroup showds

igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-A -protocol iscsi

-ostype vmware -initiator <<var vm host infra a iSCSI-A vNIC IQN>>,

<<var _vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM —-igroup VM-Host-Infra-B -protocol iscsi

-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,

<<var_vm host infra b iSCSI-B vNIC IQN>>

()  #sEfnCisco UCS CRINRMRIEES - BATAMUILSEH -

T FHLUNE FE Eigroup

EERFEELUNSEZigroup ~ AR EEEIESSHERHIT FIIH<S !

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup

VM-Host-Infra- A —-lun-id O

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup

VM-Host-Infra- B —-lun-id 0

(D) #isEEfnCisco UCS CRIRIRER « AARMULSH -

"F—3  VMware vSphere 6.7Zp 2R o "

VMware vSphere 6.7ZfE2F

RENRHTEFIexPod VMware ESXi 6.74B88 228tV Mware ESXi 6.7HY:¥4HF2F o T5ISFE

EFEBF]  LUAA SR S BT IRIZEAE o

EERIRIERZEVMware ESXIBZ1&75 7% © ILRZFEACIMCERERKVMEZE S M ERIEINEE « U

fitCisco UCS CRIARBR B I ZEREHEESEERFMRES -
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() itEFuEsECisco UCSHRRIARICisco UCSTIRRESBSEA,
ST E RN MBS « LWETAIRS o

& ACisco UCS CRFEII N RIARZSFICIMCS T E

T3 ERFFAERBACIsco UCS CRINEIFEAREZE ACIMCIIER A © EHBEACIMCHAEZ SEMITE
BKVM « BRMEIESEMEBERGRMN R RFERR

FREEH

1. BEEEERIELS « SA%BHACisco UCS CRFIMCIMCAEIP{IL - thH B EEEICIMC GUIFERTER -
2. FREEFERAELBMIEZTACIMC Ul °

3. FEETHRERF  EEAMRAZRSIZH -

4. B—TEEKVMEEZS °

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. WEBMKVMEZE S IEEERIEEZRS|EE -
6. BEEEVIHNECD / DVD °

() cIEBSsm—T EEERRE)  NRHRET HER ERILTERS)

7. BIEZEVMware ESXi 6.7ZEZNISOMBGIE « A% —T Open (FARY) 1 - #%—T THEXEE, o

8. 3EHY Power (FEJR) 1 INAER - FR%BIE#E TPower Cycle System (Cold Boot) (& #4iRAI4% 1% B RI&IR—
TR

Z4EVMware ESXi

THZERERPRINfAITE S E £ _E R EVMware ESXi ©

T#ESXi 6.7 CiscoH 5B 5
1. BIEZE "VMware vSphere FE{EE" BAMRBETISO °
2. #%—T DEMARESXi 6.7 GAZECDRICiscoB:TMER) =8 BETHEL -
3. TF#iCisco Custom Image for ESXi 6.7 GA Install CD (ISO) °

FrEEH

1. RGFIEES ~ BB ERIES A VMware ESXiZ RS o
2. RRFETRAITHAERFIERVMware ESXiZEE2T o

RERAGHA - ERERDIENRA o
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

3. ZEBREFATHE « REnterit BELLE o
4. BEBETRIGERERESNR  BIESZAY  RBIRFBELRE -
5. BEENSCATERTE AESXIZEEHEERINetApp LUN ~ ZATBIREnteri Bt o

. HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

6. EEVEEREBRAE « A%KEnter o
7. AN FESRrootZR S « FA%BIREnter o
8. ZREXNTLEN MEE LEBRIEEMNDIE o IMF1MEELE - AIRBEERTEESXiZ B EHEIL o

HEVMware ESXi T4 EIR4E0K

T5E ERREBUN I ASEVMware ESXiEHEHTIE EIRAEE o

FRE
1. ARSI TR ERBEE  MAEIRLURF23RBETRA ©
2. Plroot&E A ~ H#AE AR « URSTHITEREERE R P ARrootZhE
3. IEHY MREEEMEIR) I o
4. EEEY Network Adapters (48B8&) 1 ~ ZA%&IZEnter o
5. ZvSwitchOZEENFRES AYELEIR © #Enter ©

@ 7ECIMCHEEUE FE ethOFeth 1 FYE IR o
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Network Adopters

[¥1 vnnich

[X]1 vmnicl

O idai30d
weetBidaidl)  Connected

[ 1 wonic3 SlotlD: I‘ILL'I'I....

D> View Detalls <Space> Toggle Selected sEnter? 0K <Esc? Cancel

o

A TVLAN (#R) 1 ~ 7A%¥&Enter o
7. B AVLAN ID : <<mgmt_vlan_id>>' o #ZEnter °

8. {¢Configure Management Network (E2EEIRAEER) IhAEZR ~ #EEY Pv6 Configuration) (IPVA#EAR
M E BB EAIIPAIL o ¥2Enter o

9. FEREEEREKR EFET Set Static IPv4 Address (RRTEFFAEIPVENIIE) 1 ~ FABEMR IR FEERULEE -
10. @A AR EEVMware ESXiE#BIIPAIIL : <<ESXi_host_mgmt_ip>>_" °

M. #AVMware ESXiEHEE) FHERRIEE | \<ESXi_host_mgmt_netmask>.’

12. B AVMware ESXiEH##ITERREIE : <<ESXi_host_mgmt_gateway>>_" °

13. #ZEnteriZZIPAHRSHYEEE

14. 3 AIPV6ZERETHAER ©

15. (ERAZEMREEUEEEE Enable IPv6 (EFEEMME) 1 (EXAIPve (EFENEN) ) EIE ~ LUEAIPVG ©
#Enter o

16. 3EATHAERUGREDNSERE ©

17. BRIPHAL R FEIEIRN « ELbtABFBEMADNSE: ©
18. % A EDNSEIAR2ZAIIP{iIit[nameserver_ip]J

19. (M) WARZEDNSHRRIZHIPALL

20. #AVMware ESXiE1%FEHIFQDN : [esxi_host_fqdn]l
21. ZEnteriEZDNSAHRERVEETE

22. REscHBRY REBEIRMRK FINRER o

23. RYHEREE « AMEEMRRENFEARSS o

24, FEsciEEHVMware EIES o

HEESXiE %

CRETRPHNENRRESEESXIER
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s fBE
ESXiEi s
ESXiEEIRIP
ESXiFHEIRES
ESXiF 4 EIERE
ESXiEHNFS IP
ESXiEMNFSIES
ESXiEHENFSRIE
ESXiFE#vMotion IP
ESXiZE #vMotioniE =
ESXiZE#vMotion &
ESXiFi4iSCSI-A IP
ESXiEiSCSIEE
ESXiF1%iSCSIfE
ESXiE1%iSCSI-B IP
ESXiEi4iSCSI-BiEZ
ESXiE#iSCSI-BRE

EAESXiEi4

1. R E R BRI TS IRIPAIYE o

2. {FroottR A FMISELEBEPISERIEET AESXiEM ©

3. FEARVMware B A REEENE HRIE o EEEEMNCIER - ##—T TOK (FBE) 1 °
B EiSCSIFL

1. EEVAIA "Networking (4888) 1 o
2. 154518 ~ 3EEY TVirtual Switches (FEIRIAER) | HS|HEHK o
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vmware ESXi

| 5 Navigator

| €4 ucsesxia.cie.netapp.com - Networking

~ [ Host Port groups | Virtual switches | f
Manage
Maonitor 23 Add standard virtual switch

(=1 Virtual Machines Name

EH storage

& Networking
v Switch0

|| & iScsiBootySwitch

Enra nodarmrk o

vEwitcho

s

B iScsiBootvSwitch

. ¥%—TF TiScsiBootvSwitch] °
- EEEY TAREERRTEL
- IRIMTUEEE 29000 ~ A& —T TSave (%) 1 -
- B—TAEAEEERFH "Networking (488&) 1 ~3iR[El Virtual Switches (E#ERHER) 1 R5I1F
- B TIME R E RIS o
. 1R1H£47%8 liScsiBootvSwitch-B) fEZAvSwitch& g o
° REMTUEZ#39000 °
° {€Uplink 13EIEFEEEXVmMNIc3 ©
° H—TF TG,

0o N o o M~ W

FELEARREAR ~ vmnic2AIvmnic3AARLISCSIBIHE o tNRESXiEHHP B HEHMNIC ~ BIRISER R
() Fitvmnictest - SERPMENICARISCSIBI « HCIMCHRISCS! WNIC EHIMACH
HEEAESXiFRBIvmnicsHCE o
9. EhREIRH « EEVMkernel NIC (VMkernel NIC) 1235 [12%; o
10. EEEVFIEVMkernel NIC o

° IEREMAVEIFIREH A8 TiScsiBootPG-Bl ©

o BERNE R IR ESMiIScsiBootvSwitch-B ©

° fEVLAN IDHR#A T<<iscsib_vlan_id>>] o

° RIMTUEEEE 239000 ©

° BB TIPV4sRTEL ©

o JEEY TEPAGAHRE) o

° £ TAddress (fiiflt) 1 FR#A l[var_hosta_iscsib_ip]l) ©
° A TJ [var_hosta iscsib _mask| RN FAERIES o

° B—TF M) -



¥ Add VMkernel NIC

Port group

MNew port group

Virtual switch

VLAN |D

MTU

IP wersion

= |Pvd settings

Configuration

Address

Subnet mask

TCPIP stack

Senvices

Mew port group r
iScsiBootPG-B
iScsilBootvSwitch-B v

IPvd anly v

2 DHCP ™ Siatic

| 172.21.184 63 |

|255.255.255.n |

| Default TCPIP stack v

I ymotion ') Provisioning ! Fault tolerance logging

[ Mmanagement || Replication || NFC replication

®

REISCSIZERE

EETESXiF i FEEFISCSIZERK « 555T

Create || Cancel

1% TiScsiBootPG - Al EAIMTUEE 49000

BY AL ER

1. EEAESERPEREERE - F—TNEE -
2. IEENISCSIEREENEF ~ 2A%3%—T TConfigure iISCSI (F&EiSCSI) J
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vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

3 #B—T TBEER T HmEsEa®R -
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4 Configure iSCS! - vmhbat4

1ISCSI enabled

» Name & alias

v CHAP authentication

¥ Mutual CHAFP authentication

v Advanced setlings

Network port hindings

Static targets

Dynamic targets

' Disabled '® Enabled
iqn. 1992-08 com cisco ucsaiscsia

Do not use CHAP

Do not use CHAP

Click to expand

8 Add port binding
Vikernel NIC

& Aad static targst

Target

iqn. 1992-08.com.netapp:sn.09591199033811eT8eh. ..

23 Add dynamic target
Address

~  Portgroup

~ |Pv4 address ~
Mo port bindings
'.Q at:
~  Address ~ | Port
1722118334 3260
[ @ Search
~ | Port

No dynamic targets

4. g AIP{itit TiSCSI_lifo1ay o

Save configuration || Cancel

o EHITIPAIHE MSCSI_lif01by ~ TiSCSI_lifo2a) 1 TSCSI_lif02b) o

o

®

B— TR -

Dynamic targets

1R

REESXiEH

B8 Add dynamictarget
Address
1722118333
1722118334
1722118433
17221184 34

1. EEAIEERE KD « #EAL "Networking (48E8) 1 o
2. EEHYvSwitchO ©

62

v | Port
3260
3260
3260
3260

(MBRTE) F5

IRA LA7ENetAppEE E#11T network interface show] #% ~ B{&E&OnCommand [NetApp

System Manager] FHJ Network Interfaces ZH - FEVISCSI LIF IP{idt o



2. LUBBRARIZR—T NERREHE) RS

vmware ESXi

| Navigator || = vswitcro

- b

rool@17221.18164 ~ | Help ~ |

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Standard v Switch
2
2

+ [ Host I
Manage
Manitor IJ - vSwitch0
§ _ Type:
{51 Virtual Machines m b
~ [ Storage m Upiinks
~ [ datastore1
Monitor - vSwitch Details
More storage... MTU

~ &3 Networking Ports

Link dizscovery
iScsiBootv Switch

More networks... Attached Vs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

 NIC teaming policy

3. EEVREERTE ©
4. MTUZEZ9000 °
5. [BBY TNIC Teaming (NICE#4H) 1 ~ MFESBvmNicOMvmnic1¥ IR EAIERT ©

R EEIFIEE AT IVMkernel NIC

1. EEAIEEERD « 2 Networking (4888) 1 °

vmware ESXi-

P

I Navigator £l

| ~ vSwitch topology

£3 VM Network
WVLANID: O

€3 Management Network
WVLAN ID: 3437
~ Vikernel ports (1)
B vmk0: 172211

~ [g Host

Manage

Manitor

(53 Virtual Machines
EH storage
£ Networking
= iScsiBootvSwitch
v Switcho
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5.

B EVMkernel NIC (VMkernel NIC) JEEIEF

vmware ESXi

P

Port groups Virtual switches Physical NICs | VMEkernel NICs

¥ Add VMkernel NIC " Ecitsetings | (3 Refresh |
(= Virtual Machines -: Mame ~ | Portgroup ~ | TCPP stack -
H storage Bl vmkD €9 Management Network == Default TCPIP stack
© Networking L3 TS € iScsiBootPG == Default TCPAP stack

&8 iScsiBootv Switch

6. EEEVETIYVMkernel NIC ©
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° EEEY MHmGEEHERHE) o

° RHEIRIBREHEG A TNFS-Network) o

o B A l<nfs_vlan_id>>"YEZ&VLAN ID °

° WMTUZE 29000 ©

° [RRE TIPV4RTES ©

° JEEY MEPRRAEAS) o

° 7£ TAddress (firfit) J H#A l<<var_hosta_nfs_ip>> o
o A 1 [var hosta nfs mask] RFAERIES o
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™ Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

* |Pyd setlings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group

MFS-Metwark

vawitcho

IPv4 anly

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack

7. EEILIERFLUEIIVMotion VMkernelE3E18 o
8. EEEVHTIEVMkernel NIC ©
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- REIRIR B H A B A vMotion ©
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f. BEER MERAGMEAR o

o Q

o
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. A T [var hosta vMotion#E Z]'EA FHERES o
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Create || Cancel
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¥4 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NTU 5000
IF version IPv4 only v
= |Pvd setlings
Configuration ) DHCP '® Static
Address 1722118563 |
Subnet mask |255.255.255.n |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

@ BHFZH AL EESXiHE - BIRTEREAFIER TEHAVMware vSphere DRI 31
2 o NRFEERHMERABLEFlexPod FKimEEFF TR - BIIBEALEINAE
HEE—EENERE

FEEBHHENERERE 2 BN EREESMinfra_datastore_1ERIFRE « LURAR EREISRIRIES
Hinfra_swapERHFRE ©

1. B—TAEEBEKRTN IStorage (f#7F%ME) 1 ~ A%IE—T New Datastore (Ffig
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| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. EEY THENFSBRIGEHE, o

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. %% ~ 7T MEMUNFSHIEEMAER) BEEPHATIEN !

> 4478 . Tinfra_datastore 1]

° NFSfalfR2s - "<<var_nodea_nfs_lif>>.'

o #A : /infra_datastore_1

° HEEBERNFS 3 °
4. 17— T5ep) o WRIATE TEEAT (R BWHEhERI I °
5. B ILERF LU Hinfra_swapBRIERE :

° %% . Tlinba_swap]

° NFS{afR2s : “<<var_nodea_nfs_lif>>.'

° 3= [linforb_swap]
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° FETECEEEINFS 3 0
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HENTP
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EEAESXiEHEENTP « BT TS ER .

1. #B—TAEAEEERTH Manage (BIE) | o EEABERFH lSystem (R#H) 1 ~ A%BE—T Mime
& Date (FFMEEIEER) |

vmware ESXi rool@1722118163 | Hep~ | CEE -
| I Navigator ~ || [ uesesxia.ciemnetapp.com -Manage
| - [ Host ‘ System Hardware Licansing Packages Services Security & users
Manage
Monitor Advanced settings & Editsettings | (3 Refresh | 4} Actions
1 Virtual Machines [ o] Aulistail Current date and fime Thursday, March 09, 2017. 05:53:04 UTE
= Swap
H storage | 3] NTP dlient status Enabled
: 5 Time & date
~€3 Networking | 5]
= vswitchd NTP service status Stopped
iScsiBootv Switch NTF servers None
More networks...

2. ERERREREEERTGE (BRANTPRRAL) o

3. BEEY MAEHENENI(FLE ) FANTPRRFSEEIRR

4. B A T<<var_ntp >> EANTPEIRES o BT AR EZENTPEARSS ©
S. ¥—T#TF o

[ Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time an this host
B

® Lise Network Time Protocol (enable NTF client)

MNTF service startup policy

Start and stop with host ¥
Wik serve 10.61/184.251
“
Separate servers with commas, e.g. 10.31.21.2, fe00:2800
Save | | Cancel
-
REERI SR IEUE

BESRRHEBEERKEISTIMEUBENFEER -
1. B—TEREEERHPE Manage (BIE) | - TABERPER IRf) -~ ARE—T Iy o
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"% Navigator | [0 ucsesxia.cie.netapp.com - Manage
i - Q Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
i = Autostart
{1 Virtual Machines 0 Efapicd L
e 5“
B Storage 3 - Datastore Mo
> 4 Time & date
~ 3 Networking m
Host cache Yes
v Switch
= iScsiBootvSwitch Local swap Yes
More networks...

2. B—TF MRERTE)  RERHFREEEDERINfra_swap °

[B Edit swap configuration
Enabled ® vas () No
Datastore infra_swap v
Local swap enabled ® yes &' No
Host cache enabled ® vos () No
Save || Cancel
4
3. H— Tt o

ZEEEAT VMware VAAIFINetApp NFSHMEFEE(1.0.20
EELEBANVMware VAAIFINetApp NFSHMIFFET1.0.20 ~ s5572H FFISER o

1. BATHEGS ~ BRRVAAIBEE :

esxcfg-advcefg -g /DataMover/HardwareAcceleratedMove
esxcfg-advefg -g /DataMover/HardwareAcceleratedInit

WNREXFAVAAI ~ BEGSEEE TIEW ¢
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1

2. MNERKEIAVAAI ~ FEIA THE < LUEUAVAAI ¢

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

BLEMYGELE T &L -

0

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1

. BIfE "REE TEER" o
- AT EBEIR— T EARVMware VAAIEINetApp NFSIMEETL o
C. EENESXiFA o
d THERIIMIMEANBHEERBS (zip) HRLEEEMAE (vib) o
4. {FFAESX CLITEESXiEi% F 2 M2 o
5. EHFIMESXiE o

3. FEERAMVMware VAAIFINetApp NFSHMIFZR, :
a
b

install

v, but the = = to b . i o} changes to he effective.

asPlugin 1.1.2-3

"N—& . Z8EVMware vCenter Server 6.7"

#£VMware vCenter Server 6.7

%7
BRI 7EFlexPod VMware vCenter Server 6.7 VMware ExpressH&E Z24EHIzF 4072
F? o

@ VMware vCenter Server Appliance (VCSA) EHVMware vCenter Expressizftt o FlexPod


https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
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T# VMware vCenterfaliR2SEREE

1. FEVCSA o BIFESXiET#4F « 3 — T lGet vCenter Server (EX{SvCenter{@fR22) | BT ~ BIOIfZEN T &
L o

Manage

fanitor

{1 Virtual Machines
E storage

ofo]o

~ €3 Networking

2. ftVMware#3i5 FEVCSA

CD BEIAT 1B O] 28 Microsoft Windows vCenter Server ~ {BVMwareiZ:&HZ8Z{FEHVCSA

BHISOMME ©

—T T3 o
w—T TR BELK (T—5) -
SRR EREERK o

® N o o W

i (] GetvCenter Server

i

Uucses:
Version:
State:

L ptime:;

B & Zl|vcsa-ui-installer>win32 B % © 3%/ Finstaller.exe °

ER TRERT e IRFSHESIES (FREEEE -

71



1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller

Appliance
© vCenter Server with an Embedded Platform Platfgrmts%lrvices
Services Controller ontrofler
vCenter
Server
External Platform Services Controller AeplEREE
() Platform Services Controller Platform Services
~ . Controller
() vCenter Server (Requires External Platform
sServices Controller)
Appliance
viCenter
Server

CANCEL BACK NEXT

() WABE - FlexPod thBIMIT A IRFEFIBIE « (EAZIBIMS o

9. ERHFHEBRT « BAK
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. B A TVCSAI 1EAVM%TE « ME A LERNVCSAMIREZE « LR EERESRVM o
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1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

select deployment size

Select datastore

Configure network settings

Ready to complete stage 1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

#—TF (F—%)

1iger\.rcsa|

Select deployment size

CANCEL BACK NEXT

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co
100
4C00
jlololele}

35000

CANCEL BACK NEXT




12. 3%EHinfra_datastore 1ZKEHE ° #&—TF F—%,

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. £ TConfigure network settings (FREAFERRE) | EEPEA TIEN « A& Next (F—%) 1 o
RN TAERREIEAEER) o
b. B AZRRVCSAKIFQDNEIP ©
- A ZERIPAL o
- MAEFRANFHERES -
- BIA TS o
f. B ADNS{EIARSS ©
14. 75 TEETEMRMEE) BEEL - BRTMANR T ERSER o 2—T %M °

O]

o o

(0]
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15.
16.
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¢! vCenter Server Appliance Installer =] E3
Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Configure network settings
1 Introduction
IP versich IPwd -
2 End user license agreement
IP assignment static
3 Select deployment type
FGEDM tigervcsa.cie.netapp.com @
4 Appliance deployment target
IP address 172.21.246.41
5 Setup appliance VM
Subknet mask or prefix length 255.256.2668.0 @
£ Select deployment size
Default gateway 172.21.2461
7 Select datastore
DMNS servers 1061184 2511061184 252

& Configure network settings
Common Ports

9 Ready to complete stage 1
HTTP 80

HTTPS 443

CANCEL BACK NEXT

VCSARE % - Ii2F BB D IERRA -

PEEZ1SERE « EHIR—RJFE « RINEFEM © #—T lContinue (448) 1 LABAIAPEER24ARE o
£ ME2fEERfS) BEEE & TF—%) o



vm [nstall - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

7. @A Tvar_ntP_id]YEANTPRBRE L  EEIEMASENTP IPfiik o
WNREFTEEAvCenter Serverm el FE (HA) ~ 5AHEE ERFASSHTFE ©
18. RTESSOMEIE L TE « BIEMALLRHE - B—TF TT—F
AECERE LEEUHEE - LEREEREEvSphere.local{8is & fEHF o

19. MNEEE « FLRMVMwareZ R REEEHZ - #&—TF IF—%)
20. R ERE - #—F (Finish (58A%) 1 SXfEMA Back (E—) | REBAREBRTE
21, ERFEHIR—AFE « RREEEZEZERGREFEHEIETMZRE o 12— MHEE) LUHE -

FEREERTEGREETT - SREXDIENRE o
LR HIR—RIEE ~ IEhREMD °

A2 P B I AR 12BN vCenter ServerfyE4S o

"F—% : :BEVMware vCenter Server 6.7F1vSpherez5 £ o "

K5

+

-

=% EVMware vCenter Server 6.7flvSphereZ
=

=% & VMware vCenter Server 6.7#lvSphereZ% « A5t FFIFPER -
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1. | = \https://\<<FQDNZ{vCenterfJIP >/vSphere-client/ °
2. ##—T TEx@hvSphere Client)

3. LUERAE % Bmailto : BIEE@ vspehre. 1[BEIEE@ vspree & A ~ UKRETEVCSAREZ EIRFHARIE A
HISSOZRHE o

4. fEvCenter i L1Z— TN BEHR « A2BEEL 'New Datacenter (FTZZEHRIAHL) I
o WMIABKIHRLLTE « ARE—T HE)

#iIvSphere# &
SER RIS BRI ILvSphere =5

1. IEEIMER L ER—TBE AR ~ JABEE 'New Cluster (FTIZERE) 1
2. MARERTE -

3. EERUIZE 5 BRIARRFEDR#vSphere HA o

4. 17—T THEE) o
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New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

RESXiEATIE ELE
1 ERE R—TBRERAR  REREEGTEEH -
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vmware* vSphere Web Client #=

| Navigator .1.|| [ FlexPod |

“.4 Back |i_| Getting Start...
[e]l@ 8 8 |
' v5_‘_3]UCSA—B.press.cie.netapp.cnm [|

— fiy FlexPod i

=
L] U S S—

'q‘j_j ] Actions - FlexPod Express
% Add Host..
@, Move Hosts into Cluster...

T

2. BERESXiEMINEERE AT TP
a. B AEHAIPZFQDN © #—TF IM—#%
b. & ArootfEAERIBME - #2—TF F—4
C. B—T 21 UVMware/RE MR ZZBNRFINA EHAVREE o
d #—T TE%EE BEEEN I'f—2) o
e. #H—ThrE+EIMR ~ REIREFIE EvSphere 1 o

() wEEE. TRHERRILSE -

f. ##—T Next (F—%¥) 1 UEH#ETEEL -
g B—TFVMIBEE®E LMNext (F—F) o

3. %ﬂ_‘CiSCO UCSEBER I ER1N2EH (ERIZEINY EHRTIEFlexPod EARTTEMINAEARRE « BIKLZATTRLLTE
% o

7EESXiEH# F28F coredump

1. EFASSHEREEIEIP ESXiE# ~ B Aroot/EAEHERTE - ABEI ArootZZHE o
2. YT S

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3 MARKHSE IR EEEEREMnetdumpfRARESEEHITI L o
EBEAZEIMNY IS FlexPod EARSIERBRLE ~ BN BSRILER ©
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4

UI

FERRHFEABELER THIEERET - TIEMERARBIEIASZE o FlexPod#EHIENEE
NS RIETE ~ FlexPod BIR] S ¥ E ERBRE R ITE o RTBIEPEEEIH/NTE
#¥ - ROBOKEMEEZHEMIRFRENEZE o FlexPod

MR EIEMES
HERABRBASHFRIAE ~ 552 R T3S/ AL,
* NetAppZEmX

"http://docs.netapp.com"”

* VMware vSphere 6.7£2NetApp {VMware vCenter A2205%5135R3) BY (Express with VMware vSphere 6.
and NetApp) (3X) FlexPod AFF

"https://www.netapp.com/us/media/nva-1125-design.pdf"

7
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