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Controller0Ol>vlan create vif(0 <<mgmt vlan id>>
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VMiEVLAN VMFERRZEREHIVLAN 102.
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5.

T~ EITRIESHRERRIIARE « LUBENERAASIHE SN

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the

system.

*Note: setup is mainly used for configuring the system initially, when
no configuration is present. So setup always assumes system defaults and
not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip
the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y

Do you want to enforce secure password standard (yes/no) [y]l: y

Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n

Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[vl: vy

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [y]: ¥y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa

Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:
<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
<enter>

7/
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Would you like to edit the configuration? (yes/no) [n]: no
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Use this configuration and save it? (yes/no) [y]: Enter
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1. BTECisco NexusiIesAFIZIAZsB ERNBEEINAE ~ sAEA®< [ (configt) 1 EAMRBEER ~ RABHIT
THER<

feature interface-vlan
feature lacp
feature vpc
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2. 7E#EREHET T (configt) 1 A~ BITT58R< ~ TECisco Nexus3ZHAgZANI R Ha2sB SR E R I EIFIRIBES
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port-channel load-balance src-dst ip-l4port
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spanning-tree port type network default
spanning-tree port type edge bpduguard default

E#ZEVLAN

EREABA R EVLANBERERIR Z Al « ARFTEIMEE EERF2EVLAN © saVLANth Z—EREFAIM
&~ UERREFEITR AR -

E2RRERETL ( Teonfigtl ) AP~ BIT YIRS REEKERFACisco NexusZIRasATI AT #123B_EAYEE2/EVLAN ¢

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/13
description
int ethl/14
description

Cisco Nexus3Zii2sB

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/13
description
int ethl/14
description

AFF A220-A e(OM

Cisco UCS FI-A mgmtO

Cisco UCS FI-A ethl/1

Cisco UCS FI-B ethl/1

vPC peer-link 31108PVC-B 1/13

vPC peer-link 31108PVC-B 1/14

AFF A220-B e0M

Cisco UCS FI-B mgmtO

Cisco UCS FI-A ethl/2

Cisco UCS FI-B ethl/2

vPC peer-link 31108PVC-B 1/13

vPC peer—-link 31108PVC-B 1/14

RE AR AREEERENE

ARSGBNFERFENEENEEE REAE—VLAN © Rt -
RIZRBIEERVLAN ~ TR AHE IR A S E /EDGE ©

FMHERRETN ( Teonfigts ) A~ MITTFAIS SRR EMRBNFEEFRBENEENMEZERTE

Cisco Nexus3Zii23A

int ethl/1-2

switchport mode access

switchport access vlan <<mgmt vlan>>

spanning-tree port type edge

speed 1000
exit
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Cisco Nexus3iZii2sB

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

HIENTPEE M7 T E

Cisco Nexus3Zii2SA

EEFERER « T Tem< o

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Cisco Nexus3Zi123B

ERIARRINR ~ T T2 o

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default
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14

vpc domain 1
role priority 10

peer-keepalive destination <<switch B mgmtO ip addr>> source

<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-link
switchport

switchport mode trunkswitchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,

<<1iS8CSI B vlan id>> spanning-tree port type network

vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start

<<vmtraffic vlan id>>,

<<vmtraffic vlan id>>,



Cisco Nexus3Z#i123B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0O ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolO0
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan_ id>>,
<<iSCSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4



channel-group 14 mode active
copy run start
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1. ERERGERRTIESERE - SRZEETLoader-AlRT © B  MRFEFRAENEMBILERE « BT
EIUTRERZCHI-CIR Y BEIFEDE !

EEFEERHE
<<var_nodea_mgmt_ip>>
<<var_nodea_mgmt_mask>>
<<var_nodea_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermmgmt_ip>>
<<var_clustermmgmt_gateway>>
<<var_clustermmgmt_mask>>
<<var_domain_name>>
<<var_DNs_server_ip>>

<< switch-A-ntp >>

[switch-b-ntp IP ]

Starting AUTOBOOT press Ctrl-C to abort...

2. REFRIRFIE o

autoboot

3. #Ctrl-CEA THI& ThAER ©
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. EEY TeOM) EAGETEHAEREIZE o
A ly) IZENEFEIHL o
EZBENUEHR AcOMBYIPAIL « FHRIESHTARRFE ©

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

1 AR EIEAEAIURL o
() tbWebfmRESAEAPing -

REnter AEAE LTS - RRAERERME -

WA Tyl S LENTREERATERE - WEREEMREMER -

WA Tyl ERERENENES o

LEFEESET « RAPTAE T HNITBIOSHNME-RRIFIEEF R « EERMFH - MTELoader-ALRR TMELER]
FE o WIRBVEBLEEF « RAAIAESRRELLE -

BCtrl-CEA TRtk ThEER o

EIZEIR T4) DUETT TeoBERR) M THUR{CPRARIR) -

WA Tyl SHERERS « ERMER - ARTENIERRSR

WA Ty) DUBKRELER ERIFRBEER o

tRAggregateBI#I4AEEL 2T PIREFR 0B LA LA BETTAK ~ RPMIEIZAVHR B MEME - #181E5TA

%~ FERRG BN - HEE ~ SSDUIRTCFIRRREIAIEAEE o R UTEEIREARAIR BR T R R TT
ENFLBARAR o

- ENEEALETERNIAMERT « AR EENFLB

R EEIZEB

ERTEMRB « FHM PR
EREHERARTEAERE o LEZEE T Loader-AlRT © B ~ NRHEERMAENEMEEEE - 51E
B TAERECH-CRE BERIEEMR :
Starting AUTOBOOT press Ctrl-C to abort...

- ¥RCtrl-CEA THIt%) IhEEekR o

autoboot

. HIREREF ~ 551%Ctrl-C ©
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EEREMIGE © SHEEUEIAT o

WA Tyl ST -

X TeOM) EREE THAVMERERIR o

WA Tys MZEVEREH o

X BN ERAeOMBYIPAL « FRRIESEMTARFE o

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

BALEIZREERIURL ©

(D) HWeb@ARESHBAPIng -
<<var_url boot software>>

REnterB AEAERM - RKTVRBERERLTE

WA Tyl SR ENIRERATERE - MERIEEMAMER -

WA Tyl ERERENERS o

LIHERESRT « RIAPIAE G ITBIOSH T E-FRIFIEEFH 4R ~ EXEFMFRK -~ WTELoader-AfRR FMELER]
FE o MNRIFLEFBLEENF - RRFAISESRBELLER o

BCtrl-CEA THIt%) ThEER o

EEVEIRAEST TezBERR) M TR {EFrBER) -

WA Tyl RHEERERT « ERAER - ABRZENIERRAR

WA Tyl LUBKREEER ERFRBERL o

HRAggregateRI4)4aC AR T P] SEFR Z 900 $ELL L7 BETERY ~ fRFTEIRRIHEREENBETIE - F1181E5ThK
% REARGENRE - 5HEE  SSDYIAICFARREAIEHEE

HEBENREAMERE M R AR

EIEEAFESISA (BIBA) FIEAEBBENTIESEIBRER « JITEHER TS S - B —REMR L
ExEey ~ 2 HIRIEISSHEONTAP o

BRI R EE R ETIZFFONTAP (EEMARISHIREEE - EERERERTANREREPHIFE B
MmSystem Managerfl| iR EHEE ©

1.

RERTE R AR E BIAEA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

. BIEEHELEIEA EAIPALE o

@ ‘F‘Ii":ﬂLXﬁﬁﬂCLlﬁﬂ TREERT o AXERBEEANetApp System Manager3 | B2 ERIEER
E (e}

B—TEIEAREURERSE °

BIA T [var_clustername|{FZREERTE ~ WA FJ [var_nodeA]s ~ A% HIITERERSEHRE
A 11 - WALZARRERRNENE - Bl TEXMRERE) FREERE - ASRSERRE -

IS ET LA A ZEEE ~ NFSFIISCSIBYINAEIZHE o

TEED—AREAE ~ EHIETRIUIRE o ILREASSRIRETZENRE - LIEFEERDENRRE -
2 TEHARE ©
a. BUHEEEY MIPAAtEEE ) I8 -

b. £ TCluster Management IP Address (ZESIZIPHHE) | HWAIFEA T
<<var_clustermmgmt_ip>>] £ Netmask (F4RRIES) | BT
A T<<var_mgmt_clustergateway>>] - iiff [Gateway (B#&) 1 HE{IE



A T<<var_mgmt_clustergateway>>] o {FfPort GEiZg) IRV, BEESSEIEIZEAReOM
C. EREARENRLEIEIPEIEA © [EEIREBAEA T<<var_nodea_mgmt_ip>>]

d. Z£DNS Domain Name (DNS#3ifi#8) HAIF#A 1 o 7EDNS Server IP Address (DNS{aEfR2sIP1iL
t) HAIFEA T<<var_DNs_server_ip>>] ©

1B LU A Z{EDNSTEARES Pl o
e. £ Primary NTP Server (EZENTPEAR2S) 1 HRAUFEA <<switch-A-ntp—ip>>1 ©
Rt LU A BNTP{EARES 2 <<switch- b-ntp - ip>>] ©

8. REZIEEM
a. MNREAIRIEEEProxy 7 SETZEXAutoSupport THEE « Z57EProxy URLH# AURL °
b. & ASBHBEANAISMTPER G AT FER (it o

BEDAFRESMHBMGE « 7 oclEEET - SALUERERSE -
0. ERTHEEHEBD TR AR —TEEREUREHERME

R AR R ERERRRESTHE « BRI LSRR ERTRE -

BT PR A A ARLER
AER=ERNFIE HEREIRES « 55T Ml

disk zerospares

EARUTAERBERIERE

1. #1497 Tucadmin show) @< RER:E BRIRVEINH B AifvERLEE o
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AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0d cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0od cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

2. EREEAPERENERRRA lcna) ~ EEREERRES (target)  MNRKRA  FRIT IS LREE
BIRIBRIMERRRE

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna —-type target

BB AR SERIT L—Em < - AEFEERBRE  FPIT Fe< !

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

() wReeETESSEERE  IEEFRDSENS  BEAGEN -

R FACiscolR R BB E

EETENetAppETFHESI2S ERUACiscolRREHMIHE (CDP) ~ FHIT &< -

node run -node * options cdpd.enable on

22



TEFA KB ERRIR R EERRREHINE

HIT TS ~ ERERENMR RS 2 FEEERREHIHE (LLDP) %k

FRrB ENELRIPR A %18 ERUALLDP o

node run * options lldp.enable on

Bt R EIREE T
LESHMAEEEE T (LIF) -~ AR TIPSR .
1. ERERTMEIELIFATE o

network interface show -vserver <<clustername>>

2. BB EETELF

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt

3. BT AEIBEIELIF o

network interface rename -vserver <<clustername>> -1lif
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

REEECENESHER
AREEENEHLRE B8EE 2% -

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

B IR R IR S AR A
AR SEHR ENARFEESRISREFRRIPVEL « SFAIT FAE< ¢

Bl o b oA fEREH
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

() EEmsIP A RS R BRI PR AR T 48R «

FEONTAP A EMER TR A HEEE
LERICHARTAHBE FESEREEHPAIT IS !
1. ER BT D ARG o

storage failover show

wmwme o [y~ T~ T SRZRESHITIRE - IR FTUIITRE  SBRIEPERS -

2. EMEER — ERY AR o

storage failover modify -node <<var nodeA>> -enabled true

3. EusE AR EERTHARRES o

ORN =z oD ey
cluster ha show

4 MRERESTHE « FAIETS R - MRERESTHE « CEERHATHRHEITIAR

&5

High Availability Configured: true

o EALHMREERABHAER -
ANt EAME LARNEERTIE G - BREEERSHEREMEE

cluster ha modify -configured true
Do you want to continue? {yln}: vy
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6. MR EERRE « WARBEBNAERB AP o

storage failover hwassist show

lKeeping Alive Status : #5352 : Not receive hwassist Keeping Alive alerts from Partner (ﬁﬁﬁ@jﬁk |
% KB EEBFBIHWassist KeepiveZER) | sERTAKRREIEREE o T TGS E@%ﬁ

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_nodeA>>
storage failover modify —hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

EONTAP L& ENEII EREZIMTURE B4
BEEIMTUZA000ME K EREAE « AT NGRS

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

TR ERENRREREERIR

10GbEE RHEIFIEAMNISCSI/NFSTRE « S EIFIB RN BRI PR o REMEIEIRe0efMe0f « HENTER
PR o

LB EEREBRERR  GFPIT e < !
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:eld, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

{EFIUTA2FEFZFIE FBYRAZ#E4)

HEREINEENFIAUTAERIE |« FRFEENENetAppNREBFHHCE - ERERMZESR] 55T
THla< -
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

@ Cisco UCS MiniE1ZE4FONTAP ZERZHELACP ©

ENetApp ONTAP ER TR TE B RELE

7’

HERONTAP BREERERIBREAEAERER (@BEMTUR « 0001I7t4) -~ FHiEEEShel 1T T8

PAN
< -
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

ZONTAP RZIEMVIRIEFREEIIVLAN
EETEONTAP RAZ1ERVIBER FEILVLAN ~ 5558 FHIZ 5 ©

1. ZBIINFS VLANZEIHE ~ W18 BATIE = Bl E R4 -

network port vlan create —node <<var nodeA>> -vlan-name e(Oe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeA>> -vlan-name eOf-
<<var nfs vlan id>>

network port vlan create —-node <<var nodeB>> -vlan-name eOe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-
<<var nfs vlan id>> , <<var nodeA>>:e0f- <<var nfs vlan id>>,
<<var nodeB>>:e0Of-<<var nfs vlan id>>

2. FI7ISCSI VLANEHHE « i g EE R E R A



3.

network port vlan create
<<var iscsi vlan A id>>
network port vlan create
<<var iscsi vlan B id>>
network port vlan create
<<var iscsi vlan A id>>
network port vlan create
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var_nodeB>>:

<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var_ nodeB>>:

<<var iscsi vlan B id>>

B EIEVLANEZIE o

-node

-node

—-node

-node

<<var_nodeA>>

<<var_ nodeA>>

<<var_nodeB>>

<<var_nodeB>>

-vlan—-name

-vlan—-name

-vlan—-name

-vlan—-name

ele-

e0f-

ele-

e0f-

network port vlan create —node <<var nodeA>> -vlan-name eOm-

<<mgmt vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOm-

<<mgmt vlan id>>

FEONTAP IIER EMIRIEREZIE SR

-ports
ele-

-ports
e0f-

B RIREIEERAggregate B EONTAP MITIIRER ERIREZFFEIL - HEEILHMAggregate ~ 557
EfAggregatet il « EEHPEUESBIVER - URKEP O IHHIEHE

o

AP REE DR (EIRRANHEER) (FRERER - REEBHEASSEHIREREMNA/)

FEE T Aggregate ~ FEHIT RIS ¢

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount

<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount

<<var num disks>>

B R MARRI

R « CRIERERIMEFREER - RS EESE -

RS RS ZAl ~ BIARIESHE - 81T laggr show) FTUBBRESEILME o
aggr1_nodeA] LARZH] - sAMUELE -
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7ZONTAP H:2ER&E

AERERBEETLRERE LHFRE  5FRIT Mo < !

timezone <<var timezone>>

@ BN ~ EBEREBAIFFE A [America/New_York) ° FREIAREAHEE « HTOEREEIRE

Ig o
H

fELONTAP SUREA::%ESNMP

HERTESNMP ~ 5B7ER FFIPER ¢

1. RESNMPEAREN « NI BMBHAEA o Ew:05 « WEAGETASNMPHE IREEMUE) M RE

RN B8 -

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. RESNMPRFELUEIXEE IR o

snmp traphost add <<var snmp server fgdn>>

FEONTAP IJEERIHYIEN TR ESNMPV1

EERESNMPVI ~ SFREB AN EAME M TR -

snmp community add ro <<var snmp community>>

@ %ﬁ%%‘l‘ﬁﬁﬂ% F2ERMIFENMPLLEE) 8p< o MRHMEIEEMREAUEETS - b S TR

TEONTAP ThEERIRYIE L FREV3
VIEREEERKRREMEAEETHE - EEREVS ATl FIDHR -

1. #1717 TZZ2Msnmpusers'] &< LUEIREIZEID o
2. #3747 shnmpv3user"MIfERAZE ©

[ill3

it
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security login create -username snmpv3user -authmethod usm -application
snmp

3. MAEEERAISIZID « ARIER 'md5) (FREREERIGE
4. HIRRTE « FRAREERRENR\VREASEFTTHIZS
o BE ldes) (FRRAMEFRE

6. HIFRTE « AaRLEERITGERA/\EBF TR NREZ

7£AutoSupport FZEMNIER TR EZIEHTTPS ONTAP
NetApp AutoSupport FRRART AGFEBHTTPSRZIEHMEEHFIEENetApp « EEREAuUtoSupport FFRE
AT RIS S -

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

B fTF E R AR
AERURRRBREFERESE (SYM) ~ FHBm FIIPER

1. #1197 Tvserver create] #% ©

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume- security-style unix

2. 1B & KIAggregate L ENetApp VSCHIERZEHEVM Aggregate;FE8 o

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB
3. ESVMEEBRAREAMHEFEEIRE « B TNFSHISCSI ©

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. EEBZEESVM SVMAEU AT HITNFSEERE o

nfs create -vserver Infra-SVM -udp disabled

5. BERINetApp NFS VAAISMIIZZAY TVM vStoragel 2 - A% « HEEINFSERETTH ©
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vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

()  ®oemasdinm Nervers BAIE - EASVMIATEA MRS

EONTAP SUREH % ENFSV3

TR LRI AEREFIRRIE o

SHHRER FRERHE
ESXIZEEHNFS IP{i it <<var_esxi_Hosta_nfs_ip>>
ESXiZE1#B NFS IP{iftit <<var_esxi_hostb_nfs_ip>>

EHEESVMERENFS ~ BRITFIGS :
1. EFEREHRRPAESEESXiEHEIARRA -

2. $HRPMZIIMBEESXiEH « #EKRA - BEFHEE B SHRBIZRS| - E—EPESXIEHAIFRAIRS1%1
B _BRESXiERIRRIZRT /2 « fKILLEH -

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
Sys —-superuser sys —allow-suid false

vserver export-policy rule show
3. B HRAE R4S B Z2ESVMIR Volume ©

volume modify -vserver Infra-SVM -volume rootvol -policy default

@ U R IEEIZIER EvSphere 2 B ZEEEHRE ~ NetApp VSCE BERIEE HREA - IR KZE
3t BAZETE TS HfthCisco UCS BRAFIAIARSSFSEZIZFEH RAIFRE] o

TEONTAP RZIEMIRIEHIEIISCSIARTS

AEEIISCSIART ~ B TP

1. ZEFSVM_EFEITISCSIERTS o Ibam <t ZR@ISCSIARTS -« Wk ESVMATISCSIEEETE (IQN) o FE:RISCSIE
BRI ©
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iscsi create -vserver Infra-SVM

iscsi show

ESVMIEHIIEEONTAP B B HHZHE
EETONTAP M BB AT ENSVMIRHIEEM A HEZHR « AR TP

1. ESEMR L2 T —EHRE « MABERRESVMIRIIREN A HHARG

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB —-type DPvolume create -vserver Infra Vserver
-volume rootvol m0O2 -aggregate aggrl nodeB -size 1GB -type DP

2. BUB15DEEM —RIRMIRE RS BARN TIEHHR o

job schedule interval create -name 15min -minutes 15

3. EIIRSIRAA o

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. MYA1CIRaTRAR « MHESD 22 IREIRAA o

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror

show

L TEONTAP HTTPSTZENIHAE

EEREREERSRNETR  BRATISH

K

1. RS FEURE T T HIREIRE AR

set -privilege diag
Do you want to continue? {yln}: vy

2. —fRM= « BRBEBHRIEEME - FIT T REERE
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security certificate show

3. HItETHNEESVM ~ RE—KRLIBRESVMAIDNSEEMEIHLTE (FQDN) AR o SrETER /KRB REZM

B ~ diFH B R EBRREIUREREEUREEREN

TEEIRE 2 AIMIPRA IR /EBRREMUE - BT TZ2BRFMR < » MEREHIRESE - T TIS<
&~ ER 7 BT EARERUR MR S E TR &RE

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4 REELRZEREHFBNEE  SU—RIER LI APT TGS - HERIBERMAENERSVVME
FREMREREE - Rt « FEAD BETTAIIBERBITTRELS <

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. BERS TSR 8ME « FHIT 22 REshow) % °

6. YRR TAMRSREARtrue) M TRAREANR 2ERINSEESE - RS « SAEMRETHK

7.8

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

ENEYFASSLAHTTPSTEEY ~ UKRIEHAHTTPTRER ©

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|n}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>

() Aeesesmssne SHREETEE  BREERS -
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8. EIEEEIREIRER  RBEIURTE * HSVMAIHAEREER o

£

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

FlexVol IHEE R 2 HVIRIE 27 NetAppHILIHEONTAP

B EEINetApp FlexVol Ise®FEE ~ FEAMIRE RS « KNVREGFENESE - BiUMEVMwareBERIFH
&R E M —E R AR 23 PSR & o

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space 0
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra datastore 2 -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
-guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

TEONTAP SIRINSETS E R B ERE LM PRbMT

%

B-REEZENHIRE LRAEEERMFRINE « 5FHAIT M !

volume efficiency modify -vserver Infra-SVM -volume esxi boot —-schedule
sun-sat@0

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1
—schedule sun-sat@0

volume efficiency modify -vserver Infra-SVM -volume infra datastore 2
—schedule sun-sat@0

TEONTAP LR EHER FE2IZLUN

o
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lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware - space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware - space-reserve disabled

() #EEEsMiCisco UCS CRTNRRRISHS /BRI SSMUBBISLUN -

EONTAP RZIEHIRIEFRIEILISCSI LIF

TR MU AREFIRRER o

sramesil FAEERME

{H#7ZEIZ5A ISCSI LIFO1A <<var_nodea_iscs_lif01a_ip>>
(77 HI25A iISCSI LIFO1AYERE S <<var_nodea_iscs_lif01a_mask>>
{#1ZEIBEA ISCSI LIFO1B <<var_nodea_iscs_lif01b_ip>>
(72 H125A iISCSI LIFO1BAERES <<var_nodea_iscs_lif01b_mask>>
(472 E725B iSCSI LIFO1A <<var_nodeB iscs_lif01a_ip>>
{17 EEEB iISCSI LIFO1AYBRRIE = <<var_nodeB_iscs_lif01a_mask>>
(47285258 iSCSI LIFO1B <<var_nodeB iscs_lif01b_ip>>
(472 E725B iSCSI LIFO1B4ERIES <<var_nodeB_iscs_lif01b_mask>>

1. ESERE EEIMEISCSIAREA « MifE o



network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

#ZIIONTAP NFS LIF

TR TR AAREFIRRE o

SEAEER SRS

HFEIBEANFS LIF 01 AIP <<var_nodea_nfs_lif 01_a_ip>>
(E1ZEIEENFS LIF 01485RES <<var_nodea_nfs_lif 01_a_mask>>
(#1ZEZEANFS LIF 01 b IP <<var_nodea_nfs_lif 01_b_ip>>
{77825 NFS LIF 01 b3R8 =S <<var_nodea_nfs_lif_01_b_mask>>
#TZEIZEB NFS LIF 02 A IP <<var_nodeB_nfs_lif_02_a_ip>>
(#1ZE525B NFS LIF 02 ABKIES <<var_nodeB_nfs_lif_02_a_mask>>
{#1ZEI25B NFS LIF 02 b IP <<var_nodeB_nfs_lif_02_b_ip>>
(#1ZE52EB NFS LIF 02 b4gRgiE=S <<var_nodeB_nfs_lif_02_b_mask>>

1. ZIINFS LIF ©

36



network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

L ERZESVMEIRS

TR TR AAREFIRRE o

SR HERHE

Vsmgmt IP <<var_svm_mgmt_ip>>
Vsmgmt4E & = <<var_svm_mgmt_mask>>
VsmgmtFEEZFEE <<var_svm_mgmt_gateway>>

EEFEREESVMEEESNSVMEELIFHIE E B « AT TP :

1. BT FHSS
network interface create -vserver Infra-SVvM -1if vsmgmt -role data
—-data-protocol none -home-node <<var nodeB>> -home-port eOM —-address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up

—failover-policy broadcast-domain-wide —-firewall-policy mgmt —auto-

revert true

() ibRBySVMEIRIPRES e IR IPAFMERI T8 o
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2. EITERRERE « UAFSVMEIER N EEIZEIIMPIRIE

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>> network route show

3. RESVM lvsadminy ERENENE « ARMBIRHE-LRE o

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Cisco UCS{rlfARzsZHRE

Cisco UCSEHFlexPod
#11TCisco UCS 6324M9#NHAR EFlexPod ~ LUF|ZIERBIRIEM B E24E o

A EFTREERAFlexPod Cisco UCS Mangers& i€ Cisco UCSIATELNAE S = IVIRIE R E A RVEEARTERE o

Cisco UCS#EI® 576324 A

Cisco UCSTE B EXE iR HMIEARES - EREMEERMT— ARSI AL - IRERFORHESENTFRSEE
ERETEE o

Cisco UCS Manager 4.0(1b)3z3£6324 FabricE % ~ AIi&FabricEE ¥ & E Cisco UCSHEF ~ I #HHE/)\HIERE
IRIBIRIHEE SRS ZE o Cisco UCS Minil f{E R EIE « W ABRENBHEMRE o

RS SAERBS Ui X R CiscoBViE—1E4R4E ~ AITEE—ESTUER R LHITSBERNEN P ORE

IR MRTE
—X#FECisco UCSHBIR R RAEER 2R « REBBEFRTERARERAPIBOTIER !

#757% (GUIELCLI)

RERN WEBRGHOIVERTER)

RGAERCEREY (BN EEAR)

© R

© BIRERE

© BIREBHIPVAGIIEA] FAERES « SIPVO LRI E NS
* FERRREIPVASEIPv6 it

* DNSfaAR2SHIIPVA S, IPv6 (it

* TERRAIE TR

M5 W
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T RS EFabric Interconnect A_E5ER Cisco UCSHIR4EREFR A E A

Ry FHAEREE

RinTE <<var_UCSEZE%E>>
EIRRNG <<var_password >>
BIRIPE AR EEA <<var_ucsa_mgmt_ip>>
EIPMERIES | EIREEa <<var_ucsa_mgmt_mask>>
TERRE  BIREEA <<var_ucsa_mgmt_gateway>>
| Pt <<var_UCSEE ip>>
DNS{alAR23 1Pk <<var_nameserver_ip>>
AL tE <<var_domain_name>>

HERECisco UCSLUfHtFlexPod FERFTERIRIEHERM ~ Bem TR :

1. EEE FE—(ECisco UCS 6324 Fabric InterConnect ARy I 1 & 1518
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40

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n):
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok



rm

o

2. GRS EETRAERTE o NRIERE ~ 0% T2 UER 174
3. EFBAET - BIPEREEHEF

TR 7EFabric Interconnect B_E 52 Cisco UCSHI1A4BREFREEAIE A

SFAEE R HEBERIEE

RinTE <<var_UCSEE%E>>
IR <<var_password >>
EIEIP{iit- FIB <<var_UCSb_mgmt_ip>>
E12Netmask-FI B <<var_UCSb_mgmt_mask>>
FEs%F%E- FI1 B <<var_UCSb_mgmt_gateway>>
HEEIPHE <<var UCSE£ ip>>
DNS{aIAR2FIP{izt <<var_nameserver_ip>>

eI i <<var_domain_name>>

1. @#EIEEFE " {ECisco UCS 6324 Fabric InterConnect B_EHy T & E 1R

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>

Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : <<var ucsb mgmt ip>>
Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - 0Ok
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2. EHFBARTHDEREHE

& ACisco UCS Manager
EZEF ACisco Unified Computing System (UCS) IRIE -~ sA5eR N8R :
1. FIBUEERIERS « A% BIEZE Cisco UCS FabricE B &E it o
7EECE Cisco UCS Managerfy5E —{EFabricEE 2 % - EAfe B EEFE /D59 E o
2. ##— TLaunch UCS Manager (EX81UCSEIETEZ) | E4ELUERENCisco UCS Manager ©
3. BRMENLZRMES -

4. HIRIETREF ~ B AadminfEAERERTE - ABRBABEESEN
S. #—TEAUE ACisco UCS Manager °

Cisco UCS Manager#if2hk7~4.0 (1b)

NN HREEE A Cisco UCS Manager#iBghr4<4.0 (1b) o BHEF4RCisco UCS Managerif&F1Cisco UCS
6324 FabricELZE#iRE « 352R] "Cisco UCS Manager&#E B 4R35RE o

% ECisco UCS Call Home

Ciscos@Z &G 1ECisco UCS Managerd &% E MMEIEHE] ° &2&E MMEIAC) AIIERZREZEFANER BE

®E TREXH] FER TSR :

1. #£Cisco UCS Manager™ ~ ##— T E@IHy TSR] o

2. FEE (285 > EAEE) > MBHTEREE o

3. BARREEE S TRRL o

4. RBECNEIRRFESFIARAL « /A% —T Save changes and OK (#FEBEWHETE) 1 LU5E Call
Home (FEIUEEH) | BIRFE

FIBIP(UIHE SRR « REAFIBEFR
HE7ECisco UCSIRIFHEIISANMIARSR A « R « BE (KVM) FEMIPIILER - AT TP 8 |
1. #£Cisco UCS Manager™  #&#—TFABIAILAN o
2. [BE T&EIJRt > TRy > NPEIJRt) o
3. 7EIP Pool ext-mgmt b¥&—TBEH# « SA%EEECreate Block of ipv4 Addresses °©
4. WA RIRAVEEIAIPAIL ~ FAFRMIIPMIILEE « UK FHERESMREEZN o
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i

3

—_

N OO o~ W DN

Create Block of IPv4 Addresses ?

From [192.168.156.101 | Size 2 x
Subnet Mask © [255.255.255.0 ' Default Gateway : [192.168.756.1
Primary DNS - (MHERSKE Secondary DNS ¢ [0.0.0.0

BT TR UBIER -
- TS RE—T TOK (FEE) 1 °

Cisco UCS[E* ZENTP
FE & Cisco UCSIRIE EiNexus3ZIAZIHHINTPEIRESED - A5 FIIPEE ¢

. £Cisco UCS Managers ~ #— TRy EE) o

. BBBAIl (2EB) > Time Zone Management (FREER) o

. IEEVEF&E o

- TE TRAL &g~ 10 THE) RERPIEIREENRE o

- B—TREEE - ABE—THEE -

- B—THIENTPEARSS o

- BiA T<switch-A-ntp-ip>Z¢<Nexus A-mgmt-ip>'] ~ A% —T TOK (FEE) J °#&—TF MHEE, o
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Add NTP Server ? X

MNTP Server: | 10.71.156.4

8. #—THMENTP{EIARSS ©

9. A l<switch-b-ntp-ip>'Z<Nexus B-mgmt-ip>' » #A%&$Z—TF TOK (HE) | ° #E— T3 LK TOK (F#
RE) 1 e

Al /
| General Events
Actions Properties
Add NTP Server Time Zane ¢ ArrernLd"w.e-.ﬂ. York (Eastern »

NTP Servers

Y- Advanced Fiker 4 Export & Print

MREEAARRIRR

RERRFEAIARG{ECisco UCS BRIIEFERIFTIE(EEE ~ DURHEMZRABEESAURTIEEE « LUE—F 1R Cisco
UCS CRIIEIRAES] - EEIEAMHBIRRIRR ~ A TIITER .

1. #£Cisco UCS Manager™ « ##—TF A8 TEquipment (588) 1 -~ ABREFE D EEHER Equipment
(%) 1 o

2. EEERP ~ ERRRIRSIRE
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Enter the range of VLAN IDs.(e.q. "2009-2019°, “29,35,40-457, "23°, "23,34-45")

ULANIDS:E 70 |
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51, %%EY lEnable (EXFH) CDPAERRIZHIEREAIL - FABIEEY Save changes (#77Z#%) 1 # TOK (FBE
J [e]

52. 7£ TVLANJ T ~ #HY liSCSI-B-VLAN] * TINFS VLAN] #1 TE4EVLAN] - jENative VLANE AR
4 VLAN o BUHEEEVFEERVLAN o

LAN | Applisnces | Fabric B | Interfaces | Appliance Interface 143

3
1
B
]

AFFAZOD_Clus_o et

=L AR {126

SIVLAN MFSVLAN 1021
ative WLAN - WA Matwe-Vial () 7|

53. ##—TF TSave changes and OK (& B HEE
54. 7£ TFabric B) T3EEX lAppliancesTTE1/4]

35. 7 lUser Label ((FFEIZE) 1 WA ~ S@AISDEFIEHIZIEIZIEAE B8N T<storage _controller
_02_name>:e0f (fEFIEHIZ4TE>e0f) | ° ¥ —T lSave changes and OK ({EFEE LT

6. %éﬂy TEnable (EXFA) CDPABRRIZHIERAIL ~ RA1BIEEY Save changes ((BFEEE) 1 # TOK (HE
J o

57. 7 TVLAN] T ~ 3%EEY liSCSI-B-VLANJ -~ TNFSVLAN] 1 TE4VLAN] © #Native VLANR AR
4VLAN o BUHZEENFEERVLAN o

58. #%—TF lSave changes and OK (f#fFEE W HEE

7£Cisco UCSZ gt E E BUAELR
FE7ECisco UCSHERRAREERERIEFRIRERE 5Bl NP R !

—_

. £Cisco UCS ManagerfVEEBEIEH ~ #F—TLANZKS|1EH o
2. 3#H TLANJ > TLAN Cloud) > QoS System Class] ©

3. EEEEP ~ #—T TGeneral (—%) 1 T5I1EH

4. 72 T&H) FIWMTUR T A IRF ~ #A9216 ©

52



LAN ¢ LAN Clvud | QoS System Class

Al -
Lan Gonoedl | P ESM
= LAk Coonad
r——_ AE T r'u-:: i:--;
Fort Ch Crarer: Local
Priarity Enablod CoS Packat Woight Walght RATL Multicast
Drop (=} Dptimized
Platinum u 10 v N e a1
Gold LY
Sibver 3 LIS
W I
1 il ronae 1 il |
VLAM Groups
g Best Ay 50
WLAN Effory
Fibra ‘ = = 50 WA
2 lance Channel d A
Fabric

5. — TR o
6. #—T M) o

£Zo]Cisco UCSH4FE
EEMSIFTB Cisco UCSHFE ~ 5552l TFIFER ¢

1. #£Cisco UCS Manager/ + EEGRERS IR H « AEREAGAINKRERSIEE -
2. BEA TeRfE) > THgsE) o

3. 7£ TActions for Chassis 1 (#%5189E01E) 1 & ~ %EEX Acknowledge

4. #7—T TOK (FERE) 1 ~ ABIE—T TOK (FE) 1 LUSThFESAE

5. #%—F IClose (BARA) 1 LAREEA TProperties (RZA)

# ACisco UCS 4.0 (1b) 3JBZm(%

EE#%Cisco UCS Manager#i#2#1Cisco UCS FabricE EEREEH LK ZE4.0hk (1b) ~ 352R "Cisco UCS
Manager& 8 A 4RIER" ©

B FHEIREEN

FEEERRATEAMEES HEHENARSFERENRENEN - BERAEESENEF « BIOS
WR¥ZERIES ~ FCTE T ~ EHERPENEF (HBA) EBEROMMFEFIZFIBATEEN -

HE7ECisco UCSIRIFH T E MRS AR ERR « /Tl NP

1. #£Cisco UCS Manager™ ~ ##— T/ MServers (falfR2S) 1 °
2. 3=ER /AL > THRy o

3. EREHIREEN -

4. 3EEY 8RRy o

5. 1 TENfE) B ~ B MECKEMFhRES o
6. ZmfE ]8I 8E5E AN kR 44.0(1b) ©

~EH

53


https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html

Modify Package Versions >

Blade Package : |4.0(1b}B v
Rack Package : | <not set= L
Service Pack | v |

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CciMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

MVME Mswitch Firmware
PSU

SAS Ewnondor
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Create a Block of MAC Addresses

First MAC Address : | 00:25:85:32:0A:00 Size :

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B500xx:xx
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Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16
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SAMN Connectivity ;
Simple Expet [ 1 MoubliCa (e Uke Conmectivity Palicy
Zaning LAN Connactivity Policy | Sitat &CSiBact ¥ Create LAN Connectiity Pabcy
Initinter Names
wNICHvHBA Placement .
Trtisaton Mims Aezagurnent; 1030 Pl (GyEd) v
vhiedia Polioy Initiatir Mame =
Coroati KON el Poo |
Server Boot Order Pl 1030wl e sassigniesed lesen s ssesfescded pannl
Thi evailabdetatz! N ane displayed aftar the pool nanse,
Maintenance Policy
Server Assignmant

Operational Policies

< Prev Next = m Canoel

B ESANELRAES]
EERTESANELR ~ FHTeM TR :

1. #WHOVHBA ~ FEHEEEUAIRESANELRR ~ 2 [E) o EIH o
2. #7#—TF ITF—#

Y
/

B |

BRED

]

+
1

QB TNext (F—2) 1 BIFJ o

FEVNIC | HBAKE B

K

+

EEREVNIC / HBARE N E ~ 5H7ehl FFIPER :

1. #¢ TSelect Placement (EEZERE) 1 THIUEED - B#RERRBFE% Let System Perform Placement
ERAFEITHE) 1 ©

2. f—F F—)
R EvMedialR ]l
HEREVvMedialR I ~ 5E5ER TP ©

1. 55/ ElvMedial& 8l o
2. #%—TF I"F—%
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R E FIARARFAIIER
AEREFIRSFFEEIERT -« By TP

1. $EHY TBoot-Fabric - Al {EZ&BII%ERA] o

Create Service Profile Template

Cpticnally specify the boot policy for this sorvice: profile lemplaac

ldentify Service Profile
Template
Scloct a boot podoy.
Storage Provisioning Boot Poficy) ilaet -Falnic-& » | A P
" Mlamc : Site-01-Fabrie-A

Matworking

Diescription :

Reckoot on Boot Order Chancs @ Ne

S CeRmimtaiy Frolimre whICHBAES] N - Yex

Hewal My e Legaoy
Zoning WARNINGS:
The fvjie (pamangtascondiy | doss oot mewsata e bl cedar
The vio erder of boot devices within the diow

wMIGWHEA Placemant | Enforce vNIG/wHBARSCSI Name i cebecled oo In-e
itz mot sclected, the WK WHBAS Bec sclected if shey

uedia Poliey Baak Orclar
35 = Advarcea Fik Euport & P Eed
I T P B S I - L \ | tf i
Maintenance Polioy
w &
- Trimeny
Server Assignment
& 2 S |
Operational Paolicies

= Prav Mext = m Cancal

2. 7£BoorsTEH « #EHY lite-01 - iscsi-al °
3. #—TF TRTEISCSIFIR8 o

4. 7£ TSetiSCSI Boot Parameters| (REISCSIFISE) HEEHRF « & TEREREE] EBERES Not
Set] (RF|E) ~MRIFEEBUIRIBESTIRIZIERHE R EIEEE o

5. REE TRABN2RLFBIEIK) HEEHIR - FERTEAFER AT RPERNE —RFEREEENRRTE

6. 1% TiSCSI_IP_Pool_A| :%AEEN23IPAIILERA o

7. 3EEVISCSI Static Target Interface (iISCSIFFRERIZSHE) EIE o

8. #%—T T

9. BAISCSIBIZ4TE - EERSInfra-SVMIISCSIBIZ4E « AEAREREEE T « A%BB1T liscsI

show] #5% °

10. 7£ TIPVAfirdib) #MIsREA Tiscsit_lif 02A1 BIIPAIHE ©
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Create iSCSI Static Target ¥ X
LS Target Mame ian. 1992-08 com. natapp::
Priciity 1
Port : | 3260
Aulhentication Profile : | <not set= ¥ Creats S5 Authentication Profile
1P Address 192,108, 10062
LLIN 1D o
D -~
M. #B—T THEE) UGISCSIFRERE o
12. #—F THmE)
13. WAISCSIER®EE
4. 78 TIPvafitit) MGIFEAIPGILE TiSCSI_Lif_Ota) °
Create iSCSI Static Target T X
ISCSI Target Mame ign_1992-08.com natapp::
Prioeity 2
Paori 1 3260
Aughentication Profie cnot sei> ¥ Creste SCS1 Authenticon Profils
[Pyl Adkdiness THZ 6B 06T
LUN 1D 0
o -

15 #%—T THEE) LUMGISCSIFFEAR -
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16.
17.
18.

19.
20.
21.
22,
23.

Set 15051 Bootl Parameters

Hame - ISCH-A-vHIG

Mamhiticason Prolle AL B Vet (S5 Rantwr

Inflaios Rame

S e ASEGNET  nof gl W

WARNING: The dsslocted pool doss o cortan vy avasiabile srites
Wit can Sboct £, Bud b = recommendhed thal you sdd ertiies B it

Indjatos Adcinis

et B Adbcdeess Polcy. (00 @ ol AIT2ZNE »
Had Aairdina 0.0.0.0
vt bk 55255 7550
Dt Datewny - 0.0.0,0

Pramary ONS OO
Secordaiy DNS | 00000

The I acdress will e aubamabosily ansgned fiom e selectod pool

B 0SSk Targin! Intatates SES Ao Taipol intei fate

g 1092-08.2

by, V0GR -l 2 r J ol

D -

(D & BIRIPIRA FHTFEIRE02 IPZ3 B « #TFEIRL01 2P - ERRE

WRERULEFFHIER ~ BIEH S EREHRL01

RYRRTS AR A ©

7£ TBoot Order (BHt%/IER) 1 = ~ #EEX liSCSI-B-vNIC (iSCSI-B vNIC)

#—T TREiSCSIFE2H -

7£ TSetiSCSI Boot Parameters] (FREISCSIFIES8) HEHIRA « & TEREREE

Setl (RFE) ~BFIFLEBURUBSTIRRNRERE

TEIEIA o

s R LUNITSEIRE01 L o

TEREZ Not

RE TRESRLEERK HEAR FEREAERLNT BRI ERNE—RBREEREHEATE o

1% TiISCSI_IP_Pool_Bl #ARIENSFIPALILERE o
ZEENSCSIFFRE BE TEEE °

B—T g,

#AISCSIB1Z4HE - HEEESInfra-SVMBYISCSIBE1E47E

show] #3% °

mEAEERESENE  ABWT

rscsl
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24. 77 Tipv4qusit) #@AIEA Tiscsit_lif_02B1 BYIP{IL o

Create iSCSI Static Target

ISCS! Tangot Narms on. 1992 -08.com. netapp
1
31260
o L
Auddress
L 0

n Cancel
25. B—T THERE) LUAFTIBISCSIFFREER -
26. 12— T#mE]
27. BAISCSIBELTE -
28. £ NiPvAfust) HGIPEA liscsit_lif 01b1 BIIPALE o
Create iSCSI Static Target ?
1SS! Taget Mams g, 1992 -08. com. netapp::
F 2
P 3260
1Py il
LU I ]
n Cancel
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29. 7—F THETE) LAMTIGISCSIFFREELR

. = §
Set iSCSI Boot Parameters I
Caunw 308 Soffis Poal
WARMNG: T sehecior gool cows rd] Corien sy avaslstils sries
Wima AN BEECT L Dut # o Focormimerded Thal vou o anstes 5 i
Indtlator Addraie
mimior B doidess Poboy (SCS P Pool B1201E) w
1Pl Aaddreice .00
Subran Bk 255.255.755.0
Dzt Gty 0000
Prurgey DNS 0.0
Secondary DNS 00000
Conuitw P =ood
s ingiae Agddress
T BB el will B aty 4 o they selected pool,
w) 505 Sunc Tagel Inbitaco S5 Aty Taige! iberiegn
Ndirrres P sisi vt Pont Aushentcation P, (BCR OV Addriss LU i
g 192 -08. ! 1360 19 A 0T
gnies-Me 3 AW THR. V6E 20.60 1}
% Duleta @ infa
Menimum o instance of ISCS! Siatic Target interiace aed o are all
o

LERTEMERA B TR
1. AR RBEEATARE o
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Cmate Senvico Profile Tomplale B X
L S E s S pa————
by o
=1 hisrrmearca P

BT | T DO, 1wty e g e T R LVLEE R TN LAS T s T Ay 1 e e et

Mo Sy il

= s
- et i
Ay Ak

2. #—F IF—b)
R EFAIRZR SR
EBRT ARSI « BER TS

1. EERMER B E SR &Rt o
2. ZEEY TRAM) FARREELEMARSEMMSEZEERNEIRIRE o
S. REEEEIN TFREEE  ABREIFERRA
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Create Senice Profile Template

Catarssity apacdy i Sasbved Dol o thin gennce profds Tempkites

Identify Servico Profile
Template
Vinr N 3e8act & Bervr DOo! you Wit S aEsocials with thes sorvisg prodfs template,
Storage Provisloning Pool dssghinent| infra-Poal » .
iy Smlel] the powess SLele 50 e 8 ..mll--ﬂ ‘e s pradle o e-bb-u:u{ud

ek the BoTver
7 U (o Dowm |
SAaN Connectivity

Zoving The seraca rofis Wreplie sl be aisccuriod wilth oee of e sehers in 1 selactad pool
I degred, you con specdy in addfiamal senver pool pokcy qualifcason thal the seleciod server musl mest. To do &0, select B qualihcabon ficm
B I
vRICHHBA Placement = -
Serv Pood Qualfeation <fig B w
& M " =
wMedia Policy FbAI et
=i Firmwane Managamens (2105, Disk Controller, Adapter)
Server Boot Ordoer
11 v ket 0 Pl fermuare pobey for this soevicn profie 10 profibn will update the fmwane on th sersed 1R i 5 sssocated wih
Crhervnsy thie sysbam uses the firmaan: avmady nstaled on e sssooied sener
Mairtenances Podicy
ot Frmware Package defaull ¥
ol Hopl Frmasgers Packogs
Cporatigoal Policios

4. #%—TF =%,
REMEERA
AEREFER ~ B TP

1. #BIOSRB) THINVEEH ~ EEVVME ©
2. RAEREHIRAAL « A%KE TEREGIRA)) FhEEHER MEERLER, o

Create Sernce Probile Termplate Yo

ATy e T B T i N B il it e

= [CT] Cordgon s
e . . e

SO P | el

4 Bttt B bhirage=ws Doabguraton
&1 Nuraprery B A
| M) Corfgurates | Thveesoso|

= e Lirteny By Sis s

P T LSy S g g B R E S D— R
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3. B—TF el UBRIRFREEES
4. 7EHESIAEHRE—T TOK (FEE) J °

17 B A vMedialY AR5 E 1§85 4
EEEIAvMedialIIRFEREIEF A « F57EM FHIFER

1. B4R ZEUCS Manager ~ A% —TARIB TServers (fElAR23) 1 °

2. EE TIRFSRERE D) > RS > TARFFHAVMER-EH-EHEZ2E- iSCSI - Al
3. LUB B A#EE—TFVM-Host-Infra-iSCSI-A ~ A1%#EHY Create a Clone (BIf#H) | o
4. BiEAmaE TVME-ERZHE- iISCSI -Eigas) -

5. BEEUHTERIIAIVM-Host-Infra-iSCSI-A-VM ~ SRR EENABAIFIvMedia PolicyZR5 124 ©

6. #—TF TMEMvMediaRAs o

7. FEEVESXi 6 © 7TU1-HTTP vMedialRRI ~ 2A%&#—T TOK (HE) 1 ©

8. #%—T THEEL LRSS o

B AR ERE
LARERBREELRZIRBREE Bl TP

1. B4R ZE Cisco UCS Manager ~ A% —TIEY TServers (ElfREZ) 1
2. [BF3 TServers (fABR22) 1 > lService Profile Template (BRFSREEEA) 1 > Mroot (1R) J > T

3. 1£ TActions (EhfE) 1 & « ##—T [lCreate Service Profile from Template (fEEAZEIIARTERERE) 1
ZNEEI

a. BA Tite-01-Infra-01 {FATRAIER o
b. A 2] FAZERINNITERHEE -
C. EERNroot{EA AR o

d. #%—T Xl DUBIRFERERE o

- Properties 0 x

Create Service Profiles From Template W

MHama Brafoc _Sl‘il‘:ﬂ‘l'l'!ﬁ‘ﬂ'ﬂ
L

memper 2|3

o [mat ]
Org Instance:  arg-root

[oe || cuse |
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4. FRESZAEFIR—T TOK (FE) 1
5. ERBERERIRISRER lite-01-Infra-011 F1 Tite-01-Infra-021 ©

() mEzEreaBREROARSER RFRSE T -

(#TFAERR S 280 © FTELUNM R B3 844

Z 2T ONTAP

I RIENER B4R

LB RRENESEEME (igroup) ~ AT THILER ©

1. REEEIEEHUSSHERHIT NG !
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-01-ign>
igroup create -vserver Infra-SVM —-igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-02-ign>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi
—ostype vmware —-initiator <vm-host-infra-0l-ign>, <vm-host-infra-02-ign>

() smmE1REmRFIEREIONE -
2. BERRAIEIIA=1Eigroup * E#T ligroup show] &< °
T FELUNE FEEigroup
EERRELUNEEZEigroup ~ AT TP ER :
1. ERFEREEESSHERT - T T2 !
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A

—igroup VM-Host-Infra-01 -lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 —-lun-id O

VMware vSphere 6.7U1ZE12F

AERRHTEFlexPod VMware ESXi 6.7U1#HREHR 225 VMware ESXIRVHAATER - 2 7ThE ~ RS ECE D
EFERYESXi K o

EVMwarelRIERZEESXIF 48 /5% - ELERRFEENNAFEHECisco UCS ManagerRZRIKVMEZESFE
BHEASINAE ~ IRImRIEEEHIRHEEEREARES « WIEAEEHBIMLUN o
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THERAESXi 6.7U18Cisco BT &
WNR AR T EVMware ESXiEFTM% ~ :55eh NI T EBELISER T E -

1. #—TF 54  https://my.vmware.com/group/vmware/details?downloadGroup=0EM-ESXI67U1-
CISCO&productld=742[VMware vSphere Hypervisor (ESXi) 6.7U1.

2. REBNZEAEIDMZEES "vmware.com” T EILEREE o
3. FH.ISOEE o

Cisco UCS Manager

Cisco UCS IP KVMAEAMEE S B BENIRIEHIBREIERERR - WAF ACisco UCSIRIEA SEHITIP
KVM o

HEZ ACisco UCSIRIE  sATER THISER -

—_

FIRIARE 2 B33  JR%8 % A Cisco UCSEEMHAYIPALL o b BR & EIEICisco UCS ManagerfE T o
¥—TFHTMLF#YLaunch UCS Manager (EX8)UCSEIEFETN) &4E ~ BEIHTML 5 UCS Manager GUI ©
MBRRAFIRTEIERZLE2NRE  FRBEEEZ -

HIRGETE ~ A Tadminy 1ERFERAERRE - ABRBABIERN o

£ B % ACisco UCS Manager * s518— T & A ©

EEIIRERF  H—T ALK MServers (fAARES) 1 °

Y Servers (fAlAR23) 1 > lService Profiles (ARFE&EME) 1 > Troot (1R) 1 > TVMEHE-Infra-01]
£ TVMEH-Infra-01) EZ—TBEGHE « ABER KWMEEZEE) o

REBIR AR E JavaBlKVMERES o

AL Servers (fAlBR23) 1 > lService Profiles (ARFSEEELE) 1 > Troot (1R) 1 > TVMEHE-Infra-02]
- & VMEH-Infra-021 EH—TBEEHE - MWIERKVMEES °

12. {ERIR R ENJavaBlKVMEES ©

© ®©® N o g k~ W D

_ =
= O

B EVMware ESXiZest
ESXiZE & VM E#-Infra-01F1VM E1%-Infra-02
EEAARBUTFIEER R LIS  SFESHEESXiEH EEM TS8R ¢

1. EKVMARE S ~ 32— T TVirtual Media (EHHERS) 1 o

B—T TEREhEREEE) -

MERFIRTEIZZRINBHIKVMIIEMSER ~ AREEES o

#—T [Virtual Media (FE#EERS) 1 ~ #ATREEEY 'Map CD/DVD (¥1FECD/DVD
BIBEESXIZEIZNISOIREGIE « 2A%B1Z—T Open (BRR) 1

Bm—T THEESE) o

F—TKVMZES 1R A BRI AR 23 Bt o

N o gk~ w0 D
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https://www.vmware.com/

E7S

SLESXi

ESXigE & VMEH-Infra-01FIVMEHE-Infra-02

3

—_

© © N o g k~ W D

10.
1.

ERVMware ESXIZEEE F#RIISCSITTBEIHLUN ~ FAESE T LM TP

. 3EHY MBoot Server (FEt#EIARSS) 1 A¥E—T TOK (FEE) 1 ~ ABER—T THEl °

EHFAET « RS ERESXIZRERERFR - WARHFEIIRERPENESXiZ R ©
ZEBEABMATTRE « BHEEnterlBBLEE o

RBIEZRIRERAERESY (EULA) o BF11IESIAELS -

EEVTRIER E A ESXIZEEHEFRAILUN ~ AR IREnterlBZEE o

EEUEERBRECE « AR KEnter

B AL FEERrootZ b ~ ABIXEnter ©

ZHREXNGBLLES  ISHFBEMREERDE  MF MBS -

LM% « BEEVirtual Media (EHEHERR) R3IRE - ABFRESXILEHEREHPIRGL c H—T=2 °

(D) ESximguATUESE « LFERFARSENIEAESX « Tk o
SRR « HEnter ERTEBAARSS -

#£Cisco UCS Manager ~ % BRIBARFE R EHERAEE IEvMedialRFS R EIEE A « LUB R FEBHTTPH
FHESXiZEEISO ©

REESXiE R EIZFER
EETHE - ARSIV Mware TIEFTIE EIRMEX - HEEIEVMware TRV EIREER  SFESEESXiEH E
FeR FHIPER

ESXiFE#VM-Host-Infra-01F1VM-Host-Infra-02

e

1
2
3
4
5
6
7
8
9

10

TR T SEESXI TGRS « R TS |

- [FIARSSTTRRE MBI TE « IEF2B5T R4 ©

- M Troot) BAEA ~ BAHREREE « ABIZEnterE A o

- EEENGREEHFARIETE « JMEIREnter o

- 32 TEnable ESXi Shell (RXFFESXi Shell) 1 ~ ZA&1ZEnter o

. #2HY TEnable SSH (BIFSSH) 1 ~ #A1&¥ZEnter o

- REscIR H R EEBFARETRINAER ©

. 3EHY lConfigure Management Network (3%7E BEIEAEER) | 3EIE ~ A% IKEnter o
. $EHY Network Adapters (48E&F) 1 - 7A%E¥%Enter o

- FEEE THERSARER) MM FE TRERME) WuPEFER o

. ¥Enter o
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11

12.
13.
14.

15.
16.
17.
18.
19.

20.
21.
22.
23.
24,
25.
26.
27.

28

90

Netuork Adapters

Select the adapters for this host’s default management netuork

connection. Use tuwo or more adapters for fault-tolerance and
load-balancing.

Device Name Harduare Label (MAC Address) Status
[X1 vmnicO Site-01-vNIC-A (...00:0a:2e) Connected (...)
[X] vmnicl Site-01-uNIC-B (.. .00:0b:2e) )
[ 1 vnnic2 Site-01-ISC... (...00:0a:3e) Connected (...)
[ 1 vonic3 Site-01-ISC... (...00:0b:3e) Connected (...)
{D> View Details <Space> Toggle Selected {Enter> 0K <Esc> Cancel

. 3EEY TVLAN CGER) | I8 ~ SAf&iZEnter o
A T<IB-mgmt-vlan-id>'] -~ #A%&IZEnter o
ZEAN TIPv4#HRE) ~ JATBFZEnter ©

fEFZE % #IEY ISet Static IPv4 Address and Network Configuration] (32 EAFAEIPVEfiIiEFN4EER4HAL)
HEIF o

EARREES —PESXiEEBIPALL o
A S —SESXiEMH FAEMES o

B A B —EESXiEHEAITERRRE -
FRENterf& S IPAHREAVELTE o

SEEY TDNSHEAS) 3EIH ~ JABIZEnter o

() eI FHERE « FithA AT 58 ADNSH -

i A = EDNSEIBAR2ZHVIPALAL ©

R | BAREDNSEAREZAYIPALILE o

A FE—EESXiEHAIFQDN o

FEnterf& DNSAAREHIE T o

REsciRH REBIEMIK] ThAER ©

B DR SIRER) UREREIRERR T R « A% ZEnter o

Enter TR  RISSEREBBZENtersE « MR BEKE AR o
BER Configure Management Network (F27E BIRAERER) | ~ SAB&Enter o
- EEEY TIPVv6#ERE ) #EIH -~ SATBIZEnter o



29. fERZTEASEER (ERIPve (BEEME)) 1 - SA%BKEnter o
30. $#%EsciRH Configure Management Network FIHAESR o

31. RYFEREE - RETHMEBEIESXiEMH o

B VMware ESXiE#VMkerneliEiZBvmk0o MACHiiE (&)

ESXiZ#VM-Host-Infra-01F1VM-Host-Infra-02

RIETERR ~ BEIEVMkernelEiZRBvmkOBIMACILEA N E BIEVMKerne BEIRIE Y 2 KB R EIZIEMACAIIEAE

[E o MNRESXiFHEAIBIELUNEFHEE BB ARIMACHIUEAI R EEARSS - BIBRIEESXiRFAHREER « THE
BEAEMACHIILEZE ~ EAVMKOE 1R ZI5IKAIMACHLIL © BERKVMKOBIMACHIiEE R AVMwarets kEIBE
HMACHIE ~ sASER FIIEER ©

1. FESXiEINFERZEE T ~ FCtrl-Alt-F17ZEVMware T & 6% 5 o TFUCSM KVMHR ~ Ctrl-Alt-F1& IR
IFFREESEBEF

2. PlrootHDEA o

3. B Tesxcfg-vmknic—l1 LAESVMKONEBIEEANFE o vimk0FEAS B IR EIFIREHEAN — 9 © 350
BEvmkOBIIPIIEFAEERIE S o

4. BEFFRVMKO ~ FFEA TGS

esxcfg-vmknic -d “Management Network”

S. BEMUBEHMACHIULERITIEVMKO « FBEA TSRS !

esxcfg-vmknic -a -i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

6. FEFE T LBEEMACHIIERTIE vmKO

esxcfg-vmknic -1

7. A Texity UEHBLHNE °

8. ECtrl-Alt-F23REIESXiT A INAERNE °

fEFVMware 1% A iHE AVMware ESXiZE1#%

ESXiZE#VM-Host-Infra-01

BEFAVMware T# A P isE AVM-Host-Infra-01 ESXiE# ~ :A5em oI5

1. EEETFiL FRARVEEBIEER « ABBEE TVM-Host-Infra-011 BIBIP{izik o
2. #%—TF TREBAVMwareEi&HEF R ©

3. A Troot) 1E#&ERERE -

4. #i ArootZHE o
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O —TEALUER -
6. EHEIER « EENMNIERZBEIREPEA 'VMER-Infra-02) °

ZEEF AR CiscoEAEFT (VIC) BIVMwarefEENTET

THTFIVMware VICEREZTNRIBERE M ~ MG HAEREEEE T (RS

NenicEEENF2 L hk41.0.25.0

ESXifE & VM1 -Infra-01F1VM E#4%-Infra-02

EETESXiF#VM-Host-InfrA-01F1VM-Host-InfrA-02_+ Z28EVMware VICEREIFZR, ~ 3552 F5 58 -

1.

© © N o o

10.
1.

12.

WE 1 P ISR A R TR e o

2. LUBBEARE—T ldatastore1) ~ ZABIEEY MBIEE
3.
4

FENERERESRR Z—TLE-

- BIBEETEHVICEIHEXMHEIFENE AR EERVMW-ESX-6.7.0-nenic -1.0.25.0-offline _bundle-

11271332.zip °

TERFREZERP - Z— T EEF -

#H—T TRR RERLEEEER -

HEEZE LEEWEESXIEH -
MRSEEHEEREAMLEZRS « FRHENEEER o
e SheliE 4R (R E R intkEBsshiBZ ESEESXiE o
MrootZHEE A ©

ASEEH ERTIIEGS !

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

SRR « BASEIH ENERAR K « AREREER o

R TEVMkerne BEIZIBF ER 25

ESXiF 14\ M-Host-Infra-01F1VM-Host-Infra-02

EETEESXiE EREVMkerneZEEIRM EE RIS HAER « FATTA TP ER ¢

1. fEE MR P IS AR TNetworking (48E8) 1 o
2. ERRERF  ERNERHREIRGEH o

3. 3ERRVSwitchO ©

4. EEY T4REERTEL o
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10.
1.
12.
13,
14,
15.
16.
17.
18.
19.
20.

21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.

© © N o O

RFMTUEEEE 259000 ©

FRBEINICE$4H o

£ TREREIER) BERSP  ERvmnicl ~ RBIR—T MELAFERT) o
Easgvmnic1 IRTEAIRRE R E A TActive (1EAH) 1 -

H—T#F o

EEVA MBI TNetworking (A88R) 1 o

TERREEP  EIUER AR RS RE -
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