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* BRARRRAVIR AR EA £ o

* PR ERRIRARE _ EERETEIRAR T ALE ©

* RS RIANREESEER

* BURERRR R BRAREREENZR - #F - o - REF -

* RECTHEEEENERMEESERERE (gnomAD) -

* UEREAERIREBEE « SERAK - Ei5HE o

* BEBEFIEERERZAREFRARRNIA

* BUBSEXSEBHIBTRTHES - UHEEEYBEhERFEREERNME -

IRIEGATEMERARFANER « ERAHIFERATERETN—BEAHTE ; SIELFNAETENGR - R
15 ~ AIEEHIT - MAEREESNEE ZREEH— c U T SEZHEREZEMN—4ESE « NTEFAEN - 5
S0 4@k o
4R EFlexPod
BEREBZ T EaH RS EiEFlexPod —ETEIIINAE « A SHGRE—ETENEREETS - L FEAEES
AIHE ~ AI\IIET ~ FIUNARER ~ fEFRETESEE IR IIIET ° FlexPodFK A T 5! Ciscoisa s sTarafil
ADEEH « KB EFlexPod EEIEIE © "VMware vSphere 7.08iNetApp VMware vCenter 9.7HE #lh
L\ FlexPod ONTAP" o s52RiFlexPod THH (FAREFERTEHE :
HEHTTFlexPod B ABRIERE ~ AT NP ER :
1. T/ THIPAREGEVLAN ~ LUEITAIEPRI R E 825855 o FlexPod
IP Reservations

VLAN [P Range Subnet Mask Purpose

3281 172.21.25 (24 255.256.2556.0 IB-BGMT

3282 172.21.26 /24  255.255.255.0 @ vMotion

3283 172.21.27 |24 255.255.255.0 Vi

3284 172.21.28 [24 255.255.255.0 MNFS

3285 172.21.29/24  255.255.255.0 @ iSCSI-A

3286 172.21.30 /24 = 256.266.255.0  iSCSI-B

2. 7ZONTAP SVM_LE&EiSCSIEYEAHELUN o
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= | ONTAP System Manager

DASHBOARD

STORAGE
Owverview

Applications

Volumes

LUNs

Shares

Otrees

Quotas
Storage VMs

Tiers

3. BELUN¥IFERISCSIRREN2SB¥4H

Name Storage VM
Ll X Qo{_Lun L oo
STATUS
@ online
B0A4X=RErARP

N FORMAT

VMware

/vol/ESXi_Boot_Vol/ESXi_Boot_Lun_1

Name = Storage VM

STATUS VOLUME

@ Online

4. Z#tySphere 7.018ECISCSIBHIL o

3. MvCenterEERESXiE o
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St S Aot Lun_1
S ESX 30 Lun

el ESXi_Boot_Lun

e ESXi_Boot_Lun_4
L oXi_Boot_Lun_5
L ECH oot Lum 6
Volume Size
ESX|_B 0GB

~Ge csESXi_1 (1)

ign.1992-08.com.Ciscoiucs- ...

Volume Size
ESHI Vol 2068
ESXi_Boot_ 2068

- GenomicsESXi_2 (1)

iqn.1992-08.com.CisCoucs-...

Storage VM

Healtheare SWM
Haaltheara SWM
Healthcare e
Healfncar [
Haalthca SV
Healthcara_SyVM
1oPs Latency (m Throughput (MD/s
0,18 .0
SHAPSHOT COPIES (LOCAL) SHAPMIRROR (LOCAL OR
REMOTE)
@ Protected STATUS
@ Unprotected
10PS Latency (ms Tllmushput MB/<)
1 025 0.0
4 0.18 0.02

SNAPSHOT COPIES (LOCAL) SHAPMIRROR (LOCAL OR

REMOTE)

¥ Unprotected



v [ vCSA healthylife 1p

R oo

r 7 —
B 1722125102
e -
cp e

. RHELOY
p FHELD

6. BNFSERIFM&E linfra_datastore nfs) BLEZFIONTAP B{EA(EIFZE o

= [ ONTAP System Manager

Volumes

DASHDOARD

STORAGE

Crwwewar ey

Applications

Wl Mt

Shoaage ks

Tiers

HETWORE

EVINTS & JODS

FROTCCTION

HOSTS

CLUSTER

7. BENEREHRIEEvCenter ©

- Kame

Search actions, objects, and pages

Creenview

ﬂ: Online

Healthcare_NF5_Vol

28,3 GB Available 221
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0 2 8 9 | infra_datastore_nfs
w [ vCSA healthylife fp Summary Monitor Configure

8. {FAvCenterfENFSERMFHEFTIEEESXiFE o

vSphere Client

9. fEAvCenteri#17Red Hat Enterprise Linux (RHEL) 8.3 VMZREITHIRE o

10. NFSERIFHREGRBEMAAVM ~ SWHNEH [/mnt/genomics) ~ AREFRERNITIE « 15 « TEAHEYH
f& (BAM) 185 ~ 2EEE » RIIEHR « FHIERMBIMLES « UHETE0TN -

HERARR E BABTT
7fRedHat Enterprise 8.3 Linux VM_ 228 51 40 504% 44

* Java 83{SDK 1.8TX E#ThRA
* RIEEIZARZURT T EAERA4.2.0.0 "GitHub#EiL" « BEEFFIERIEEU—RIIURS I RE D FRRIAsCiFE I
T o T8 ~ EFFNZERAS o ALt « IAREEESBAM (* o bam) 1E% - BAMIER G LIRS - R
SR ZEMRIRFEFIEFEL « FfT "B T2 —HARIRMEHNBAMIZER « AIEHITHERE "AHHEE
"o HFIthTE T RSIER (*oBai) ~ FHIER () o dict)f1I2EERMER (* o fasta) o
THE - ARATREHEE —(EJartEZM— RIS -
* Tgatk-package-4.2.0.0-local.jar] #1174

* "gatk"fE S HEEEE o
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FFITE TBAMIES « MKRR « BFF* - bamiEZFTEM 2 RYIFIHERS| « FHEMSERARBES -

Cromwell5|Z&

Cromwell 2BIRURSARES (% « BARBT MRS « ARRTEARERE © SRS ETERES %5
BT "ot~ ARSI B — T EATRTINEE o (AT U FIAEEHICromwell3 | B80T " Cromwell3 | S£43S
i o

s *ARREZIE o *EYFE "ABY" TECromwell5 | BHREIT TIERIE ©

. éﬁlﬁ’fﬁiﬁ BITRAEESECromwel PHITE—TIERRE « "2Z 51" UBRHITEREAN TR AEE

FAIfEA Cromwell5 | AFEERITTIERIZAELR © Cromwell5 | BERABERNES "TIERIZREES"

(WDL) BM5SHEEES o Cromwel I SZBE B TERIZIESIBIZE « MABAIT(ERIZEEES (CML) o 7K
rEREP ~ FFIFEAWDL - WOLRVHERERAB ST ERAITEAFRZE « (FRAWDLITIERZrI UERZER
BRIRE(E ~ B1E -

* RGBS EREE  TIRHMNBEEURA T NEEET 42
*ZEHAML o “BEMNERMEL - AASELIERER S EH L FARETENEAGE

* * Scater-GAL*E2hH L RBANEEEARAES (A) RBRZ—  LHEEEMHERRBETHERR -5
BTEERELUDBENS VAT - SR LENBLEAERSEIREHEF

ERWDLLUEI R NI TR « A=ED 5K :

1. M Twomitool.jar) E&:E:E% ©

[root@genomicsl ~]# Java -jar womtool.Jjar validate ghplo.wdl

2. EXHAJSON.

[root@genomicsl ~]# Jjava -jar womtool.jar inputs ghplo.wdl > ghplo.json

3. {FEFCromwel 5|20 Cromwell .jar] FREITIIERIZ ©

[root@genomicsl ~]# Jjava -jar cromwell.jar run ghplo.wdl —--inputs
ghplo.json

MR IAE A ZES AT ~ ARSI HP =S % °

fEAJartgEHNITGK
HHIZRE B EAHplotype E RS I EHITRIE —LESITNELR o
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[root@genomicsl ~]# Jjava -Dsamjdk.use async_io read samtools=false \
-Dsamjdk.use _async_io write samtools=true \
-Dsamjdk.use async io write tribble=false \
-Dsamjdk.compression level=2 \

-jar /mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-1local.jar \
HaplotypeCaller \

--input /mnt/genomics/GATK/TEST\ DATA/bam/workshop 1906 2-
germline bams father.bam \

--output workshop 1906 2-germline bams father.validation.vcf \
--reference /mnt/genomics/GATK/TEST\ DATA/ref/workshop 1906 2-
germline ref ref.fasta

TERRNITHZETR « RFIERMRAEANITIariES  EAE—Javamin <RI AJariEs - ARBEESBEER

g °

1. IEB#MRTIRFIEEUA THaplotypefaller) BABEITNEEE

2. T-INPUT) 15E#ABAMIEZE o

3. “-output UEEFIFIUES, (* o vl fSESMBIILIESR o (SEEH) o
4. FA 2% 28  BAEEEESEERA

TR « TEERPHREEEFEEN ERJarfE =R ITHERB L o

£ Igatkis < BEE 1 TAERE
BILER lgatky 5L ERHNITCatK TEEN  BHMAKBE T HS

[root@genomicsl executionl# ./gatk \

--java-options "-Xmx4G" \

HaplotypeCaller \

-I /mnt/genomics/GATK/TEST\ DATA/bam/workshop 1906 2-
germline bams father.bam \

-R /mnt/genomics/GATK/TEST\ DATA/ref/workshop 1906 2-
germline ref ref.fasta \

-0 /mnt/genomics/GATK/TEST\ DATA/variants.vcf

RPSRUESRBREHS o

s IEBERTIRFIETEUA THaplotypefaller) SAREMENEEE

© T FEEBMABAMIEE ©
c o UEHEIET (o velfEEERRIMEERE o ('2ETER") o
* A R 2% AMEEFE2EERA

#1718 ~ EEE P FE EFAAER "016e203cf9beada735f224ab14d0b3af"
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fEFCromwell3 | 2 #1T743R8
FFIEACromwell5 | E R EBHFERAMIT  :BRPRBREG ST REZH -

[root@genomicsl genomics]# java —-jar cromwell-65.jar \
run /mnt/genomics/GATK/seq/ghplo.wdl \
-—inputs /mnt/genomics/GATK/seq/ghplo.json

TERE » AFIBBEE -jar 28 KARJavaii < » RREFHTERIT—EJar>ft > FIg0"Cromwell -65.jar" o &
BT —EZ2# ( Truny ) FRRCromwell3IZEUHITERHIT « HMEIFERIEERAIZ Server mode)  (fAAR

#EL) - T—EZHE M1 cwdiE '$17) BEXARATERNZH - T—ESHREEBNTZ TIERENE
ASHE -

T2 lgplo.wdll (gplo.wdll) HEZERBHIIMNS :

[root@genomicsl seqgl# cat ghplo.wdl
workflow helloHaplotypeCaller {
call haplotypeCaller
}
task haplotypeCaller {
File GATK
File RefFasta
File RefIndex
File RefDict
String sampleName
File inputBAM
File bamIndex
command {
java —-jar S${GATK} \
HaplotypeCaller \
-R ${RefFasta} \
-I ${inputBAM} \
-0 ${sampleName}.raw.indels.snps.vcf
}
output {
File rawVCF = "${sampleName}.raw.indels.snps.vcf"

}

[root@genomicsl seql#

LT BHENJsontEE « EBESH Cromwell5|ZRIE A ©
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[root@genomicsl seqgl# cat ghplo.json

{

"helloHaplotypeCaller.haplotypeCaller.GATK": "/mnt/genomics/GATK/gatk-
4.2.0.0/gatk-package-4.2.0.0-1ocal.jar",
"helloHaplotypeCaller.haplotypeCaller.RefFasta": "/mnt/genomics/GATK/TEST
DATA/ref/workshop 1906 2-germline ref ref.fasta",
"helloHaplotypeCaller.haplotypeCaller.RefIndex": "/mnt/genomics/GATK/TEST
DATA/ref/workshop 1906 2-germline ref ref.fasta.fai",
"helloHaplotypeCaller.haplotypeCaller.RefDict": "/mnt/genomics/GATK/TEST
DATA/ref/workshop 1906 2-germline ref ref.dict",
"helloHaplotypeCaller.haplotypeCaller.sampleName": "fatherbam",
"helloHaplotypeCaller.haplotypeCaller.inputBAM": "/mnt/genomics/GATK/TEST
DATA/bam/workshop 1906 2-germline bams father.bam",
"helloHaplotypeCaller.haplotypeCaller.bamIndex": "/mnt/genomics/GATK/TEST

DATA/bam/workshop 1906 2-germline bams father.bai"
}

[root@genomicsl seql#

FEEE Cromwellﬁﬁﬁuﬂl BEANEERERBIT c M11TE ~ AIE—EhEREEEE: (EHCromwell5 | Z#H 174
RARVEAL o

FUMEAITHERNTEBIRE « F2B "GKLH" °
"F—% | ERJartEFEHITGATEREI - "

fEAJartg A TR H
b | BRI EEREENT

FERJartE R BITCKERIEL TH A o

[root@genomicsl execution]# java -Dsamjdk.use async io read samtools=false
\

-Dsamjdk.use async io write samtools=true \
-Dsamjdk.use_async_io write tribble=false \
-Dsamjdk.compression level=2 \

-jar /mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-1local.jar \
HaplotypeCaller \

--input /mnt/genomics/GATK/TEST\ DATA/bam/workshop 1906 2-
germline bams father.bam \

—--output workshop 1906 2-germline bams father.validation.vcf \
--reference /mnt/genomics/GATK/TEST\ DATA/ref/workshop 1906 2-
germline ref ref.fasta \

22:52:58.430 INFO NativeLibraryLoader - Loading libgkl compression.so
from jJar:file:/mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
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local.jar!/com/intel/gkl/native/libgkl compression.so

Aug 17, 2021 10:52:58 PM

shaded.cloud nio.com.google.auth.oauth2.ComputeEngineCredentials
runningOnComputeEngine

INFO: Failed to detect whether we are running on Google Compute Engine.
22:52:58.541 INFO HaplotypeCaller -

22:52:58.542 INFO HaplotypeCaller - The Genome Analysis Toolkit (GATK)
v4d.2.0.0

22:52:58.542 INFO HaplotypeCaller - For support and documentation go to
https://software.broadinstitute.org/gatk/

22:52:58.542 INFO HaplotypeCaller - Executing as
root@genomicsl.healthylife.fp on Linux v4.18.0-305.3.1.el18 4.x86 64 amd64
22:52:58.542 INFO HaplotypeCaller - Java runtime: OpendDK 64-Bit Server
VM v1.8.0 302-b08

22:52:58.542 INFO HaplotypeCaller - Start Date/Time: August 17, 2021
10:52:58 PM EDT

22:52:58.542 INFO HaplotypeCaller -

22:52:58.542 INFO HaplotypeCaller - HTSJDK Version: 2.24.0
22:52:58.542 INFO HaplotypeCaller - Picard Version: 2.25.0
22:52:58.542 INFO HaplotypeCaller - Built for Spark Version: 2.4.5
22:52:58.542 INFO HaplotypeCaller - HTSJDK Defaults.COMPRESSION LEVEL : 2
22:52:58.543 INFO HaplotypeCaller - HTSJDK
Defaults.USE_ASYNC IO READ FOR SAMTOOLS : false

22:52:58.543 INFO HaplotypeCaller - HTSJDK
Defaults.USE_ASYNC IO WRITE FOR SAMTOOLS : true

22:52:58.543 INFO HaplotypeCaller - HTSJDK
Defaults.USE _ASYNC IO WRITE FOR TRIBBLE : false

22:52:58.543 INFO HaplotypeCaller - Deflater: IntelDeflater
22:52:58.543 INFO HaplotypeCaller - Inflater: IntelInflater
22:52:58.543 INFO HaplotypeCaller - GCS max retries/reopens: 20
22:52:58.543 INFO HaplotypeCaller - Requester pays: disabled
22:52:58.543 INFO HaplotypeCaller - Initializing engine

22:52:58.804 INFO HaplotypeCaller - Done initializing engine
22:52:58.809 INFO HaplotypeCallerEngine - Disabling physical phasing,
which is supported only for reference-model confidence output
22:52:58.820 INFO NativelLibraryLoader - Loading libgkl utils.so from
jar:file:/mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
local.jar!/com/intel/gkl/native/libgkl utils.so

22:52:58.821 INFO NativelLibraryLoader - Loading libgkl pairhmm omp.so
from jJar:file:/mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
local.jar!/com/intel/gkl/native/libgkl pairhmm omp.so

22:52:58.854 INFO IntelPairHmm - Using CPU-supported AVX-512 instructions
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22:52:58.854 INFO IntelPairHmm - Flush-to-zero (FTZ) is enabled when

running PairHMM

22:52:58.854 INFO IntelPairHmm - Available threads: 16

22:52:58.854 INFO IntelPairHmm - Requested threads: 4

22:52:58.854 INFO PairHMM - Using the OpenMP multi-threaded AVX-

accelerated native PairHMM implementation

22:52:58.872 INFO ProgressMeter - Starting traversal

22:52:58.873 INFO ProgressMeter - Current Locus Elapsed Minutes

Regions Processed Regions/Minute

22:53:00.733 WARN InbreedingCoeff - InbreedingCoeff will not be

calculated at position 20:9999900 and possibly subsequent; at least 10

samples must have called genotypes

22:53:08.873 INFO ProgressMeter - 20:17538652 0.2

58900 353400.0

22:53:17.681 INFO HaplotypeCaller - 405 read(s) filtered by:

MappingQualityReadFilter

0 read(s) filtered by: MappingQualityAvailableReadFilter

0 read(s) filtered by: MappedReadFilter

0 read(s) filtered by: NotSecondaryAlignmentReadFilter

6628 read(s) filtered by: NotDuplicateReadFilter

0 read(s) filtered by: PassesVendorQualityCheckReadFilter

0 read(s) filtered by: NonZeroReferencelengthAlignmentReadFilter

0 read(s) filtered by: GoodCigarReadFilter

0 read(s) filtered by: WellformedReadFilter

7033 total reads filtered

22:53:17.681 INFO ProgressMeter - 20:63024652 0.3

210522 671592.9

22:53:17.681 INFO ProgressMeter - Traversal complete. Processed 210522

total regions in 0.3 minutes.

22:53:17.687 INFO VectorLoglessPairHMM - Time spent in setup for JNI call
0.010347438

22:53:17.687 INFO PairHMM - Total compute time in PairHMM

computeLogLikelihoods () : 0.259172573

22:53:17.687 INFO SmithWatermanAligner - Total compute time in java

Smith-Waterman : 1.27 sec

22:53:17.687 INFO HaplotypeCaller - Shutting down engine

[August 17, 2021 10:53:17 PM EDT]

org.broadinstitute.hellbender.tools.walkers.haplotypecaller.HaplotypeCalle

r done. Elapsed time: 0.32 minutes.

Runtime.totalMemory ()=5561122816

[root@genomicsl execution]#
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[root@genomicsl gatk-4.2.0.0]# ./gatk —--java-options "-Xmx4G" \
HaplotypeCaller \
-I /mnt/genomics/GATK/TEST\ DATA/bam/workshop 1906 2-
germline bams father.bam \
-R /mnt/genomics/GATK/TEST\ DATA/ref/workshop 1906 2-
germline ref ref.fasta \
-0 /mnt/genomics/GATK/TEST\ DATA/variants.vcf
Using GATK jar /mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
local.jar
Running:

java -Dsamjdk.use async 1o read samtools=false
-Dsamjdk.use async io write samtools=true
-Dsamjdk.use async io write tribble=false -Dsamjdk.compression level=2
-Xmx4G -jar /mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-1local.jar
HaplotypeCaller -I /mnt/genomics/GATK/TEST DATA/bam/workshop 1906 2-
germline bams father.bam -R /mnt/genomics/GATK/TEST
DATA/ref/workshop 1906 2-germline ref ref.fasta -O /mnt/genomics/GATK/TEST
DATA/variants.vcf
23:29:45.553 INFO NativelibrarylLoader - Loading libgkl compression.so
from jar:file:/mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
local.jar!/com/intel/gkl/native/libgkl compression.so
Aug 17, 2021 11:29:45 PM
shaded.cloud nio.com.google.auth.ocauth2.ComputeEngineCredentials
runningOnComputeEngine
INFO: Failed to detect whether we are running on Google Compute Engine.
23:29:45.686 INFO HaplotypeCaller -
23:29:45.686 INFO HaplotypeCaller - The Genome Analysis Toolkit (GATK)
v4.2.0.0
23:29:45.686 INFO HaplotypeCaller - For support and documentation go to
https://software.broadinstitute.org/gatk/
23:29:45.687 INFO HaplotypeCaller - Executing as
root@genomicsl.healthylife.fp on Linux v4.18.0-305.3.1.el18 4.x86 64 amdo64
23:29:45.687 INFO HaplotypeCaller - Java runtime: OpenJDK 64-Bit Server
VM v11.0.12+7-LTS
23:29:45.687 INFO HaplotypeCaller
11:29:45 PM EDT
23:29:45.687 INFO HaplotypeCaller -

Start Date/Time: August 17, 2021 at

23:29:45.687 INFO HaplotypeCaller -
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23:29:45.687 INFO HaplotypeCaller
23:29:45.687 INFO HaplotypeCaller

- HTSJDK Version:

- Picard Version:

2.24.0
2.25.0

23:29:45.687 INFO HaplotypeCaller - Built for Spark Version: 2.4.5
23:29:45.688 INFO HaplotypeCaller - HTSJDK Defaults.COMPRESSION LEVEL : 2
23:29:45.688 INFO HaplotypeCaller - HTSJDK
Defaults.USE _ASYNC IO READ FOR SAMTOOLS : false

23:29:45.688 INFO HaplotypeCaller - HTSJDK
Defaults.USE_ASYNC IO WRITE FOR SAMTOOLS : true

23:29:45.688 INFO HaplotypeCaller - HTSJDK
Defaults.USE ASYNC IO WRITE FOR TRIBBLE : false

23:29:45.688 INFO HaplotypeCaller - Deflater: IntelDeflater
23:29:45.688 INFO HaplotypeCaller - Inflater: IntelInflater
23:29:45.688 INFO HaplotypeCaller - GCS max retries/reopens: 20
23:29:45.688 INFO HaplotypeCaller - Requester pays: disabled
23:29:45.688 INFO HaplotypeCaller - Initializing engine

23:29:45.804 INFO HaplotypeCaller - Done initializing engine
23:29:45.809 INFO HaplotypeCallerEngine - Disabling physical phasing,
which is supported only for reference-model confidence output
23:29:45.818 INFO NativeLibraryLoader - Loading libgkl utils.so from
jar:file:/mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
local.jar!/com/intel/gkl/native/libgkl utils.so

23:29:45.819 INFO NativeLibraryLoader - Loading libgkl pairhmm omp.so
from jJar:file:/mnt/genomics/GATK/gatk-4.2.0.0/gatk-package-4.2.0.0-
local.jar!/com/intel/gkl/native/libgkl pairhmm omp.so

23:29:45.852 INFO IntelPairHmm - Using CPU-supported AVX-512 instructions
23:29:45.852 INFO IntelPairHmm Flush-to-zero (FTZ) is enabled when
running PairHMM

23:29:45.852 INFO IntelPairHmm - Available threads: 16

23:29:45.852 INFO IntelPairHmm - Requested threads: 4

23:29:45.852 INFO PairHMM - Using the OpenMP multi-threaded AVX-
accelerated native PairHMM implementation

23:29:45.868 INFO ProgressMeter - Starting traversal

23:29:45.868 INFO ProgressMeter - Current Locus Elapsed Minutes
Regions Processed Regions/Minute

23:29:47.772 WARN InbreedingCoeff - InbreedingCoeff will not be
calculated at position 20:9999900 and possibly subsequent; at least 10

samples must have called genotypes

23:29:55.868 INFO ProgressMeter - 20:18885652 0.2
63390 380340.0

23:30:04.389 INFO HaplotypeCaller - 405 read(s) filtered by:
MappingQualityReadFilter

0 read(s) filtered by: MappingQualityAvailableReadFilter

0 read(s) filtered by: MappedReadFilter

0 read(s) filtered by: NotSecondaryAlignmentReadFilter

6628 read(s) filtered by: NotDuplicateReadFilter



0 read(s) filtered by: PassesVendorQualityCheckReadFilter

0 read(s) filtered by: NonZeroReferencelLengthAlignmentReadFilter
0 read(s) filtered by: GoodCigarReadFilter

0 read(s) filtered by: WellformedReadFilter

7033 total reads filtered

23:30:04.389 INFO ProgressMeter - 20:63024652 0.3

210522 681999.9

23:30:04.389 INFO ProgressMeter - Traversal complete. Processed 210522

total regions in 0.3 minutes.

23:30:04.395 INFO VectorLoglessPairHMM - Time spent in setup for JNI call
0.012129203000000002

23:30:04.395 INFO PairHMM - Total compute time in PairHMM

computeLogLikelihoods () : 0.267345217

23:30:04.395 INFO SmithWatermanAligner - Total compute time in java

Smith-Waterman : 1.23 sec

23:30:04.395 INFO HaplotypeCaller - Shutting down engine

[August 17, 2021 at 11:30:04 PM EDT]

org.broadinstitute.hellbender.tools.walkers.haplotypecaller.HaplotypeCalle

r done. Elapsed time: 0.31 minutes.

Runtime.totalMemory ()=2111832064

[root@genomicsl gatk-4.2.0.0]1#
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[root@genomicsl genomics]# java -jar cromwell-65.jar run
/mnt/genomics/GATK/seq/ghplo.wdl --inputs
/mnt/genomics/GATK/seq/ghplo.json

[2021-08-18 17:10:50,78] [info] Running with database db.url =
jdbc:hsgldb:mem:856a1f0d-9a0d-42e5-9199-

5e6cl1d0£f72dd; shutdown=false;hsgldb.tx=mvcc

[2021-08-18 17:10:57,74] [info] Running migration
RenameWorkflowOptionsInMetadata with a read batch size of 100000 and a
write batch size of 100000

[2021-08-18 17:10:57,75] [info] [RenameWorkflowOptionsInMetadata] 100%
[2021-08-18 17:10:57,83] [info] Running with database db.url =
jdbc:hsgldb:mem: 6afe0252-2dc9-4e57-8674~

ce63c67aald2; shutdown=false;hsgldb.tx=mvcc
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[2021-08-18 17:10:58,17] [info] Slf4jLogger started
[2021-08-18 17:10:58,33] [info] Workflow heartbeat configuration:
{

"cromwellId" : "cromid-41b7e30",
"heartbeatInterval" : "2 minutes",

"ttl" : "10 minutes",
"failureShutdownDuration" : "5 minutes",
"writeBatchSize" : 10000,
"writeThreshold" : 10000

}

[2021-08-18 17:10:58,38] [info] Metadata summary refreshing every 1
second.

[2021-08-18 17:10:58,38] [info] No metadata archiver defined in config
[2021-08-18 17:10:58,38] [info] No metadata deleter defined in config
[2021-08-18 17:10:58,40] [info] KvWriteActor configured to flush with
batch size 200 and process rate 5 seconds.

[2021-08-18 17:10:58,40] [info] WriteMetadataActor configured to flush
with batch size 200 and process rate 5 seconds.

[2021-08-18 17:10:58,44] [info] CallCacheWriteActor configured to flush
with batch size 100 and process rate 3 seconds.

[2021-08-18 17:10:58,44] [warn] 'docker.hash-lookup.gcr-api-queries-per-
100-seconds' is being deprecated, use 'docker.hash-lookup.gcr.throttle'
instead (see reference.conf)

[2021-08-18 17:10:58,54] [info] JobExecutionTokenDispenser - Distribution
rate: 50 per 1 seconds.

[2021-08-18 17:10:58,58] [info] SingleWorkflowRunnerActor: Version 65
[2021-08-18 17:10:58,58] [info] SingleWorkflowRunnerActor: Submitting
workflow

[2021-08-18 17:10:58,64] [info] Unspecified type (Unspecified version)
workflow 3e246147-b1a9-41dc-8679-319f81b7701e submitted

[2021-08-18 17:10:58,66] [info] SingleWorkflowRunnerActor: Workflow
submitted 3e246147-01a9-41dc-8679-319f81b7701e

[2021-08-18 17:10:58,66] [info] 1 new workflows fetched by cromid-41b7e30:
3e246147-b1a9-41dc-8679-319f81b7701e

[2021-08-18 17:10:58,67] [info] WorkflowManagerActor: Starting workflow
3e246147-b1a9-41dc-8679-319£f81b7701e

[2021-08-18 17:10:58,68] [info] WorkflowManagerActor: Successfully started
WorkflowActor-3e246147-01a9%9-41dc-8679-319£f81b7701e

[2021-08-18 17:10:58,68] [info] Retrieved 1 workflows from the
WorkflowStoreActor

[2021-08-18 17:10:58,70] [info] WorkflowStoreHeartbeatWriteActor
configured to flush with batch size 10000 and process rate 2 minutes.
[2021-08-18 17:10:58,76] [info] MaterializeWorkflowDescriptorActor
[3e246147]: Parsing workflow as WDL draft-2

[2021-08-18 17:10:59,34] [info] MaterializeWorkflowDescriptorActor
[3e246147]: Call-to-Backend assignments:



helloHaplotypeCaller.haplotypeCaller -> Local
[2021-08-18 17:11:00,54] [info] WorkflowExecutionActor-3e246147-bla9-41dc-
8679-319f81b7701le [3e246147]: Starting
helloHaplotypeCaller.haplotypeCaller
[2021-08-18 17:11:01,56] [info] Assigned new job execution tokens to the
following groups: 3e246147: 1
[2021-08-18 17:11:01,70] [info] BackgroundConfigAsyncJobExecutionActor
[3e246147helloHaplotypeCaller.haplotypeCaller:NA:1]: java -jar
/mnt/genomics/cromwell-executions/helloHaplotypeCaller/3e246147-bla9-41dc-
8679-319f81b7701e/call-haplotypeCaller/inputs/-179397211/gatk-package-
4.2.0.0-1local.jar \

HaplotypeCaller \

-R /mnt/genomics/cromwell-executions/helloHaplotypeCaller/3e246147-
bl1a9-41dc-8679-319f81b7701e/call-
haplotypeCaller/inputs/604632695/workshop 1906 2-germline ref ref.fasta \

-1 /mnt/genomics/cromwell-executions/helloHaplotypeCaller/3e246147-
b1a9-41dc-8679-319f81b7701le/call-
haplotypeCaller/inputs/604617202/workshop 1906 2-germline bams father.bam
\

-0 fatherbam.raw.indels.snps.vcf
[2021-08-18 17:11:01,72] [info] BackgroundConfigAsyncJobExecutionActor
[3e246147helloHaplotypeCaller.haplotypeCaller:NA:1]: executing: /bin/bash
/mnt/genomics/cromwell-executions/helloHaplotypeCaller/3e246147-bla9-41dc-
8679-319f81b7701le/call-haplotypeCaller/execution/script
[2021-08-18 17:11:03,49] [info] BackgroundConfigAsyncJobExecutionActor
[3e2461l47helloHaplotypeCaller.haplotypeCaller:NA:1]: job id: 26867
[2021-08-18 17:11:03,53] [info] BackgroundConfigAsyncJobExecutionActor
[3e246147helloHaplotypeCaller.haplotypeCaller:NA:1]: Status change from -
to WaitingForReturnCode
[2021-08-18 17:11:03,54] [info] Not triggering log of token queue status.
Effective log interval = None
[2021-08-18 17:11:23,65] [info] BackgroundConfigAsyncJobExecutionActor
[3e246147helloHaplotypeCaller.haplotypeCaller:NA:1]: Status change from
WaitingForReturnCode to Done
[2021-08-18 17:11:25,04] [info] WorkflowExecutionActor-3e246147-bla9-41dc-
8679-319f81b7701le [3e246147]: Workflow helloHaplotypeCaller complete.
Final Outputs:

{

"helloHaplotypeCaller.haplotypeCaller.rawVCF": "/mnt/genomics/cromwell-
executions/helloHaplotypeCaller/3e246147-b1a9-41dc-8679-319f81b7701e/call-
haplotypeCaller/execution/fatherbam.raw.indels.snps.vcf"

}

[2021-08-18 17:11:28,43] [info] WorkflowManagerActor: Workflow actor for
3e246147-b1a%9-41dc-8679-319f81b7701le completed with status 'Succeeded'.
The workflow will be removed from the workflow store.

[2021-08-18 17:11:32,24] [info] SingleWorkflowRunnerActor workflow
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finished with status 'Succeeded'.
{
"outputs": {

"helloHaplotypeCaller.haplotypeCaller.rawVCFEF":
"/mnt/genomics/cromwell-executions/helloHaplotypeCaller/3e246147-bla9-
41dc-8679-319f81b7701e/call-
haplotypeCaller/execution/fatherbam.raw.indels.snps.vcft"

by
"id": "3e246147-bla9-41dc-8679-319£81b7701e"

2021-08-18 17:11:33,46] [info] 0 workflows released by cromid-41b7e30
2021-08-18 17:11:33,46] [info] Shutting down WorkflowStoreActor - Timeout
= 5 seconds
[2021-08-18 17:11:33,46] [info] Shutting down WorkflowLogCopyRouter -
Timeout = 5 seconds
[2021-08-18 17:11:33,46] [info] Shutting down JobExecutionTokenDispenser -
Timeout = 5 seconds
[2021-08-18 17:11:33,46] [ ]
[2021-08-18 17:11:33,46] [info] JobExecutionTokenDispenser stopped
[2021-08-18 17:11:33,46] [info] WorkflowStoreActor stopped
[ 11 ]
[ I ]

}
[2021-08-18 17:11:33,45] [info] Workflow polling stopped
[
[

info] Aborting all running workflows.

2021-08-18 17:11:33,47
2021-08-18 17:11:33,47
Timeout = 3600 seconds
[2021-08-18 17:11:33,47] [info] WorkflowManagerActor: All workflows
finished
[2021-08-18 17:11:33,47] [info] WorkflowManagerActor stopped
[2021-08-18 17:11:33,64] [info] Connection pools shut down
[2021-08-18 17:11:33,64] [info] Shutting down SubWorkflowStoreActor -
Timeout = 1800 seconds
[2021-08-18 17:11:33,64] [info] Shutting down JobStoreActor - Timeout =
1800 seconds
[2021-08-18 17:11:33,64] [info] Shutting down CallCacheWriteActor -
Timeout = 1800 seconds
[2021-08-18 17:11:33,64] [info] SubWorkflowStoreActor stopped
[2021-08-18 17:11:33,64] [info] Shutting down ServiceRegistryActor -
Timeout = 1800 seconds
[2021-08-18 17:11:33,64] [info] Shutting down DockerHashActor - Timeout =
1800 seconds
[2021-08-18 17:11:33,64] [info] Shutting down IoProxy - Timeout = 1800
seconds
[2021-08-18 17:11:33,64] [info] CallCacheWriteActor Shutting down: 0
queued messages to process
[2021-08-18 17:11:33,64] [info] JobStoreActor stopped
[2021-08-18 17:11:33,64] [info] CallCacheWriteActor stopped
[2021-08-18 17:11:33,64] [info] KvWriteActor Shutting down: 0 gqueued

info] WorkflowLogCopyRouter stopped

info] Shutting down WorkflowManagerActor -
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messages to process

[2021-08-18 17:11:33,64] [info] IoProxy stopped

[2021-08-18 17:11:33,64] [info] WriteMetadataActor Shutting down: 0 queued
messages to process

[2021-08-18 17:11:33,65] [info] ServiceRegistryActor stopped
[2021-08-18 17:11:33,65] [info] DockerHashActor stopped
[2021-08-18 17:11:33,67] [info] Database closed

[2021-08-18 17:11:33,67] [info] Stream materializer shut down
[2021-08-18 17:11:33,67] [info] WDL HTTP import resolver closed
[root@genomicsl genomics]#

"F—% : GPURE "

GPUEE
"E—1% : A Cromwells | EH{TARIEIEAL o "

EMEF ~ FRAT AT RRELIEASILENGPURHIT o IR TR EEISS] - iB:E
B fZFlexPod fEFHGATE PCle3kE£BIE ENVIDIA Tesla P6 GPUEREF ~ {N{EIf§E F
ﬁﬁ o

FFIEMA TFCiscobgsERst (CVD) MASERBNREBTIER  IKREFlexPod R3ZIE) RIT ~ LUEH
1TEAGPURERARE °

* "B AI/MLEIDatacenterf&ficCisco UCS 480 ML ~ AT EEZEFlexPod"
LTIt ER—HERRHE

1. FIFEUCS B200 M5fRIARESHIAK B HEtE R {EFPCle NVIDIA Tesla P6 GPU °

Equipment /| Chassis / Chassis 1 /| Servers | Server1

Mothearboard CIMC CPUs m Memary Adapters HEWAS NICs 1ISCS| vNICs Security

29


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf

8.

30

Equipment /| Chassis / Chassis 1 /| Servers | Server 2

Na n] Modeal Seral Mocie

FEIULRED ~ HPISENVIDIAGEB A OMEL E5EM ~ WESTHMEIRE (1EARE) -« UEEEEER
TMEHEGPU ©

HFISHENVIDIAS EB 48L& FFEHINVIDIA vVGPUERE -

FFIENVIDIASTEBLEAEILE TET ™o bin) X -

HIZEE T NVIDIA vVGPUISHEMIARSS ~ M FAENVIDIASERAEAEILTEH ™ o biny 122  BiISHERIEE
REFEIARSS ©

AETEMTENVIDIASTEBE A DML L -« $HEIGAYEEE SR IEFEFINVIDIA vVGPUEBERRZS © fELEERES ~ T
FIfE ARV 2460.73.02kREEEIFER, ©

A S & 24 "NVIDIA vGPUEIEFZZ" 7EESXiH o

[root@localhost:~] esxcli software vib install -v
/vmfs/volumes/infra datastore nfs/nvidia/vib/NVIDIA bootbank NVIDIA-
VMware ESXi 7.0 Host Driver 460.73.02-10EM.700.0.0.15525992.vib
Installation Result

Message: Operation finished successfully.

Reboot Required: false

VIBs Installed: NVIDIA bootbank NVIDIA-

VMware ESXi 7.0 Host Driver 460.73.02-10EM.700.0.0.15525992

VIBs Removed:

VIBs Skipped:

EFFAESXiAIRES 28 » SFHIT NI < RERE R IRECPUNREAR


https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html
https://docs.omniverse.nvidia.com/prod_deployment/prod_deployment/installing-vgpu-manager.html

[root@localhost:~] nvidia-smi
Wed Aug 18 21:37:19 2021

| NVIDIA-SMI 460.73.02 Driver Version: 460.73.02

| GPU Name Persistence-M| Bus-Id
Uncorr. ECC |

| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage

Compute M. |

| 0 Tesla P6 On | 00000000:D8:00.0 Off

| N/A 35C P8 Ow / 90w | 15208MiB / 15359MiB

Default |

| Processes:

| GPU GI CI PID Type Process name

Memory |
| ID ID

| 0 N/A N/A 2812553 C+G RHELO1

[root@localhost:~]

9. EMvCenter ~ "L E" BEIZEEERTES Shared Direct (XZEHIE) |

CUDA Version:

Volatile

GPU-Util

o\°
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https://blogs.vmware.com/apps/2018/09/using-gpus-with-virtual-machines-on-vsphere-part-2-vmdirectpath-i-o.html
https://blogs.vmware.com/apps/2018/09/using-gpus-with-virtual-machines-on-vsphere-part-2-vmdirectpath-i-o.html
https://blogs.vmware.com/apps/2018/09/using-gpus-with-virtual-machines-on-vsphere-part-2-vmdirectpath-i-o.html
https://blogs.vmware.com/apps/2018/09/using-gpus-with-virtual-machines-on-vsphere-part-2-vmdirectpath-i-o.html
https://blogs.vmware.com/apps/2018/09/using-gpus-with-virtual-machines-on-vsphere-part-2-vmdirectpath-i-o.html

Hardwars “ Vs associated with the graphics device "NVIDIATesla P&

Uate v Susn ¥ Procesd Laes

Edit Graphics Device 0000:d8:00.0 X
Settings

10. FEERedHat VMEFRZ 21 -
1. FEEVM Boot Options#FEEREAREFL. "2Z &) o
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https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html
https://docs.vmware.com/en/VMware-vSphere-Bitfusion/3.0/Install-Guide/GUID-2005A8C6-4FDC-46DF-BB6B-989F6E91F3E2.html

Edit Settings = RHELO! o

/8 i
y Ganersl C £
» VMWars Remote Comtate O Bl
wpd
3 Wt BT,

12. EBETY) TPARAMS) BIfEZE TVMEEIE) #ERE M4REE4H85] o MpciPassThree.64bitMMIOSIezeGB)
SHREIUAIR GPURCISREMNE 4G VMBIGPUHE - HIUN :

a. YNRVM#EFEIR4A x 32GB V100 GPU ~ BItL{EFEA128 ©
b. #NRVM#IER4 x 16GB p6 GPU -~ AllL{EFEA64 o



Edit Settings = RHELOY <

» Boot Oplions Espand far baot otk
- oeat L]
i~ B ) EC A
Configuration Parameters
|
Hame T Yalue ”

13. TEvCenterdiGvGPUFME A HIPCISE B £ EHH4235F « A WEEINVIDIA GRID vGPUIEAPCIEEE
Al o

14. FIFESEAGPU ~ GPURSIRIE R £ B IR IERGPURTEE | AN ~ EIAZEESR -

34



Edit Settings = R+

riusl Hasdhware

NVIDHA GRID wiEPL grd_pe-16c

15. #£RedHat Linux VM_E ~ EAIEIT RIS SR ZENVIDIAEESIZR ©

[root@genomicsl genomics]#sh NVIDIA-Linux-x86 64-460.73.0l-grid.run

16. T THIA% - BESBIREHVGPUR M ERRS :

[root@genomicsl genomics]# nvidia-smi —query-gpu=gpu_name
-format=csv,noheader —-id=0 | sed -e ‘s/ /-/g’

GRID-P6-16C

[root@genomicsl genomics]#

17. EFFAEE « BRI EHINVIDIA vGPUMEREN 2SR AN @ 5 IERE ©

35



[root@genomicsl genomics]# nvidia-smi
Wed Aug 18 20:30:56 2021

o
—————— +

| NVIDIA-SMI 460.73.01 Driver Version: 460.73.01 CUDA Version:
11.2 |

| oo
o +

| GPU Name Persistence-M| Bus-Id Disp.A | Volatile
Uncorr. ECC |

| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util
Compute M. |

| | |

MIG M |

e ————— e —————————————
======|

| 0 GRID P6-16C On | 00000000:02:02.0 Off |

N/A |

| N/A N/A P8 N/A / N/A | 2205MiB / 16384MiB | 0%

Default |

| | |

N/A |

et it o
o +

o
—————— +

| Processes:

|

| GPU GI CI PID Type Process name GPU
Memory |

| D ID Usage
|

| ————— e e e e e e
======|

| 0 N/A N/A 8604 G /usr/libexec/Xorg

13MiB |

o
—————— +

[root@genomicsl genomics]#

18. FBMEE B IEVGPUAAMRABREFEAIVM L 58 E IS HE(EAR2SIP o
a. {ERIEAN o
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[root@genomicsl genomics]# cp /etc/nvidia/gridd.conf.template

/etc/nvidia/gridd.conf

b. 4REEIEZE [/etc/nvidia/Rid.confl ~ FigiZHEEARES IPAL ~ WAETHAELRERYEE A1

ServerAddress=192.168.169.10

FeatureType=1

19. EMRBIVMZE « CREZSEREARSNRERF IR TEI—ERE TR o

20. N T EHAARARAERIHAEN « F2RBRSFRE—H
21. 7EGKRESTE AR E-EAGPUZE « TIERIZMRNAES A - WOLAB W TR TRIEEIE o
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task ValidateBAM {
input {
# Command parameters
File input bam
String output basename
String? validation mode
String gatk path
# Runtime parameters
String docker
Int machine mem gb = 4
Int addtional disk space gb = 50
}
Int disk size = ceil(size(input bam, "GB")) + addtional disk space gb
String output name = "S${output basename} S{validation mode}.txt"
command {
${gatk path} \
ValidateSamFile \
--INPUT ${input bam} \
--OUTPUT ${output name} \
--MODE S${default="SUMMARY" validation mode}
}
runtime {
gpuCount: 1
gpuType: "nvidia-tesla-p6"
docker: docker
memory: machine mem gb + " GB"
disks: "local-disk " + disk size + " HDD"
}
output {
File validation report = "S{output name}"
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2T S BERERE EiRiFlexPod MEEER—EERFEHNTMEERINE - BERLUINER

Bt o BT IEINAE « IERAEL O EREBIRINAE © FlexPodNetAppX iR YRS AR AR
AESNE(FE R AT —ARIRBUENIGE © FlexPod ONTAP#E # A I TH E /M B EFAHE
HYBRIRAS A ~ FlexPod B3&EE ~ FEEES] ~ A REREREHRUA—ETENTERBIR
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AR BN EHME N
BEERABBEAFIMEN « AR Ty XA E4E,
* AR AI/MLAYDatacenter&EECisco UCS 480 ML ~ AT FEEEFlexPod

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployme
nt.pdf"

* VMware vSphere 7.082NetApp VMware vCenter 9.789 & #IH(\FlexPod ONTAP

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/fp_vmware_vsphere_7_0_onta
p_9 7.html"

* {HAEERBAS 0 ONTAP
"http://docs.netapp.com"”

* BRENBRE | FlexPod W{AEENERIHILIRME
"https://www.flexpod.com/idc-white-paper/"

© BEERAI
"https://www.netapp.com/us/media/na-369.pdf"

* BEARBRENAREERZREEFlexPod
"https://flexpod.com/solutions/verticals/healthcare/"

* CiscoEiNetAppiR EAVAER 75 ZEFlexPod
"https://flexpod.com/"

* BREZEMAIESHT (NetApp)
"https://www.netapp.com/us/artificial-intelligence/healthcare-ai-analytics/index.aspx"

* BRENAIS SRR ERREEEDRA IR
https://www.netapp.com/pdf.html?item=/media/7410-wp-7314.pdf

* 83 (Cisco Intersight *) BJ {Datacenter with) ~ {Cisco Intersight Storage Connector for Cisco
Intersight) #1 {Cisco IntersightzEE1&E3) © FlexPod ONTAP ONTAP

https://www.netapp.com/pdf.html?item=/media/25001-tr-4883.pdf

* $¥ARed Hat Enterprise Linux OpenStack¥ & HyE#}H(:FlexPod

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_openstack_osp6.html"
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https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_480ml_aiml_deployment.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/fp_vmware_vsphere_7_0_ontap_9_7.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/fp_vmware_vsphere_7_0_ontap_9_7.html
http://docs.netapp.com
https://www.flexpod.com/idc-white-paper/
https://www.netapp.com/pdf.html?item=/media/7393-na-369pdf.pdf
https://flexpod.com/solutions/verticals/healthcare/
https://flexpod.com/
https://www.netapp.com/us/artificial-intelligence/healthcare-ai-analytics/index.aspx
https://www.netapp.com/pdf.html?item=/media/7410-wp-7314.pdf
https://www.netapp.com/pdf.html?item=/media/25001-tr-4883.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_openstack_osp6.html
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