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NetApp Console EE{EH )

NetApp Console B E{EH/OMiEat

NetApp Console BEI{EROE—RFIBEERRARINES » nl{ENetAppEF ~ GIEBH
METERA - HEMEROEBEZENFENER o
MR EESERRNE—NE
ERIAFAR "NetApp Console HENEAIL" FBIBIEHIE Web (EAENE ° EAIG58NetAppEmARFSH B Eh
{EFEEFRRRIAS ~ BIAFEARE T —EHF—(IE -
fRR 222 NetApp FRiE Rl
FrEEEMEAER S MG IEEBRH NetApp FTEIL ARG - BER S B HEHENE S EREG
HER o REFNH NetApp IEEMERRFEHES ©

X

BEBECARG FE L SAERSITREBTAR] - #ARLUBBIERIS Web NMEFIERSE » BFIEX
HER A AT ARG E3RE] - X R IRIENetAppE MmN R iHARFSAE AT o

NetAppE DI BB MINE A EMBEEER P OMBIRIRIFH BN o FFIHAZHEEE Console BE)
Bty > iR ER B « RITEEMFENERES -

HFEREBEHER

NetApp FRRERIAZE (CXO0) BEERFFHEELITHL - MREETMERRE « BERINFEERK -
HERBFEMEZE mailto © ng-cxO-Automation BEIEE NetApp + com[CXO BHEMEEMX ] °

Amazon FSx for NetApp ONTAPEIE

Amazon FSx for NetApp ONTAPEIE - |R 3 E Rig

& e LUE A L B BB R 75 ZEAmazon FSx for NetApp ONTAP LR FiftE & #1487
AYFlexCache °

@ Amazon FSx for NetApp ONTAPEIE 7% FSx for ONTAP °

B ZAER AR
ANERAR S PR BB R RSB RNIT T IIEME
* % ONTAP 2R A MEE BRI FSX
* RERRAGHERTERESE (SYM)
* ERREM BN AR Z MELREHERIG
* £ FlexCache IR R A B MM AL Z ML SVM HERE
* IS ETLOEIZFEREAR ONTAP B9 FSX E17 FlexVol Volume
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* 7EFEAR ONTAP By FSX H1# 17 FlexCache Volume ~ ZERISEIAZRHTZRE
B#E)1t2LL Docker #1 Docker Compose ZEME ~ WBZRIETE Linux EHIE23 L ~ SRR o

FRtEZ Al
T BB E TR sesT R E TRAC B EL4HAR
* REE T "Amazon FSx for NetApp ONTAPEIE - 1535 Z EZif" iEiENetApp ConsoleWeb Ul BIRBEE
FRRFZR o« ZRRAFEITEAXH AWS _FSxN _BTC.zip ©
* R BRIt R 4R 2 IRV RREAR o
* BETHHFER Linux VM
° LA Debian A& Linux BE(EERA
° EREFEAR FSX LETT ONTAP EREEENR— VPC F& £
* AWS RS o

I 1 2 € Docker

7E£LA Debian ZEHEH] Linux EEEI3 DL LR E Docker ©

1. SESEFIRIE o

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent software-properties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

2. 228t Docker W EGE5ZedE o

sudo apt-get install docker-ce docker-ce-cli containerd.io

docker —--version

3. HEFTERAY Linux B¥4EELMERARYERME —IER/IE o
FRITIRE Linux RPARBEFE * AIGHRE * 854 - MFRA ~ FEUBHENINEERE - RIETER « BRI
HY Shell (EFAE G =40 -

sudo groupadd docker
sudo usermod -aG docker $ (whoami)
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4. REHMBHENEREER
IRCAERE—EERILNEHE  AIFEREER - AEEEM » EAILUEES Linux ~ REBEMEA °
HE ~ SHAIBIT I IE< o

newgrp docker

$BF 2 | %% Docker Compose
£ Debian AEHERY Linux E#4%23 L4 Docker Compose ©
HER

1. 228t Docker Compose ©

sudo curl -L
"https://github.com/docker/compose/releases/latest/download/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker—-compose

2. HESRDZREERLT) ©

docker-compose --version

$EE 3 . %% Docker BR{RIE

CEERENLE A BB ERR T Z2FEMIBY Docker BRIR o

1. BHRRTS FRAERER "AWS_FSxN_BTC.zip EI#1T B EMCIEUIE R E #1428 o

scp -1 ~/<private-key.pem> -r AWS FSxN BTC.zip user@<IP ADDRESS OF VM>

o

A

BAZH private-key.pem BT AWS ExIHAIERE ( EC2 MITERE) AR IRIES
2. ERBRSEERNBEERINERIR « ABREEESE -

unzip AWS FSxN BTC.zip

3. BIEE M REMEEERIUMNMERK aws FsxN BTC ~ WF|HIEE - LREZEEZ file

aws_ fsxn flexcache image latest.tar.gz?®



1ls -1la

4. #A Docker Bf&1E - BEFEBEREBEI AT

docker load -i aws fsxn flexcache image latest.tar.gz

5. HESRE & A Docker M5 o

docker images

CrEZE BRI AIESCH latest Docker BR aws fsxn flexcache image °©

REPOSITORY TAG IMAGE ID CREATED
aws_fsxn flexcahce image latest ay98y7853769 2 weeks ago

5%&1 4 . L_L AWS wuuﬁﬁqhﬁiﬁ.#—k
T RERFIMNE SRR E L REN A EEIER - RABRERINEE enviEx o

1. FFHIMIERI "awsauth.env 152 :

path/to/env-file/awsauth.env

2. BTFIIABHIEEESR

access key=<>
secret key=<>

&L *must * B _ERFRRE2MEE 0 B value  ZRIZBERIZENE “key
3. FREBBEHERREHIILE .env EE "AWs CREDS o Fli0 :

AWS CREDS=path/to/env-file/awsauth.env

DER 5 I BiSMHIRE

CEZINBHIRE LR Terraform ARREERMEAMERIERITERT - BEERLAAM

ETRAZAEZRE

1. 7£ Docker Compose ZJMEILSMER Volume ©

SIZE
1.19GB

Terraform #{TT



HMATER S ZA ~ SR Volume 578 (REB2H) BMABEERE

docker volume create aws fsxn volume

2. [EAMLRINIHIREHBEIEE " env IRIFIESR
PERSISTENT VOL=path/to/external/volume:/volume name

sAaC iR B IRA RIEEA B AR EL © FIUN

PERSISTENT VOL=aws fsxn volume:/aws fsxn flexcache

WRILIERA T5a< ~ #§ NFS RS AIMBHRE
PERSISTENT VOL=nfs/mnt/document:/aws fsx flexcache

3. B#f Terraform % o
a. BIBEENM aws fsxn variables °
b. FERIFEUTMERZE | terraform.tfvars M “variables.tf o
C. RIRBFREMPHNE terraform. tfvars °

UNEEHMEL ~ 52E "Terraform BJE © ONTAP 1EZA47" o

&% 6 . Amazon FSx for NetApp ONTAPEIZ#FlexCaches%E Amazon FSx

IZAI LA NetApp ONTAP EIEFIFlexCachez& EAmazon FSx for NetApp ONTAP o

1. BIEEERKIREL (AWS_FSXN_BTC) -~ ABRBEHERRLEHS o

docker-compose -f docker-compose-provision.yml up

RS EEIMERSE - F—EARSEIEEA ONTAP B FSX ~ S (AR BT EEHEREZ
SVM %% Ri{% « BRI Volume # FlexCache ©

2. EEERRERR

docker-compose -f docker-compose-provision.yml logs -f

IthEr < FIBNEHEMHEA L » EERTERIEBIERMEGIEE deployment . Log © R MUBIBHREE X 4 B HE
£ DEPLOYMENT LOGS RECUELREXHRRIE *.enveo
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HER 7 : $H2RAmazon FSx for NetApp ONTAPEIZEEFlexCache

1R A LUSEEMIBRFNFE R Amazon FSx for NetApp ONTAPEIEFIFlexCache ©

1. BHEZRP terraform.tfvars B #(5% “flexcache_operation'Zy 8§21 ©

2. JEZENKIREE (AWS_FSXN_BTC) ~ ABBEHTIIGHS o
docker-compose -f docker-compose-destroy.yml up

It L ERIMESE o E—(EBDIEMIFR FlexCache ~ E_EA23AIEMIBR ONTAP BY FSX ©

3. BEERACERR -

docker-compose -f docker-compose-destroy.yml logs -f

Amazon FSx for NetApp ONTAPEIE - E1E[R

Re UE AL BB LR R A ZEiEBAmazon FSx for NetApp ONTAPE IR 25 A A 1T 5K
HMIERED

@ Amazon FSx for NetApp ONTAPEIEth#E 24 FSx for ONTAP °

R AR 5
AR TS PR HBY B EEAR T RIS B AR T FHIENE

* 7 ONTAP {EZEAMECE BRI FSX

* RIERARMEFEFERER (SVM)

* ERFEM BN R R 2 R REHERR

* T£ SnapMirror 2R R4 BRI R 48 2 BRI SVM HZERF
* B BRyithVolume

* (ERRREIR @& AN B Rt & 2 EE L SnapMirror Bi{&

* TERIRRAREEFN B 09t iihE & 2 REIERE) SnapMirror {5

B#E{t2LL Docker #1 Docker Compose ZEME ~ BZRIETE Linux EHI#23 L ~ SRR o
FsAZ Al
S BEE TR A SEERERECE BA4RAS ¢

* {REEE T & "Amazon FSx for NetApp ONTAPEIE - K EEE[R" FEiBNetApp ConsoleWeb Ul B3R B&{LHA#
RAEE o WWHERFZEITEUT | FSxN DR.zip o ILERMEEE S AWS _FSxN_Bck Prov.zip BERHMERAZX
IR ERE A AE PRI RR T ZE ©

* KRB B BU R 2 FEIRVAREREAR o
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* AE T4 Linux VM :

° LA Debian ZEMH Linux EREXRR

o EEIERAR FSX LUETT ONTAP BERECERE— VPC F&E L+
* AWS tIRF ©

T 1 | ZEKERE Docker
LA Debian &R Linux E##43 P2 K& E Docker ©

1. SESEFIRIE o

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent softwareproperties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

2. 224t Docker Wi EGE5ZedE o

sudo apt-get install docker-ce docker-ce-cli containerd.io

docker —--version

3. HEFTERAY Linux B¥4EELMERARYERE —IER/IE o

EALBE Linux RFEPEEEE * BIRRE * BHEH - WRAREE ARV EHETIIEERE o IRIETER
B18Y Shell (FEEZHILERF4E o

sudo groupadd docker
sudo usermod -aG docker $ (whoami)

4. MERRBHENERAEER

MBELRERE—RR IR  WBERBES - STEEMH - TANEES Linu « KEBEFEA -
R ~ AT FHIHS o

newgrp docker



HEF 2 | %% Docker Compose
7£LA Debian AEHERY Linux E#it% 28R Z4E Docker Compose ©

1. %28t Docker Compose ©

sudo curl -L
"https://github.com/docker/compose/releases/latest/download/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker-compose

2. HESDZERAT ©

docker-compose --version

HER 3 . #4% Docker BR{&FE
1= ERRENL E A B ENEARR 5 ZEBEMTEY Docker BR{R o

1. BERR TS ZRAERIER "AWS_FSxN_Bck_Prov.zip EIH1T BBMEIZ VISV EH 4 ES ©

scp -1 ~/<private-key.pem> -r AWS FSxN Bck Prov.zip
user@<IP_ADDRESS OF VM>

B A2 private-key.pem BRI AWS [EHi42358:E ( EC2 HITERE) MR EIBIER o
2. (FRBRAEIEZIEEFRINERIK « RBEBREEE o

unzip AWS FSxN Bck Prov.zip

3. BIBEE D RBMEIEERIIFERI A0S FSxN Bck Prov ™ MHHIEE ° EEZZEE file

aws_ fsxn bck image latest.tar.gz?®°

1ls -1la

4. #A Docker BAf1E - BEFEBREREEI AT

docker load -i aws fsxn bck image latest.tar.gz



5. HEsRE H A Docker BR{& o

docker images

TREZE BTG AR 1latest Docker BRfR aws fsxn bck image ©

REPOSITORY TAG IMAGE ID CREATED SIZE
aws fsxn bck image latest da87d4974306 2 weeks ago 1.19GB

SRR 4 1 B AWS STERIRIEIESE
WA REFIRANME IR RE RN S S BIER - ARBIEZHILE env'iEE -

1. E FHI BRI "awsauth.env §E2E .

path/to/env-file/awsauth.env

2. BTIIABHIEEES

access key=<>
secret key=<>

I *must * B LIRS 2MEE > B8 value ZRRBEMERE “key©
3. EREHEEHIERRSINGE env & "Aws CREDS o Fli0 :

AWS CREDS=path/to/env-file/awsauth.env

TER 5 [ BISMHRE

REBIMNBHEERE ~ LUFESR Terraform AREEIERMEMEBIERIFEET - SLERM AR Terraform #$ITT
T/E/)lLfFi*ﬂng °

1. £ Docker Compose Z9MEIZ5MEB Volume ©

HMATER S ZA ~ AL Volume %78 (RE2H) BMABEERE

docker volume create aws fsxn volume

2. (R LRIMNPHIREABREIIEE " env IRIGIEE :



PERSISTENT VOL=path/to/external/volume:/volume name

H S RBIRAERZRARIEREE o Flin
PERSISTENT VOL=aws fsxn volume: / aws fsxn bck

TRIELA TFE< ~ #§ NFS RS AIMBHEE
PERSISTENT VOL=nfs/mnt/document:/aws_fsx bck

3. B ¥ Terraform B2 o
a. FBEFERIK aws fsxn variables
b. HREFEMNTMIEMREZE | terraform.tfvars M “variables.tfo
C. RIRIBFKEMPHE terraform. tfvars ©

WMNFEFME « B2 "Terraform IR © ONTAP lEZER4" ©

TEE 6  BEBHMERSE
AT BRE M E KRB BRI RTE o

- BIEEZENEIEEE: (AWS_FSXN_Bck_Prov) ~ ABBEHERRERS °

docker-compose up -d

IEHLEEU =R - F—ERRTILEBEAI ONTAP B FSX o F_ERRT B EEHERE
SVM HERHMAN B A Volume ° E={EBEFEGEIL SnapMirror % ~ WiEEIE SnapMirror {5 o

2. BEEERRERR o

docker-compose logs -f

I Er < AT BN R s - (BEEREATEREEREGCEE deployment . 1og © &R LUBBAREE S {4 F0 5 #r
£ DEPLOYMENT LOGS RECUELEHGEXHRIELTIE ~.enveo

Azure NetApp Files

{$ /3 Azure NetApp Files ZZ£ Oracle

SR LUE R L BB AR R A ZEREBCE Azure NetApp Files Volume ~ i 7E AT FA R R #3144 23
%% Oracle ° ZA% Oracle 1§ E L& AN ERMERE o

10
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BAR AR5 22
AR ZFR AR BB RS AT RS ERBIT TFIEE
* 1£ Azure L& NetApp IRE
* £ Azure LR ERGFREER
* RIEEHRBE Azure NetApp Files HEiEE
=RV E
* 1 Azure NetApp Files HEREE BH & EHM S
* 7£ Linux fAAR23 £ %4 Oracle
* BiEREnERE
* BiuZEtkERE (PDB)
* EE)EEEERH] Oracle B
* REART “azacsnap AR LUABIRE
FRtEZ Al
AR E TR BESTh &Sk

* REEETE "#H Azure NetApp Files B9 Oracle" Ei8NetApp ConsoleWeb Ul BIRBENCRRS R o &R
RAZTEAXMH na_oraclel9c deploy-master.zip ©
* BETHMHFIER Linux VM
° RHEL 8 ( Standard_D8s_v3-RHEL-8)
o ERETE AR Azure NetApp Files BIRECEBIE—1E Azure EHIATES £
* Azure TRE

BENLERR A ZLMER IR M « WfEA Docker 1 Docker Compose #1T o IEEEMN TRt « 7£ Linux FE#IL
B LEEEMEEE -

T EZERm <A RedHat 53t VM sudo subscription-manager register ° iR ZRMIEH AIKRE
EH o MAEEE - &P LU https://developers.redhat.com/. EiZIRE

1 | ZEKERTE Docker
7E RHEL 8 Linux [E# 435 L8t =8 & Docker ©
S ER

1. ERTFM <L L4 Docker #12 o

dnf config-manager --add
-repo=https://download.docker.com/linux/centos/docker—-ce.repo
dnf install docker-ce --nobest -y

2. Y& Docker YERERHRASARESDZ2EE RIS ©

11
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systemctl start docker
systemctl enable docker
docker --version

3. HEFTERAY Linux B¥4EELMERARYEME —IER/MIE o

FRITIRE Linux RPAREFE * AIGRE * 854 - MFRA ~ FEIUBHENINEERE - RIETER « BRI
HY Shell (EFREGHMIE =40 -

sudo groupadd docker
sudo usermod -aG docker S$SUSER

4. MEARBHENERAEER
MRCRERE—ERIINEE - AIFERIER - EEEEM ~ LAILIKEED Linux ~ ABRBEMEA °
HE ~ BT RIS o

newgrp docker

$EF 2 | L% Docker Compose #1 NFS AFTER,
LR TE Docker Compose K NFS ARRBRREMH -

1. 224t Docker Compose M EERARZS ~ LARESRZEERLIN o

dnf install curl -y

curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker-compose

docker-compose --version

2. ZH NFS AABRAEH o

sudo yum install nfs-utils

$ER 3 : T Oracle ZHEEZ
TEFTEER Oracle ZEMEMHIZNIER azacsnap ~ UKRARRER

12



1. JREFEEZE AL Oracle tRE o
2. FTEHTHREE -

EES STl
LINUX.X64 193000 _db_home.zip 19.3 EfRZEEER
p31281355_190000_Linux-x86-64.zip 19.8 RU &2t
p6880880_190000_Linux-x86-64.zip opatch hkzx 122 - 2 - 1 - 23
azacsnap_installer_v5.0.run azacSnap ZE2I(

3. KRB BEX A MAEXHHH /tmp/archive ©
4. REREMARS LN ERETETEEFNERNK GBI - BA  #fT) /tmp/archive °

HEZ 4 . %% Docker BR{RIE
IS EEHEE £ A B 8RR T ZE MBI Docker B o

1. BHRAR TS ZRAERIER na_oracle19c_deploy-master.zip' EI#11T BEICIZUAE RV EEHEHE2S o

scp -1 ~/<private-key.pem> -r na oraclel9c deploy-master.zip
user@<IP ADDRESS OF VM>

BASH private-key.pem A Azure EBHEBREENILESIRIER o

2. ERBRSFEERNEEFRIERIR « ARBEEES -
unzip na oraclel9c deploy-master.zip

3. BIBEDRBRMEIEFERIIIFERK na oraclel9c deploy-master ™ MFHIER o EEZEEE file

ora_ anf bck image.tar®°

1ls -1t

4. #A Docker Bf1E - BEFEBEEREHEI AT

docker load -i ora anf bck image.tar

5. HEsREH A Docker BR{& o

docker images



TREZEBIEHIREH latest Docker BRfR ora_anf bck image ©

REPOSITORY TAG IMAGE ID CREATED SIZE
ora anf bck image latest ay98y7853769 1 week ago 2.58GB

TER 5 | BIIMHIRE

CEEINBHIRE « LR Terraform AREEERMEMEBIERIFERT - BEER LA M Terraform $1TT
{ERIZMERE o

1. 7£ Docker Compose Z9MEIZIMEB Volume ©

RIS BTN & T « BHUTHS ©

docker volume create <VOLUME NAME>

2. fEMmLRIINIHERRRBRIEHIEE " env IRIBHES
PERSISTENT VOL=path/to/external/volume:/ora anf prove

AL (e iR B B A BRSNS - fIiD

PERSISTENT VOL= ora anf volume:/ora anf prov

3. SE#T Terraform S8 o
a. BIEEERK ora_anf variables©
b. EEFEUTMEREZE | terraform.tfvars M “variables.tf o

C. RIRIEEREIHHPHE terraform. tfvars ©

TR 6 . ZEE Oracle
CIRERI U B EF1ZEE Oracle o

1. AT LIEFELSE Oracle °

docker-compose up terraform ora anf
bash /ora anf variables/setup.sh
docker-compose up linux config

bash /ora anf variables/permissions.sh
docker-compose up oracle install

14



2. EHEA Bash E8f ~ WEERAIEMUFES ORACLE HOME ©
a. cd /home/oracle
b. source .bash profile
C. echo SORACLE HOME

3. {RAEZRILLE A Oracle °
sudo su oracle
SR 7 . 3% Oracle &%

1R FESZFESR Oracle ZEERIY o

1. Z A Linux Oracle {afR23 * YR Oracle F2F/AE - ST LECMTAITM + B Oracle ERIEIETH
7o

ps —-ef | grep ora

2. BARHBLUREEREARR - LHDBEREY PDB ©

sqlplus / as sysdba

TREZEE B TIMERL

SQL*Plus: Release 19.0.0.0.0 - Production on Thu May 6 12:52:51 2021
Version 19.8.0.0.0

Copyright (c) 1982, 2019, Oracle. All rights reserved.
Connected to:

Oracle Database 19c Enterprise Edition Release 19.0.0.0.0 - Production
Version 19.8.0.0.0

3. HITHMERSERY SQL A% ~ HESBERIER A ©

select name, log mode from vSdatabase;
show pdbs.

15



W 8 | ZEE azacsnap 2B M EITIREED
BN BLETHIT azacsnap 2R - A REHITIRIBH1

1. RS o

docker-compose up azacsnap install

2. {J#1= Snapshot EAERE °

sSu - azacsnap
execute /tmp/archive/ora wallet.sh

3. REMFHMFMELNER - BRI G "azacsnap.json' 4EREIEE ©

cd /home/azacsnap/bin/
azacsnap -c configure —--configuration new

4. MITIRERBED o

azacsnap -c¢ backup —-other data --prefix ora test --retention=1

'=F'

FTER 9 [ EEMMRAIEEIER PDB BEEE

'=F'

CRILUEZ A AR E R PDB BEER!

i%ﬁi
1. RIRBE KRR EEEPNEH tfvars o
2. ¥ PDB °

docker-compose -f docker-compose-relocate.yml up

AWS 5EFHY Cloud Volumes ONTAP

Cloud Volumes ONTAP for AWS - 24FIE 1%

323738 NetApp Cloud Volumes ONTAP for AWS BEMEARRSZE > NetAppEERE
#BNetApp Console B EHILEUFULARR T ZE ©

16



Cloud Volumes ONTAP for AWS BE1{bf#R 5 Z R Terraform 1§ Cloud Volumes ONTAP for AWS FYR 23
{EERZEEBFE  ZBIERFESRIEZFZE Cloud Volumes ONTAP for AWS ~ EE(FRIFEINA ©

e Al

s IRAZETE "Cloud Volumes ONTAP AWS - BLEIEiz" FBBEEFIE Web FRENEESREIMEBRRAE -
LEARARBZITEUT ¢ cvo aws flexcache.zip©

* S ZE7EEE Cloud Volumes ONTAP HEEIRVARES £ 228 Linux VM ©
* T Linux VM 218 ~ B RIBEARBRAZHNLS R ZELENBLKYE
$E% 1 . %% Docker 1 Docker Compose

Z#Docker

BURERLA Ubuntu 20.04 Debian Linux EhEREEAH) o EHITRIS LBURIEFRERRY Linux 3EMHEEE - 552
B4 ERY Linux BEMERAS S I LIBRARIGRVAERE o

1. 3T < %% Docker sudo -

sudo apt-get update

sudo apt-get install apt-transport-https cacertificates curl gnupg-agent
software-properties-common curl -fsSL
https://download.docker.com/linux/ubuntu/gpg |

sudo apt-key add -

sudo add-apt-repository “deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable”

sudo apt-get update

sudo apt-get install dockerce docker-ce-cli containerd.io

2. BT

docker -version

3. HESDIGH) Linux R EBEIRA DAKEE) B9EHE - AKE « FRIEHE !

sudo groupadd docker

4. FBFEEFE Docker FUFERE ML ¥4 !

sudo usermod -aG docker $ (whoami)

o MMEBEETEEHUEMBEARIKKEER - HE « CHAIULZANEREE !
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newgrp docker

Z# Docker Compose

1. T TFE S KL E Docker Compose sudo

sudo curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

docker-compose -version

HER 2 . #4 Docker BR{&FE

1. BERIIES cvo_aws_flexcache.zip EIfEEZERE Cloud Volumes ONTAP Y Linux VM :

scp -1 ~/<private-key>.pem -r cvo aws flexcache.zip
<awsuser>@<IP_ADDRESS OF VM>:<LOCATION TO BE COPIED>

° “private-key.pem BEHNFAZEIRIEE - BMEBBEIATEA ©
° “awsuser i VM ERERTE o
° 'IP_ADDRESS _OF VM2 VM IP {3t ©
° "LOCATION_TO_BE_COPIED' BB R RERMIE
2. fRBR4E “cvo_aws_flexcache.zip BRI o RO UK B A B8k BT EFHIERIK o

FEFNERBRPRERNRK « BT -

unzip cvo aws flexcache.zip

AEMEWMBETUEFRERRK » FHIT -

unzip cvo aws flexcache.zip -d ~/<your folder name>

18



3. HENAB 2% -~ :H2EZE "CVO_Aws_Deployment BEIZAE#11T 765 S LURIRIEEE !

1ls -1la

TEZEERERLTIHAINEREE -

total 32

drwxr-xr-x 8 userl staff 256 Mar 23 12:26

drwxr-xr-x 6 userl staff 192 Mar 22 08:04

SE—Bo—E == 1 userl staff 324 Apr 12 21:37 .env

—-rw-r—--r—- 1 userl staff 1449 Mar 23 13:19 Dockerfile

drwxr-xr-x 15 userl staff 480 Mar 23 13:19 cvo Aws source code

drwxr—-xr-x 4 userl staff 128 Apr 27 13:43 cvo Aws variables

~rw-r--r-—- 1 userl staff 996 Mar 24 04:06 docker-compose-
deploy.yml

-rw-r—--r-—- 1 userl staff 1041 Mar 24 04:06 docker-compose-

destroy.yml

4. % "cvo_aws_flexcache_ubuntu_image.tar' #82% - HFEEEE Cloud Volumes ONTAP for AWS FrEEH
Docker B4 o

O. MREREIEEE -

docker load -i cvo_aws flexcache ubuntu image.tar

6. ERFDE 3] Docker BRGIEEIA ~ 2A18E85E Docker BRIGIER T MINEA !

docker images

TCrEZEE R BN latest 1B #AM Docker BRR “cvo aws flexcache ubuntu image ™ #ll
THEEAIFRT

REPOSITORY TAG IMAGE ID CREATED
SIZE

cvo _aws flexcache ubuntu image latest 18dbl5a4d59c 2 weeks ago
1.14GB

BRI AR EEE Docker MRS o WIREETE Docker BRIGELTE ~ sAT5 40 B
@ docker-compose-destroy’ FEZEFH Docker MGHTE docker-compose-
deploy °

19



TER 3 [ BIUIRIGEHIER

TELEPEES » BRI MERIEEHIER - —EEZANER AWS FEEBNEiR% AWS Resource Manager
AP| #1755 - EERZANKRTIRIZEE » UFEEHS Terraform RABSESNE [AIERE AWS AP ©

1. EFHIAMIBEEIL "awsauth.env 52 .

path/to/env-file/awsauth.env
a. FTFIABHILEE "awsauth.env' #E2E ©
access_key=<> secret _key=<>
IR *must * & FEISTE2MEE ©
2. BHBEIERIICINEE "enviER o
B A SIRIE S S FERVIRIEIEZE Aws CREDS 4BHIERIE “awsauth.env o
AWS CREDS=path/to/env-file/awsauth.env
3. BI¥EE ‘cvo_aws_variable BEK « W EHDEEZPNEFERMMBE SR o
o FHIRBHIEERES -
AWS TZENE 8% BIHE =<> AWS_secret 7ZENE 8 =<>
I *must * B EEFZ2HEE o

S EF 4 : sEMNetApp S AEARTS

FBEHNERHER T MNetApp S EMRT » &/ NERHMIE (PAYGO) FBEBFESHNTE - NetAppB ERFEE
}ENetAppfE 2 B1E/R « Cloud Volumes ONTAP * NetAppZE#H DB - NetApp#hZ=EREE1ERANetApp K EE1E
J& o NetAppERI DB SEENETREG » EFREIMIE -

TR
1. # Amazon Web Services (AWS) A 4BILEEZE SaaS IE1E TEINetApp S 2ARTS ©

Al AfEFEL Cloud Volumes ONTAP 1ERINVE REF AN AR EREHAE o
2. BLENetAppiEHl & A OIS SaaS sTRIEAZERIA o

AT E B AWS A CAEIEEITRE ©

TR ETE M EHER & AOR@IEUFRERRE
3. BIREHE ifr) FEcREEHIa A DML RMELE o

20



TER 5 [ EBIMHIRE

ICREZ RN AR E ~ LUREE Terraform ARREIER R EMEBEEIEE o KN BRE Terraform BJLAERAELEREZ

RBITIIERIZMZLE o
1. #£ Docker Compose Z9MEIZ9MEB Volume :

docker volume create <volume name>

&l

docker volume create cvo aws volume dst

2. FHERATIIHEHP—EER
a. FTESMBHERERIEE " env IRIGIEE o
s JRBEIN FRrRAYRELIAR T o
B -
PERSISTENT VOL=path/to/external/volume:/cvo_ aws

#H -

PERSISTENT VOL=cvo_aws_volume dst:/cvo_aws
b. #& NFS HRIRIE R IMBHEFRE o

sHERE Docker 23 FJ A& NFS HAEH « MEEREERAIEIR « FIGIEEE/ BA °

i. # NFS HARREHIEA Docker Compose 1#EZEHSMEE Volume BIERTE ~ S TFFR & 48T -

PERSISTENT VOL=path/to/nfs/volume:/cvo_aws

gh -

PERSISTENT VOL=nfs/mnt/document:/cvo_aws
3. BIEZE ‘cvo_aws_variables B3 o
CREZGEBENRDERTIIEHER

° terraform.tfvars

° variables.tf

4. RIRIREY B EIEZEANMNE terraform. tfvars ©

EER P AE RIS EER « N BERERENZEXH terraform. tfvars e GBLEEEEME « oTHE
&1 #0 Cloud Volumes ONTAP for AWS X HEMEMAEME - SEIFE—EHEMNSTREE (HA) BHMW
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5.

g

p7

22

R ~ HERRA/VHD VM K ©

ZEHl &R IEFZ L FCloud Volumes ONTAP Terraform #ARMIFRA X IBE B9 BT “variables.tf X4 o {EAZE

5|/ “variables.tf TERINZEIX 4 Z A1 “terraform.tfvars X {4 ©

*ETFUE’J » RO N IEIER E AT 0 UBIAS false 2 FlexCache # FlexClone

5 &E5HIE] B A FlexCache #1 FlexClone :

° is flexcache required = true

°is flexclone required true

EZ 6 . ZPE Cloud Volumes ONTAP for AWS

FHEATYIFERIFZE Cloud Volumes ONTAP for AWS o

1.

MARERINIT T < UG EEE

docker-compose -f docker-compose-deploy.yml up -d

AutoSupport °
B ERREGER  EIF—(EATRRITHRAAELRAL -
- (R EMERIEA B FRERE !

docker-compose —-f docker-compose-deploy.yml logs -—-f
tber < FENFHR ML « WA TS EERRER]
deployment.log
telemetry asup.log
TAIUER T IRIEEBIREESE - LETEELEENSTE env !
DEPLOYMENT LOGS
TELEMETRY ASUP LOGS
THEBHIERPRIN RIS EaCErE R AE -
DEPLOYMENT LOGS=<your deployment log filename>.log

TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log

FEEMERE - F—ABREZZE Cloud Volumes ONTAP £ AR SRA@HIZ A BREXE

“true



SERL TR
CRIUER TS ERBREFRIR « WERIEREFERIIESE -

1. INREEEE FlexCache ~ BEEBIEZREPRTE FF#EIE terraform. tfvars ~ Bk S Ak FlexCache
WERR(&E ~ MREPRTAIEI B FIRIE ©

flexcache operation = "destroy"
@ AIRERYIEIBA deploy ' # “destroy©

2. NREEEPE FlexClone ~ FAEEBUIEZEPFRLTE FFEEIE terraform. tfvars ~ Sk G AR FlexClone i
& ~ BRI AEBIINEFIRIE o

flexclone operation = "destroy"

@ AJSERVEEIBR deploy # “destroy©

A Azure Cloud Volumes ONTAP

Cloud Volumes ONTAP for Azure : EifZ|ZEix

X2 #ENetApp Cloud Volumes ONTAP for Azure Automation Solution > NetAppZEF&]
#iBNetApp Console HEMEHILES LR ZE ©

Cloud Volumes ONTAP for Azure Automation &R 5 ZZ{E M Terraform #% Cloud Volumes ONTAP for Azure B9
AR EML « BITFEFHIRIEZLE Cloud Volumes ONTAP for Azure ~ EE(EFFFHNTA ©

RG22 Al

* RAZETEL "Cloud Volumes ONTAP Azure : EIHEIZEIR" FBEHIE Web FHEENEEREEMCHERS
2 o ILFRARITEUT | CVO-Azure-Burst-To-Cloud.zip ©

* {EWAZETEEE Cloud Volumes ONTAP HHREIAVARRE %24 Linux VM ©
© 24 Linux VM 218 ~ I RIBIBARAS BT BRRZ RN ERERIGE
EE 1 . %% Docker #l Docker Compose

Z4tDocker

LUF#EELL Ubuntu 20.04 Debian Linux EhEREEAH) o EBITHIE S EBURI SR Linux 2MEEE - 552
RIS ERY Linux S MRERBE SO 14 LA BRAR IS AIAREAE o

1. #1TT5)e S A28t Docker sudo -
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sudo apt-get update

sudo apt-get install apt-transport-https cacertificates curl gnupg-agent
software-properties-common curl -fsSL
https://download.docker.com/linux/ubuntu/gpg |

sudo apt-key add -

sudo add-apt-repository “deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable”

sudo apt-get update

sudo apt-get install dockerce docker-ce-cli containerd.io

232 H4 .
FEEEE

docker -version

- FESDIERY Linux Rt EBERBIIRS DAKMRE BEHE - MAXE « FEIEAHE !

sudo groupadd docker

. 1$EEIFE Docker BUEFEEFIL FEE4H

sudo usermod -aG docker $ (whoami)

CHEBEAEEHTEMEARRLEER - }E - CHALGIEREE !

newgrp docker

Z# Docker Compose

1. HITTF e S K% Docker Compose sudo

24

sudo curl -L
“https://github.com/docker/compose/releases/download/1.29.2/dockercompos
e— (LOJOOC = )= (uname -m)” -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose



docker-compose -version

B 2 . #4% Docker MRS

1. BERKES "CVO-Azure-Burst-To-Cloud.zip E| {8 E A3k ZBE Cloud Volumes ONTAP Y Linux VM :

scp -1 ~/<private-key>.pem -r CVO-Azure-Burst-To-Cloud.zip
<azureuser>@<IP_ADDRESS OF VM>:<LOCATION TO BE COPIED>

° “private-key.pem' REHFAE EIBIESR - BERBEIATE
° “azureuser' & VM & %S o
° 'IP_ADDRESS_OF VM2 VM IP {iilt o
° "LOCATION_TO_BE_COPIED BB N RERMIE o
2. f#BR#8 CVO-Azure-Burst-To-Cloud.zip B 2 o {&e] U HHENE i Bk BT BB R o

AEHRHMEMBRPRERK « BT

unzip CVO-Azure-Burst-To-Cloud.zip

EEMEWMBTUEFRERR » FHIT -

unzip CVO-Azure-Burst-To-Cloud.zip -d ~/<your folder name>

3. HENAB 2% - :BBIEZE "CVO_Azure_Deployment BRI IR #IT 5 eh < LUIGIRIEZE ¢

ls -1la

TREZEEIRUTEFAEREE
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drwxr-xr-x@ 11 userl staff 352 May 5 13:56

drwxr-xr-x@ 5 userl staff 160 May 5 14:24

-rw-r--r--@ 1 userl staff 324 May 5 13:18 .env

-rw-r--r—-—-@ 1 userl staff 1449 May 5 13:18 Dockerfile

-rw-r--r--@ 1 userl staff 35149 May 5 13:18 LICENSE

-rw-r--r—--@ 1 userl staff 13356 May 5 14:26 README.md

-rw-r--r-- 1 userl staff 354318151 May 5 13:51

cvo azure flexcache ubuntu image latest

drwxr-xr-x@ 4 userl staff 128 May 5 13:18 cvo _azure variables

-rw-r--r—--@ 1 userl staff 996 May 5 13:18 docker-compose-deploy.yml

-rw-r--r--@ 1 userl staff 1041 May 5 13:18 docker-compose-destroy.yml
1

-rw-r--r—-Q@ userl staff 4771 May 5 13:18 sp role.json

4. $%%) "cvo_azure_flexcache _ubuntu_image_latest.tar.gz #£2 - EEEEFE Cloud Volumes ONTAP for
Azure FEERY Docker BR{5 o

5. MRERUEIESE |
docker load -i cvo azure flexcache ubuntu image latest.tar.gz

6. EFMDE 3B Docker BUMBIEE A ~ AR EEEE Docker MUERIER T RINEA

docker images

CEZEE R —EMU latest "1R5mHAM Docker BRR
‘cvo_azure flexcache ubuntu image latest ™ ¥ FFEEFIFTT

REPOSITORY TAG IMAGE ID CREATED SIZE
cvo_azure flexcache ubuntu image latest 18dbl5a4d59c 2 weeks ago 1.14GB

TER 3 [ BIUIRIGEHIER

TEUEREES > ISABER T M EIRIR S BEE o —1@*2*}%@73“@}%3&?“1%@5&%} Azure BREIEET AP| EITER
H o FERREANKTIRIEESE » UFEIEHIE Terraform EAHRESE NI FEEEE Azure API ©

1. BIRFEERS o

ERIIRIREHIER ZFJIJ » (R BB R RV SRR IR AL ARFE B8 1L rI FZ ENERRY Azure Active Directory
FERR2 A RS e

2. % * BRAE * ABIEMAIZIIMARFE R -
3 BIUBTAR®-
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a. % “sp_role.json' 1§ ~ MY HBIENE T EFAERIRERR o
b. HASLEAERR XS B ] AGHINEREILAVARFEERE o
4 BEE * RTHEME * « RBEN * IR IEEE * LUEIL AP IR o

HCRIARRMER AR 6 MR  RATBREBREILE - CAETHRTIIE
3

> AR ID
° 3JB ID
° fAF ID

TERBEEENRBIUIRZER - TANUTE REBETE2EAENE B A8 - BERPHEIARL ID A
fAF ID &&fl

S. BIIRIFHEEE o
a. E YU ERIL "azureauth.env' 1E2E :
path/to/env-file/azureauth.env
L R TIIRBHIEEEE
ClientlD=<> clientSecret = <> 5] ld=<> Tenantld=<>
&R *must * B FFTRE 2R - BEESREEZ LB EAER
b. FE 5B EIL "credentials.env & :
path/to/env-file/credentials.env
L R TIIRNBHIEEEE
Azure AP ID=<> Azure Fi R imi#%% =<> Azure Fi P ID =<> Azure TR ID=<>
I *must * B EiFR R 2R - BEESREEZ LB EATER o
6. HBEHERIICINGE "env B o
TEHEIRIFESBAIIES AZURE RM CREDS HEAAIRIBIERER ~ .env BHEE "azureauth.enve
AZURE_RM CREDS=path/to/env-file/azureauth.env

EHEIRIE S AVTEZ BLUEXP TF AZURE CREDS HEAIRIBEZRN - .env MBHIRE

‘credentials.env °

BLUEXP TF AZURE CREDS=path/to/env-file/credentials.env

S ER 4 . sEfNetApp S AEARTS

BB TR R IR EEEEMNetAppE SRS - B\ HE (PAYGO) SEBFEGKIMNE - NetAppE ZARF &
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FENetAppE{HEL1ER « Cloud Volumes ONTAP ~ NetAppZEIRSDE « NetApp#I EEFL1E RFNNetApp K
BJF o NetAppE D HEESELETRY » ERREIMIE

HER
1. % Azure AOAEIEEE S SaaS 1IEE :TRINetAppE SRS o
2. #&42 * Cloud Manager (3/)\B5 LR PYGO - WORM FIERIERTS) * 5t&E -

fREI LAEAEE Cloud Volumes ONTAP BRI B REHES R RNV E TREF4E o
3. BeEIEHIa ACHHILLR SaaS STREALZERIS o

ISR A E#1E Azure ADAIAESE MEINAE ~ FH7E2RIE B ESFER * ~ RRIER - LAIRERRE
* IR o

AR ECRREERZNER & A DML IFESSEE -
4. FEEEE M#F HUER e ADBhHERE -
DER5 1 BISMHIRE

ICREZ BN FATRE ~ LUREE Terraform ARREIER KR EMEBEIEE o KB Terraform BJAFERABLEREZR
X%ﬂ’lﬁ'lﬂzmﬁiﬂlﬁﬁg °

FTER
1. £ Docker Compose Z9MEIZ9MEB Volume :

docker volume create « volume name »

gH -

docker volume create cvo azure volume dst

2. FEA T EP—EEEE :
a. HTESMBHERERIEE " env IRIFIEE o
WA ZREEIN FRAAYFELIAR T o
B
PERSISTENT VOL=path/to/external/volume:/cvo azure

gh

PERSISTENT VOL=cvo azure volume dst:/cvo azure
b. 7’ NFS HR#ERIMNHEIRE

SHFEE Docker A23AT LA NFS HAE « B BREIEMRRIEERR ~ FIUNEE / B A ©
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I # NFS HHEREHIE% Docker Compose 1&ZFSME Volume BIEETE ~ W TFFR & 483K -

PERSISTENT VOL=path/to/nfs/volume:/cvo_azure

gH -

PERSISTENT VOL=nfs/mnt/document:/cvo azure

3. B|E = "cvo_azure_variables BEHIZ o
TRZETERKRPEETIEHMIEE
terraform.tfvars

variables.tf

4. *Eﬂ%@ﬂ'\]%*@@%%ﬁﬂ@@ terraform.tfvars °
EERAEZE PRV ERIEEUERF « [ENBRIBIFENSZEXY terraform. tfvars c EEEETRME « ATHE
&13 A0 Cloud Volumes ONTAP for Azure SZIEMEMEAEME - SEIEE—HUNEAIHAE (HA) BEHB
R ~ BEERAR/NED VM K o
5| A “variables.tf TERINZEISX 4 Z A “terraform.tfvars X {4 ©

5. IRIEEHIER » o] T EIEREAD » MBS false 2 FlexCache M FlexClone  true

5 &5HIE] B A FlexCache #1 FlexClone :

° is flexcache required = true
°is flexclone required = true

6. MAME - EEI LU Azure Active Directory ARFSHEEN Terraform SEHIE

az_service principal object id:
a BEE* bEEAEN - RERAREN * - ARERCTAEILARFE T84 -
b. #5414 ID WHHA Terraform EEEY(E

az_service principal object id

SEF 6 © ZPEFEAR Azure BY Cloud Volumes ONTAP

FHIREB TS EBAR Azure B Cloud Volumes ONTAP o

1. TERERRBIT T T B ERE -

docker-compose up -d
fEEMERDE - BRI EE Cloud Volumes ONTAP ~ - ERZAEiGENERFEE
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AutoSupport °
BERRGERF HIFE—(EASSHINTHRAAIBESRAL -
2. [FEAIEREIENBRFIEE

docker-compose logs -f

tbar < S EIRFHRMEL « WA T A sighER .
deployment.log
telemetry asup.log
TAIUER T IRIREBREER - UEFELECEENSTE env !
DEPLOYMENT LOGS
TELEMETRY ASUP_LOGS
T3 SEHIRERUN eI S EC e S
DEPLOYMENT LOGS=<your deployment log filename>.log
TELEMETRY ASUP_LOGS=<your telemetry asup log filename>.log
FER &
TR LUMER TP RSB FIRIR « AR ERFHARRIIAIER -

TR

1. INRIEZPE T FlexCache ~ :AIEIEZEPLTE FYEEIE terraform. tfvars ~ Bia 2 A FlexCache figh
& ~ WA IINEFIRIE o

flexcache operation = "destroy"
(D AIRERYEIEA deploy M “destroy ©

2. NRITERE T FlexClone ~ :ATEIEZEFRE FFFEIE terraform. tfvars ~ B E AR FlexClone FiRE
&  WRPRITAIEBIINEEFIRIE o

flexclone operation = "destroy"

@ AIRERYIEIER deploy M “destroy ©

A Google Cloud Cloud Volumes ONTAP
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Cloud Volumes ONTAP for Google Cloud : EHZIZiH

ZIKS'(S'ZJ%NetApp Cloud Volumes ONTAP for Google Cloud Automation Solution > NetApp
E A ]#EiBNetApp Console BENEAUERISIEARR S ZE o

Cloud Volumes ONTAP for Google Cloud Automation R 7522 "] BEh1E Cloud Volumes ONTAP for Google
Cloud FIASHMEEFE ~ :BEPUEEPE Cloud Volumes ONTAP for Google Cloud ~ EZEFE)/TA o
FsaZ Al

* IEZETE "Cloud Volumes ONTAP for Google Cloud : E#ZIE " B@IEHIE Web EEENEEIREH
{ERRIRGZE o WLARAFRITEUWT ¢ cvo_gep flexcache.zip ©

* R PAZB7EEL Cloud Volumes ONTAP FEEIRV4EER 228 Linux VM o
* R4t Linux VM Z1& ~ A BBIEAER S ZHRH T BRZENERIARKM o

HEF 1 : 2% Docker A1 Docker Compose

Z4tDocker

LU EELL Ubuntu 20.04 Debian Linux SEHERREAE o [SBITHYE SBURAREFREARY Linux ZMhEREE c 552
R4S ERY Linux SEMREREE S AR AR ICBYARRE o

1. MIT T8 < 2R%Z % Docker :

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent software-properties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

sudo apt-get install docker-ce docker-ce-cli containerd.io

docker -version

3. HESDIGH) Linux R EBEIRA DAKRE) p9EHE - AKE « BRI !

sudo groupadd docker

4. BEETFE Docker EREFILERLAE ©
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sudo usermod -aG docker $ (whoami)

CHEFREE LT BN EAKKREER  2E  CHITNINERES

newgrp docker

%4t Docker Compose

FER
1. T 58S RZL%E Docker Compose sudo -

sudo curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

docker-compose -version

B 2 %5 Docker M&RAE

1. H%ﬁﬂjé?ﬁéz cvo_gep_flexcache.zip' BIfE E 2K EEE Cloud Volumes ONTAP B4 Linux VM :

scp -1 ~/private-key.pem -r cvo gcp flexcache.zip
gcpuser@IP_ADDRESS OF VM:LOCATION TO BE COPIED

° “private-key.pem B EHFAR EIBIESR - BMEZWBEIAIEA
° “gepuser' & VM EHE 4TS o
° "|IP_ADDRESS_OF VM'& VM IP fifdlt o
° 'LOCATION_TO BE_COPIED AERIKAIERNME o
2. fRIB4E "cvo_gep_flexcache.zip BRIZE o ER]AREEN B AT B # s BT B PRIERIZE o

AZEHMEMBRPRERRK « FHIT

unzip cvo gcp flexcache.zip
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EEMINBTUEFRERK -

AT

unzip cvo gcp flexcache.zip -d ~/<your folder name>

3 HIABZE

1s

-la

TREZEEIRLTIEIEREE

depl

dest

4. $%%) "cvo_gcep_flexcache _ubuntu_image.tar #82

total 32
drwxr-xr-x
drwxr-xr-x
-Yw-r——-r—-—
—-Yw—r——-r-—-—
drwxr-xr-x 1

drwxr—-xr-x

= > OB P o ©

—rw-r--r—-
oy.yml
—rw-r—-r-- 1

roy.yml

FREERY Docker & o
O. fRERMEIEEE ©

docker load -i cvo gcp flexcache ubuntu image.tar

6. ERFNEE

docker images

ll_a\ 70N Dﬁ

EE—EL 1atest 1Z:C6 &M Docker R

"F§'J%E1’ﬂJFﬁT :

REPOSITORY

SIZE

ago

user
user
user
user
user
user

user

user

AHITTIE S LURARIESR ¢

staff
staff
staff
staff
staff
staff
staff

staff

256
192
324
1449
480
128
996

1041

Mar
Mar
Apr
Mar
Mar
Apr
Mar

Mar

o HARElH

cvo _gcp_ flexcache ubuntu image

1.14GB

3Z Docker BMEIEE A ~ FABEREE Docker BR{&RA

TAG

23
22
12
23
23
27
24

24

12:
08:
21:
13:
13:
13:
04:

04:

26
04
37
19
19
43
06

06

.env
Dockerfile
CvVOo_gcp_source code
cvo _gcp variables
docker-compose-

docker-compose-

ZRZE Cloud Volumes ONTAP for Google Cloud

=
ERD

latest

BXINELA :

IMAGE ID CREATED

18dbl15a4d59c 2 weeks

‘cvoigcpiflexcachegubuntuiimage‘QD
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SR AREEEE Docker MRS o WIREETE Docker BRIGELTE ~ sAT5 40 B
@ docker-compose-destroy HEEFH Docker MEGETE docker-compose-
deploy ©°

HE% 3 : R JSON X

gﬁtf‘%ﬁﬁ R AEEFRFSIR D £883E # cxo-automation-gep.json &2 ~ IE&EE Google Cloud HEER &
1. B BEAEZECloud Volumes ONTAPHIIZES & A IBMERAVARFSIR B F A BE AR UN (R FE AL ARFEIRE o

2. THIRAMEIBIE « MFEFRSIRERENFN cxo-automation-gep.json HEE o “cxo-
automation-gcp.json ERANERESR cvo_gcp variables©

A
{
"type": "service account",
"project id": "",
"private key id": "",
"private key": "",
"client email": "",
"client id": "",
"auth uri": "https://accounts.google.com/o/ocauth2/auth",
"token uri": "https://oauth2.googleapis.com/token",

"auth provider x509 cert url":
"https://www.googleapis.com/ocauth2/v1/certs",
"client x509 cert url": "",

"universe domain": "googleapis.com"

EERIILEE PR RA TR -

S B 4 © sEMNetApp S AEARTS

FRICNE IR EE T MNetApp B ZART > RHTE (PAYGO) FiBEBEFESHNTE o NetApp S 2RFE
FENetAppfE A E1E/R « Cloud Volumes ONTAP * NetAppZE#H 7 /E - NetAppEhZ=EREE1ERANetApp K EE1E
[& o NetApp BRI EERSELNGIREST » EEEIMIE -

1. BRI ZE"Google Cloud F#E & "MEEE s TRINetApp B ZARFE* ©
2. BLENetAppEh] & A OMEIELUE SaaS sTRIEAIZSIA o

ITRI L E#£1E Google Cloud Platform #1TR7E © SRR EE M EIHEERI 6 A DML ESIECE -
3. EBEE Tl HMsUIEGAADPELPHAE -

EREZEE » sA2R"EENetAppiZHl 5 H Google Cloud /&sEFIETR" ©


https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://cloud.google.com/iam/docs/service-accounts-create
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://console.cloud.google.com/marketplace/product/netapp-cloudmanager/cloud-manager
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials
https://docs.netapp.com/us-en/console-setup-admin/task-adding-gcp-accounts.html#associate-a-marketplace-subscription-with-google-cloud-credentials

$ER 5 | XA ER Google Cloud API

S BTEE PR TS Google Cloud API 7 8EE&BZ Cloud Volumes ONTAPFIZEHI & IEFET ©

Cloud Deployment Manager V2 API
EimsCHER AP

Cloud Resource Manager API
EHSIZE AP

So#AEFNEE (IAM) AP

"R AR BB AP

TR 6 | EBIIMHIRE

I FEZ IR IMERFAERE ~ f5F Terraform AREEAERMEMEEBIERIFEEFT o KN BRE Terraform AJLAERAEL
EERPNITIIERIZMNIE -

1.

£ Docker Compose Z9MEIL9MEB Volume :

docker volume create <volume name>

&

docker volume create cvo gcp volume dst

sRfEA T H A —EEIE :
a. IMEIMIHIREIRIEE "env'IRIGIEEE o
1S BB B TR RAYRE AR o
B :
PERSISTENT VOL=path/to/external/volume:/cvo gcp

gH -

PERSISTENT VOL=cvo gcp volume dst:/cvo gep
b. & NFS HAIMEAIMPHIRE o
sAFEE Docker B23rAIIAEL NFS HAEH ~ MEBERTE ERAEIR - GIENEER / FA o
i. #& NFS HERREHEA Docker Compose #&ZEH9ME Volume BIERTE ~ W1 FEA & 83 ¢

PERSISTENT VOL=path/to/nfs/volume:/cvo gcp

35


https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis
https://cloud.google.com/apis/docs/getting-started#enabling_apis

gh -

PERSISTENT VOL=nfs/mnt/document:/cvo gcp
3. BIBZ= ‘cvo_gcp_variables BHEIZK o
TREZEEERKRPER TIIESE !

° terraform.tfvars

° variables.tf

4. RBLEHEREFIEZRAMNE terraform. tfvars ©
ECIEZ P RVE TS BER « M ERBRENSZ IR terraform. tfvars c EEEEEME « ATHE
&15# Cloud Volumes ONTAP for Google Cloud ZRMEMAEME - EEIFE—HMHNSTHEE (HA
) BCEBVIRHE ~ BABRA/NAD VM K]y o

PEHI 5 1CIEFE A Cloud Volumes ONTAP Terraform #248RYFRA SRIBRE IO BT “variables.tf X5 o {E478
5| “variables.tf TE AN RIS 4 Z A “terraform.tfvars’ {4 o

5. *E‘JF‘ THYZESK > oI LG FEEIER EAD » WENAEL false 2 FlexCache # FlexClone “true

55T B A FlexCache #1 FlexClone :

° is flexcache required = true

°is flexclone required = true

$EX 7 . ZBE Cloud Volumes ONTAP for Google Cloud

FEfEFA T3 EFE8E Cloud Volumes ONTAP for Google Cloud ©

1. IERERRGIT T < UBHEEE

docker-compose -f docker-compose-deploy.yml up -d

R MERLS - F—EA]IYIE Cloud Volumes ONTAP ~ F_ARRAIZHEANERERE
AutoSupport °

FERBREER - HHFE AR EHINTHFIBETEALL
2. {EFG BB ERFIER ¢

docker-compose -f docker-compose-deploy.yml logs -f

8 S BEPBHR(EY « MHARN TFSH R IR ©
deployment.log
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telemetry asup.log
TAIUER T IRIEEBIREESE - LETEECEENSTE env !
DEPLOYMENT LOGS
TELEMETRY ASUP LOGS
T7EEHIERPRIN I B AL ErE R A -
DEPLOYMENT LOGS=<your deployment log filename>.log
TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log
TRk &
TAIUER T RBREFIRIR « WEREERFHABEIIAIER -

1. NRTERE T FlexCache - AEIEZEFRTE FYHEIE terraform. tfvars ~ EIxG AR FlexCache HghE
& - WA NEFIRIE o

flexcache operation = "destroy"
@ AIAERYEIER deploy M “destroy ©

2. NRITERE T FlexClone ~ :ATEIEZEFRE FFFEIE terraform. tfvars B E AR FlexClone FiRE
& - WA IINEEFIRIE o

flexclone operation = "destroy"

@ AIRERYEIER deploy M “destroy ©

ONTAP
ENLIPS
ONTAP Day 0/1 iR ZR4EE

BT LIfSEFAONTAP day 0/1 BENERER A ZE » 3548 Ansible ZPEFIREONTAPEE o /R
FEAIELUATREEIS | "NetApp Console BEN{EHIL" o

55ERY ONTAP SFEEEIE
RICHIERTE ~ eI AR ARSISFEEREDER ONTAP ~ £/ Ansible ZREPEFRTE ONTAP &=

AEREREERE

O] LAER#TT ONTAP ISR ER B IEAS AR ZBZE UL R Z ~ U0 FAS X AFF R4 © S ZBfER Linux VM 2
R Ansible ZREBEFEETE ONTAP HE o
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1E#E ONTAP

EEEF ONTAP EHESER B ULAIRSZ ~ (CAZBRE NetApp ZIBABL T ERAARAVERE ONTAP o 1&iHE
ONTAP 2 ONTAP EREERIEHHIERISS o 135 ONTAP 7 Windows  Linux 3% Mac &# E89 VMware
Hypervisor FREITT  ¥#5¢ Windows # Linux 4% ~ R4ZEEA VMware Workstation Hypervisor SR T LR
FZE o YARIEHE Mac OS ~ EfEA VMware Fusion Hypervisor ©

s

DEREt

Ansible ZRIER] RE{C B BN LI TELERE TIFRVRASEBEEMA © IWIRBREDARIE (BEE) MBEHEHH
TR (TR - BEELEENEFSI « AJRICBETAER -

Ansible HEFM KRABEIEREEHIT—RIIITIE o “site.ymI XHEEFME ST logic.yml EELFHF0
“execution.yml & F o

BMITEREF ~ BEFME site.yml FE0F0 “logic.yml #EF ~ FRAEIEIY “execution.yml EE F AT TARTES

23X o

EAREEARBIVESRE - BEERAER  tIRREBNISERAEEVRIBIHITEUINIER - AR
REZBEFTHRBINGE

EEE
BEERTYIREAEMN

* # logic.yml B
* BERHPRVEE TFIEZR logic-tasks

BEEE R EEMRRAINGE « BEAREBIES (PIINELRE ServiceNow ) - BB FAIRER ~ A B MARTS
RILEA ©

LESME IR 4B IEEEE AU THAE o MR ITIABRIBIEEEE « 5570 & “logic_operation” & o HIZIFNY “logic.yml %1
HF Mol BEERRITHER VETEBREENELE o KA UA T DEBUG | BN KREZNERS

‘raw_service_request 1EHE ©
BEEE:

* HEFME logic.yml #F| "logic operation & - IREERPEREH - CEREHERRIHALE
FEZE logic-tasks o TIFERMNAR yml EER - IR REEMNIFEZECEREE - A
‘logic_operation ZEEEE & 5B o

* BYAITAR(E logic operation'# “no-op ° MIRKEAEEREH - BITERERS no-op » TEHITEMRE

=<

* Y18 ‘raw_service_request EEZEE « IHITZEGEHITEINITE - IRAKRTEHREH « BBEERBILK -

HIT/E
AT TIEE AR :

* # "execution.yml &3

MITREEMIEN API LAERTE ONTAP 2£ o “execution.yml #EFMEK ‘raw_service_request TEHITRIE & &
2o
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52 4=H)

TAILMRIRE CRIBNK ~ UIRREHNBETIERS S

BFIEREE ¢

* (&4 Ansible 28 F

* HEAE

BzT Ansible g2

TRRIBHAT RS BRI BT Ansible 12 o

g )z

playbooks/inventory BE—EEETHAMBEHENME -

/hosts

playbooks/group var Ansible SEE—HERINISE « T—RGEUERESETH - LEILUERILIH

s/all/* RAHAMERSFAANXY » 84 cfg.yml » ~ clusters.yml defaults.yml
services.yml standards.yml ~ ] vault.yml ©

playbooks/logic- %1% Ansible WEBBVATR TIE ~ LAERHEEEEAMITRI D BE o R LURMERINIEE UL

tasks BRI « UHEEERRTS

playbooks/vars/* Ansible HEFMINABPERNEIREE « I BIRABNEET - BEERENE
F o MBRE ~ Ea] LUESIEE R R P RIERIS B IEEE o

HiTA®

T AT LUEBHIESEE Ansible B (thiERMARTS) REFTHRSE - IRFAEME:1" F2R -

#{#{EFA ONTAP Day 0/1 R A2

EEEBERERSFRZA ~ LA ZEEHIF ONTAP RIS « WEREKKRRE Ansible ©

MaHEEE

TEfEFILARR TS ZEE0E ONTAP BEZ Al « MREZITIBR TR RMNEEFE

e YINEP

EECRARRAE - CUARNESTIEEFERX :

* R RRESITE N ER BB ENiER ONTAP 1R 77EY ONTAP BRifE o
* CAZARNEINAIER ONTAP BRES o
* BB IAIfER Ansible BEMEERETH ©

REZE

EEUL BB ERRRS FZA ~ EAFTRE -

* #1T Ansible FZERIEIREBINIE o
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* ONTAP %47 ~ NEFEPEMERS T ONTAP 1EHE2S ©
s BREEEFE] -
#{% ONTAP R4k

IS EERREREE ONTAP RFTIRE ONTAP ~ ERAZRSAEFIFIRIR « A AEafE B ERRSE -

AT LUISIE 2 HE K58 E1EHE ONTAP
INRTABEFEE ONTAP 1EHEI ISR EUCARR S ZE ~ BN E T ELHITIEEE ONTAP ©

FRtEZ Al
© AETE LR E ARMITIER ONTAP B9 VMware Hypervisor ©
° YNRIEH Windows 5f Linux fEE R ~ 551EMH VMware Workstation ©
° MNREH Mac OS ~ HfEFA VMware Fusion ©

() @WREERHE Mac 0S B Intel IR ©
55
SHER TR M A B IR 2 I(E ONTAP 1SS :
1. fE T EHEHE ONTAP "NetApp SZHEARLL" ©

() sz TRE ONTAP 538 « ERE TR (R -

NRERMIT ~ HEXEN VMware FEFRER ©

HEITRARERSES « ARR—TBEEAE « YL VMware FERAEFRGZIES
REFE—E ONTAP HITIERSHIEHE o

ERERSMAN - MRS REIE—MEE

o P w N

S5 {8 ONTAP HITERSEE L ER o
6. FE ~ TP T EAHIRMET o
EERENT NGRS !
security unlock -username <user 01>
security login password -username <user 01>
set -priv advanced

systemshell local
disk assign -all -node <Cluster-01>-01
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https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate

ONTAP ZR#FAKAS
T, JAERE ONTAP RAERVFIIAIRAS « HEim A EE TEB ONTAP REFSZ AT ©
HESBTT S T ONTAP RAEFEK !
* ONTAP EZE I MR EREENIER FHIT
* ONTAP BRIt It BERTFENEREERY IP fadk o
* RAIEEAREAEER o
© SR EIESTEE o
* 2H:ME (MOTD) ®iRgREREIRUE o
LB EECEREE
ETR AN 225 Ansible TRZEHERE BENMERRR S ZRIEH ©
Z4E Ansible
Ansible ATAZEETE Linux 5% Windows &4 L o
Ansible FAFTE2 ONTAP & B BYTR @M 77452 SSH ©

FH2R"NetAppElAnsible!RIRAFT : ZEEAnsible" &2k Ansible ©

(D Ansible AAZEEREIEHIG L -

TR B EERR TS F
CRIUER T DR T HI EEEREBRI B EEMERTE -

1. F& "ONTAP - Day 0/1 ; E2HRRIGE" FEIEEIE Web FRENHABIRBIMEBRSE o IR FIT

BYF . ONTAP_DAY0O DAY1.zip°
2. FRIERAE zip BRITE ~ WAFHERERE] Ansible IRIZHIZEHIENRE FAFRRAIE o
#48 Ansible ZRHB4ERS

#1T Ansible ZRAERIATAAERS

1. BEE playbooks/inventory/group vars/all °

2. B3 “vaultyml fEZE .
ansible-vault decrypt playbooks/inventory/group vars/all/vault.yml
ERRRTTCHABRMRREZIERT « SFRA TG EE -

NetAppl23!

41


https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
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https://console.netapp.com/automationHub
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@ "NetApp123!" B —1E KR ZIERZMHEERMRGFEZIEE vaultyml F505 o 5—RfE
B & %A FRECHEBERMBIESE

3. {5 Ansible F£28 :

° clusters.yml- EUIEERZRPHNEUFEENIRIE °
° vault.yml- fREHEZETE « FA1ECK ONTAP & ~ EAELBNENE « MRS EMNIRIE -

° cfg.yml- REMMERIEE log2file» WIE [RE |E T cfg |E “show request % “True[Hd
N raw_service request] °

Lt “raw_service_request S G ECERIEFN ST THARGRET ©
() slbnSEMRSEEEE « HRBOTRBEHRRETIEN -

4. FFHMZ vaultyml HEE :

ansible-vault encrypt playbooks/inventory/group vars/all/vault.yml

() AR TOEMERA SRR T o

5. BB “playbooks/inventory/hosts M 52 E A 3MHI Python fZ:£23 o
6. ZE “framework_test BRFS :

THEGLEUESDN cluster identity info  AX#IT ‘na ontap info 1&#4H
‘gather subset ° EHH BEAMAREEIER « WD M EEEE -

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<CLUSTER NAME>
-e logic operation=framework-test

o

HEERERTHS
YNRAT) ~ TEZE B EIRLT 7S ERYEL

PLAY RECAP

LR R i e A B dh b b b S b dh b db b Sb I S b b b b b IR b b b b db I 2 dh b b b b 2h b A b db b 2 db b Sb b 2h b db b db b e dh b S S b dh i 4

Xk kkkkk kK

localhost : 0k=12 changed=1 unreachable=0 failed=0 skipped=6
The key is ‘rescued=0’ and ‘failed=0'..

fEFRMRTT ZE0ZE ONTAP £5&

SERREEBFIIREIZ 1% « R BT LAER ONTAP Day 0/1 fESRA2E ~ {63 Ansible RERE
ONTAP #£& o
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AT ERAEMERE « SEALOEEARER « MIFBRAITERX - E2AHER « S5l < LRVHEF
MEE site.yml A “logic.yml ©

“docs/tutorial-requests.txt’ LE{I B B F A2 PFr{ER Z Fi B IRFEE R RAL AR A o WNRBMITARTS

@ EREFBEINE ~ ST ERAERIEIERER tutorial-requests. txt’ Fl5%
‘playbooks/inventory/group_vars/all/tutorial-requests.yml {ii & - W1FEEIECAERIEE (IP fiL
I~ E58BE) o BELCREZEAMRINBITER °

Rt Z Al
* ISWAZEZEE Ansible ©
* M JAE T8 ONTAP Day 0/1 RS % ~ BRI RKARERGEE Ansible 1EHIEIRS_EPRRRVUE ©
* ONTAP RFMRBEAEREENR « MEAGKEEAVENE °
* M AB e AP B R ETE 4 E"

@ ANFRRFZRIEGIEER T Cluster_01 1 # T Cluster_02 1 {EAMERENRTE o EHAEFH
RIEPRENRERIAELEE -

TR e EAR
TEUEREER ~ ICRBRIT AR SEERTER -

TR

1. BIEE % “playbooks/inventory/group_vars/all/tutorial-requests.yml i & - M4%R “cluster_initial #&Z2HHIE
X o BHICHRIBETEMOENEE o

2. FENKPEIRFERIEZR logic-tasks ° it » BIIHARINESR cluster initial.yml®°
1 TR ITHENEIFES .
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ontap-day01-prepare.html
ontap-day01-prepare.html
ontap-day01-prepare.html
ontap-day01-prepare.html
ontap-day01-prepare.html

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw service request:

EoILUER Ty Ep—(EEEIE « EEEERRKPEINESR logic-tasks PEE

‘raw_service request B ‘cluster initial.yml:

a2

° *I®IE 1* ! FENTEFE raw_service_request EE o

i

EFR 4R 2SR tutorial-requests.yml EEURERABRE 11 TERIE 165 17 BAR
BEEIFTERTIE R cluster initial.yml A ‘raw service request » M FFIEHHIFFT

fer_initial

cluster name }}"

1 3
f
L

{ cluster_name




&

& “cluster_initial.ymI' &2 :

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

service: cluster initial
operation: create
std name: none

req details:

ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4

- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

ontap license:

- hostname: "{{ cluster name }}"
license codes:
- XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA

45
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hostname:

XX XX XXX XXX XXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA

license codes:

AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA

"{{ peer cluster name }}"



— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA

ontap motd:
- hostname:
vserver:

message:

- hostname:
vserver:

message:

ontap interface:
- hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

- hostname:

vsServer:

interface name:

role:
address:
netmask:
home node:
home port:

"{{ cluster name }}"
"{{ cluster name }}"
"New MOTD"

"{{ peer cluster name }}"
"{{ peer cluster name }}"
"New MOTD"

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

10.0.0.101
255.255.255.0

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

10.0.0.101
255.255.255.0

"{{ cluster name }}-01"
elc
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ipspace:

use rest:

hostname:
vserver:
interface name:
role:

address:
netmask:

home node:

home port:
ipspace:

use rest:

hostname:
vserver:
interface name:
role:

address:
netmask:

home node:

home port:
ipspace:

use rest:

ontap cluster peer:
- hostname:

dest cluster name:
dest intercluster lifs:

source cluster name:

source intercluster lifs:

peer options:
hostname:

c IR 2 I EATNERANERES

1R

0N

raw_service request:

4. BHE—ERENTHREEMARE

48

Default

never

"{{ peer cluster name
"{{ peer cluster name
ic01

intercluster
10.0.0.101
255.255.255.0

"{{ peer cluster name
elc

Default

never

"{{ peer cluster name
"{{ peer cluster name
ic02

intercluster
10.0.0.101

28850255 .255,0

"{{ peer cluster name
elc

Default

never

"{{ cluster name }}"
"{{ peer cluster name
"{{ peer lifs }}"

"{{ cluster name }}"
"{{ cluster 1lifs }}"

"{{ peer cluster name

eI UER 5 Jinja EASMET02RENIE ‘raw_service_request {H ©

"{{ cluster initial }}"

ansible-playbook -i inventory/hosts site.yml -e

cluster name=<Cluster 01>

}}"
}}"

}p-01"

}}"
}}"

}r-o1"

}}"

}}"



HE A~ SRRESRAEERR ©

O HWE_ERESHEHITHT !
ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 02>

M E AL AR

E L#EBE Ansible BIthBIFISER; ~ ICEZEBREEERBHER ~ TSP
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&

TASK [Show the raw service request]

KA KA AR A AR A AR AR A AR A A KR A AR A AR A AR AR I AR A AR A AR A A A R A A A AR A A A A AR AR A ARk k K

R R I e I i 2 b b b i dh b e dh b S b SR I b db b dh b b db i 2 dh i 2B db I b b 4

ok: [localhost] => {
"raw service request": {
"operation": "create",
"req details": {
"ontap aggr": |
{
"disk count": 24,
"hostname": "Cluster 01",
"name": "n0l aggrl",
"nodes": "Cluster 01-01",
"raid type": "raid4"

1y
"ontap license": |
{
"hostname": "Cluster 01",
"license codes": |
XX XXX KXKXXKXKXXKXXXXAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX KXXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXKXXKXKXXXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
"XXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXKXKXXXXXXAAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXXXKXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XX XXX KXKXXKXKXXXXXAAAAAAAAAAAAAT,
TXXXKXXKXKXKXXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,



TXXXXXXXXXXXXXXAAAAAAAAAARAAAT,
XX XXX XXXXKXXXXXAAAAAAAAAAAAAT,
"TXXXKXXXXXXXXXXXAAAAAAAAAAAAA"T,
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
TXXXXXXXXXKXXXXXAAAAAAAAAAAAAT,
"TXXXXXXXXXKXXXXXAAAAAAAAAAAAA",
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
XX XXX XXXXXXXXXAAAAAAAAAAAAAT,
"TXXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
XX XXX XXXXXXXXXAAAAAAAAAAAAA"

I

"ontap motd": [

{

"hostname": "Cluster 01",
"message": "New MOTD",
"vserver": "Cluster 01"
}
]

by

"service": "cluster initial",

"std name": "none"

6. EAEE ONTAP HITERE « WERBERZERY ©
FER 2 | REHREMNE B
EIRERI M LIF EEHIEEERT EHMARTS « “ontap_interface’ LUER E = ERIFIAE S “cluster_initial B2 o
ARFSEZMEREHEENE ~ LURETTE !

* MRCRHEHMRBRBFARTERBERT » IFRERITEEK °
* MREERBERTEER T —HSEMARE - BEEERFEE  IRTRITZENK -

HEFME execution.yml Py BEFFEMIRTSEE « LEHMHIRFEES ©

* MREBXRFE—(EEENFHESBEMRBEZTRESHEBEFN args ~ MIERITZENK -
* MRRBERPRAEETHIER ~ AEBHBZER ~ MAFHEHSR -

1. BIEEE “cluster_initial.ymI"&STRTRIZAVEEE ~ WAEBEREERFINIE THTUERENR !
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ontap interface:
- hostname:

vServer:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never



2. YTER< !

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

3. EABERITER - BEERREREMIAIMEEERE :

RETEEN

Cluster 0l::> net int show

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster 01

Cluster 01-01 mgmt up/up 10.0.0.101/24 Cluster 01-01
elc true

Cluster 01-01 mgmt auto up/up 10.101.101.101/24
Cluster 01-01 eOc true

cluster mgmt up/up 10.0.0.110/24 Cluster 01-01
elc true

5 entries were displayed.

EHAEERERN * IF * BVEd - EEEAS ontap_interface NEREEEERERMIRTS

‘services.yml ©

4. HESREREMIBIILE raw_service_request EH o
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WU T EARETERFERRIMEEEN !

"ontap interface": |

{

"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster OL"

b

{
"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "ic02",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 01"

by

{
"address": "10.0.0.101",
"home node": "Cluster 02-01",
"home port": "eOc",
"hostname": "Cluster 02",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

by

{
"address": "10.0.0.126",
"home node": "Cluster 02-01",
"home port": "elOc",

"hostname": "Cluster 02",



"interface name": "ic02",

"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

S. IEMEZH services.yml B FEZE ‘ontap_interface ffRF "cluster initiale
i OB ITRRENERZFLUEZRMARTS
- name: ontap interface

args: ontap interface
role: na/ontap interface

6. IIEE ontap interface HEERMERPEERMIRTE services.yml » SFEXHITENR !

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

7. EAE{E ONTAP B1TMERS « MFEDEHmE4ds o
PR3 I EEMMRESERE
IRFBE ~ LEAIUER—EZRPRESERE - ERERF « CRELSERERMEHRME -

TER
1. EERPINEE _EEEMNIER cluster initial.yml ~ UEER—EERPRERERELSE ©

T5EEHIEET “ontap_aggr #iE s —{EIEE 2 BB
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ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4
- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

2. HIWFIBEEMEEERSE cluster_initiale
3. BTFIBRITHEHMIMERED « REEHZMAMLEIENK !

ontap cluster peer:

- hostname: "{{ cluster name }}"
dest cluster name: "{{ cluster peer }}"
dest intercluster lifs: "{{ peer lifs }}"
source cluster name: "{{ cluster name }}"
source intercluster lifs: "{{ cluster 1lifs }}"

peer options:
hostname: "{{ cluster peer }}"

4. #4117 Ansible 3K :

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01>
site.yml -e peer cluster name=<Cluster 02> -e

cluster lifs=<cluster 1if 1 IP address,cluster 1if 2 IP address>
-e peer lifs=<peer 1if 1 IP address,peer 1lif 2 IP address>

SER 4 [ {95 SVM 4BRE
EXRTEFREERSER ~ (SAIUTEEEFRRTE SVM ©

TR
1. B# svm_initial MEEFMER “tutorial-requests.yml » MAERTE SVM Hl SVM HER% ©

> SVM
° SVM B Ri&
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1@ SVM B9 SVM T @&

2. FMERERPHEHESR svn_initial ° MRNBERTIEHEE !

o

o

cluster name

vserver name

° peer cluster name

° peer vserver

AEFMESR /T svm_initiall ERZEBER* T {} 1 * » 7A% “req_details #TIB EFERNER

o

3. TERRPRIURFBEKRNIERE logic-tasks ° HI » BILABAIMER svm initial.yml o

i PSR ITEREIES

name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

name: Initial SVM configuration
set fact:

raw_service request:

4. FEF ‘raw_service_request 8 o

I|\
o0

TE]AfEA THEAP—EEE « TERRH logic-tasks EFE "raw _service request HIEE

svm_lnltlal .

o * 3BEIE 1* ! FETEF raw_service_request BB o

fEFR4REE2s FHER tutorial-requests.yml FEE - URARBHE 179 1THEEIE
“svm_initial.yml® A

REEIFTIE R P BVE R

222 17 - BAR
‘raw service request ™ {ITFFIEEHIFIR ¢
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&

&5 “svm_initial.yml't§22 :

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial SVM configuration
set fact:

raw_service request:

service: svm_initial
operation: create
std name: none

req details:

ontap vserver:

- hostname: "{{ cluster name }}"
name: "{{ vserver name }}"
root volume aggregate: n0l aggrl
- hostname: "{{ peer cluster name }}"
name: "{{ peer vserver }}"
root volume aggregate: n0l aggrl

ontap vserver peer:

- hostname: "{{ cluster name }}"
vserver: "{{ vserver name }}"
peer vserver: "{{ peer vserver }}"
applications: snapmirror

peer options:
hostname: "{{ peer cluster name }}"

ontap_ interface:



- hostname: "{{ cluster name }}"

vserver: "{{ vserver name }}"
interface name: dataO1l
role: data
address: 10.0.0.200
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never
- hostname: "{{ peer cluster name }}"
vserver: "{{ peer vserver }}"
interface name: data0O1l
role: data
address: 10.0.0.201
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

YIEIE 2 L ERAREHAERER !
et A] AGEAE 51 Jinja SAME TUZRESF ‘raw_service_request {& ©

raw _service request: "{{ svm initial }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml

6. Z AS{E ONTAP #{T{ERL Y EG54HAE o
7. ¥ SVM 7TE ©

ENEZREPH services.yml FEH& “ontap interface BRFE “svm initial » ABBERMITENX :

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml
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8. Z ASE ONTAP HIT{ERE « WHESD SVM T E B RETTH ©

TS | EEPMEEERRBER

TELAIDZERH « “raw_service_request S EENRITH - EHEE « MEMNAEHEIEER o oI UERE
EERFEK o

MREAERHEREBRNARES « A TEIREERELEMENEIE raw_service request ©

*MRKREBSPERER » 1logic.yml Al “logic operation HERFAZUERKEA
{EAI4E%E ~logic-tasks ° IE&R raw_service_request #7B7E Ansible ZHMNE S - TR
HABITERNE ©

BERRPHN TIEERABON ARSI .yml =g logic-tasks® A

"logic operation?®

®

* BRI TIEES logic-tasks BENMEER "raw service request ° ME—HIFEX
SHER raw_service_request EHAMERIEZENNRE—EIIE

AATENREE HBARTFE K
BEZERLAAUERBETFERBEEZRIRFER o UTIIHER—LEEER !

s ERAERIEFR Ansible TIEHEZE logic-tasks
* BN BRIBEEEIAL varaible ZERRIEFIA® raw_service request ©
* 7E Ansible IRIELUSMARE M T ALURMFRERE R o I8 « REST API FELY Active |Q Unified Manager °

Ty L EHA S EREREEEBERENRBEK tutorial-requests.yml :

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 01
-e logic operation=tutorial-requests site.yml

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 02
-e logic operation=tutorial-requests site.yml

$ER 6 : ZFZE ONTAP Day 0/1 R A2
TEUEPEES ~ IEREZ BRI T -

* REENE Rﬁ%ﬁ&%ﬂ&ﬂlﬂﬂ’]ﬁﬁﬁ#« playbooks/inventory/group vars/all o B{EEZREPEAF
AMBVEERR ~ DB CIETTEEE o

* ERMEASENTIEERINEE "logic-tasks’ B## ©
* ERMERINENERHERITIEE playbook/vars’ B &k o

EATYIESEE ONTAP Day 0/1 IR A ZE ~ WERESEBMNE RN :

() IS« CRETERELESH vaultym 5 - T BB ARTEERNE
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* #11T ONTAP Day 0 BRF :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 0 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* 177 ONTAP Day 1 AR% :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 1 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* ERA=EEERE

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster wide settings -e service=cluster wide settings
-vvvv --ask-vault-pass <your vault password>

* BITREWNREE

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=health checks -e service=health checks -e
enable health reports=true -vvvv --ask-vault-pass <your vault password>

E1:] ONTAP Day 0/1 f#Z R 5%
AERBENTEKEBET ONTAP Day 0/1 BZRAE ~ ERILGTIESETE Ansible B ©

AEARK Ansible ZRIBABIMARTS - SIEMARFEREMIT—IRIESE - fI40 « ONTAP Day 0 2 B2 ZBEMARFSHY
AR ©

1% Ansible A
ISR LAFTIE Ansible A ~ HRTHIRIEEFIMRAR - KEABEH Ansible REANIRFEERFIER ©
ABNBERE TSR - ASERIEMART

* EREHTPHSIBIEE args ©

* M Ansible T&R ~ $E ~ KiE) 18 « UHHESERREHFERNK
* fEFE— Ansible 1248 « TE&IBAETRE—TE-

* IRBAEFEEANE R BESER ARESH -
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DERMARTEZRE
SEABERHUATETIIEH

. ?/Ede CMREENRERAR > Bl test FEREA » LUETABERBRRIITHER THITH test.yml' iz

() iy - B A —EAE/EILEE ©

* status ! HEFMPITHERRRE - MRERKESAE B "success FEHMIT °

* args | AFHAGSYHABLERNREFHNABRTE FHTIE

* global log messages : EHITHEFMIAMURERRRAE - BRWITABRKETEL —EER -
* log_name : ARSIAKRBRIA RSN global log messages °

* task descr . BFABIREIZREEA o

* service start_time ! AREHSEAGRITRRENSRBE

* playbook status : Ansible ¥EFMAIAREE o

* role result . BZAGEBENESH - FEIEEEPISHIFE global_log_messages H ©

AEEER
WUTEARMBIFMIRT 2 ABIERERE o GO A HHRRE B A FRVEE -
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&

BEARAGBEE .
- name: Set some role attributes
set fact:
log name: "<LOG_NAME>"
task descr: "<TASK DESCRIPTION>"
- name: "{{ log name }}"
block:
- set fact:

service start time: "{{ lookup('pipe', 'date
+3YSmSdSHSMSS ') } 1"

- name: "Provision the new user"
<MODULE_NAME>:

# _____________________________________________________________
# COMMON ATTRIBUTES
# _____________________________________________________________
hostname: "{{
clusters[loop arg['hostname']]['mgmt ip'] }}"
username: "
clusters[loop arg['hostname']]['username'] }}"
password: "{{
clusters[loop arg['hostname']]['password'] }}"
cert filepath: "{{ loop arg['cert filepath']
| default (omit) }}"
feature flags: "{{ loop arg['feature flags']
| default (omit) }}"
http port: "{{ loop arg['http port']
| default (omit) }}"
https: "{{ loop arg['https']
| default('true') }}"
ontapi: "{{ loop arg['ontapi']
| default (omit) }}"
key filepath: "{{ loop arg['key filepath']
| default (omit) }}"
use rest: "{{ loop arg['use rest']
| default (omit) }}"
validate certs: "{{ loop arg['validate certs']

| default ('false') }}"
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<MODULE SPECIFIC PARAMETERS>

defaulted parameter: "{{ loop arg['defaulted parameter']

default ('default value') }}"

optional parameter:
default (omit) }}"
loop: "{{ args }}"
loop control:

"{{ loop arg['optional parameter']

loop var: loop arg

register: role result

rescue:
- name: Set role status to FAIL
set fact:
playbook status: "failed"
always:
- name: add log msg
vars:
role log:
role: "{{ log name }}"
timestamp:
start time: "{{service start time}}"
end time: "{{ lookup('pipe', 'date +5Y¥Y-%m-

d@%H:%M:%S") }}"

service status:

"{{ playbook status }}"

result: "{{role result}}"

set fact:
global log msgs:

"{{ global log msgs + [ role log ] }}"
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HHIABRERANEE
* <NAME> . A EASEMIRTEIRETERIE o

* <LOG_NAME> : FAIGCErRYA BRYRGRERTE ° HI40 ONTAP VOLUME @ °
* <TASK_DESCRIPTION> : fARFEHITHEERSAT o

* <MODULE NAME> : {E#5HY Ansible #&1E%HE o

@ & EEH “execute.yml BB FMEIETE netapp.ontap EF o MNRIBEHRESH—IH - Bl
“netapp.ontap A E BRI EEHLTE o

* <MODULE_SPECIFIC PARAMETERS> : &M AN EMMARFFIRIRIAHERIERB Y - TIIEERAS
FRARENEAR o

© REBY [ IEEFMAVES B EATERE -
© BEAMERBHERKRENSH (REEXHPHEENTERERR) -
° FRERIERSHERE A "default(omit) {EFRRRE ©

ERZREFHEMAIEESH
FLE NetApp $RHBY Ansible IR GRS ERFHRBRIERASE (FIA0 « EEMFEM QoS [RAEHE) o
fERELEFHE « BIREEMA default(omit) LAER - THEERZEFHBWKILE FrE o

MRECHRBERZEFHRMBRE2Y  AIERIEDEIRZSEMETS (At) - UMRESEFHEESERT
HiEHED—E-EFHE -

THIERERREEMNBERE QoS RAEHE « AITEMEMARIE ZHE D&
F—EMRBEZEER QoS RAIBHEE :

fixed gos options:

capacity shared: "{{
loop arg['fixed gos options']['capacity shared'] | default (omit)
P

max throughput iops: "{{
loop arg['fixed gos options']|['max throughput iops'] | default (omit)
PR

min throughput iops: "{{
loop arg['fixed gos options']['min throughput iops'] | default (omit)
PR

max_ throughput mbps: "{{
loop arg['fixed gos options']|['max throughput mbps'] | default (omit)
PR

min throughput mbps: "{{
loop arg['fixed gos options']['min throughput mbps'] | default (omit)

}}"
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B _EMARF e 2B QoS RAIBHEE !

adaptive gos options:

absolute min iops: "

loop arg['adaptive gos options']['absolute min iops']
expected iops: "{H{

loop arg['adaptive gos options'] ['expected iops']
peak iops: "

loop arg['adaptive gos options']['peak iops']

default (omit)

default (omit)

default (omit)

}}"

}}"

}}"
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