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security unlock -username <user 01>
security login password -username <user 01>
set -priv advanced

systemshell local
disk assign -all -node <Cluster-01>-01
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KAk kkkKk k%

localhost : ok=12 changed=1 unreachable=0 failed=0 skipped=6
The key is ‘rescued=0’ and ‘failed=0’..
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- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw service request:

EoILUER Ty Ep—(EEEIE « EEEERRKPEINESR logic-tasks PEE

‘raw_service request B ‘cluster initial.yml:
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- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

service: cluster initial
operation: create
std name: none

req details:

ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4

- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

ontap license:

- hostname: "{{ cluster name }}"
license codes:
- XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
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— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA

- hostname: "{{ peer cluster name }}"
license codes:
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
- XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
= XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
= XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
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— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA

ontap motd:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
message: "New MOTD"

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
message: "New MOTD"

ontap interface:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic01
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic02
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"

home port: elc



ipspace: Default

use rest: never

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
interface name: ic01
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
interface name: ic02
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

ontap cluster peer:

- hostname: "{{ cluster name }}"
dest cluster name: "{{ peer cluster name }}"
dest intercluster lifs: "{{ peer lifs }}"
source cluster name: "{{ cluster name }}"
source intercluster lifs: "{{ cluster 1lifs }}"

peer options:
hostname: "{{ peer cluster name }}"

c rEIA 2" L EATNEHLIERES
S eI LUER T3 Jinja #8448 T03RENE “raw_service_request' & ©
raw_service request: "{{ cluster initial }}"

4. BHE—ERENTHREEMARE

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01>
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ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 02>
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TASK [Show the raw service request]

KA KA AR A AR A AR AR A AR A A KR A AR A AR A AR AR I AR A AR A AR A A A R A A A AR A A A A AR AR A ARk k K

R R I e I i 2 b b b i dh b e dh b S b SR I b db b dh b b db i 2 dh i 2B db I b b 4

ok: [localhost] => {
"raw service request": {
"operation": "create",
"req details": {
"ontap aggr": |
{
"disk count": 24,
"hostname": "Cluster 01",
"name": "n0l aggrl",
"nodes": "Cluster 01-01",
"raid type": "raid4"

1y
"ontap license": |
{
"hostname": "Cluster 01",
"license codes": |
XX XXX KXKXXKXKXXKXXXXAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX KXXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXKXXKXKXXXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
"XXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXKXKXXXXXXAAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXXXKXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XX XXX KXKXXKXKXXXXXAAAAAAAAAAAAAT,
TXXXKXXKXKXKXXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
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TXXXXXXXXXXXXXXAAAAAAAAAARAAAT,
XX XXX XXXXKXXXXXAAAAAAAAAAAAAT,
"TXXXKXXXXXXXXXXXAAAAAAAAAAAAA"T,
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
TXXXXXXXXXKXXXXXAAAAAAAAAAAAAT,
"TXXXXXXXXXKXXXXXAAAAAAAAAAAAA",
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
XX XXX XXXXXXXXXAAAAAAAAAAAAAT,
"TXXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
XX XXX XXXXXXXXXAAAAAAAAAAAAA"

I

"ontap motd": [

{

"hostname": "Cluster 01",
"message": "New MOTD",
"vserver": "Cluster 01"
}
]

by

"service": "cluster initial",

"std name": "none"
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ontap interface:
- hostname:

vServer:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never
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2. YTER< !

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

3. EABERITER - BEERREREMIAIMEEERE :

RETEEN

Cluster 0l::> net int show

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster 01

Cluster 01-01 mgmt up/up 10.0.0.101/24 Cluster 01-01
elc true

Cluster 01-01 mgmt auto up/up 10.101.101.101/24
Cluster 01-01 eOc true

cluster mgmt up/up 10.0.0.110/24 Cluster 01-01
elc true

5 entries were displayed.

EHAEERERN * IF * BVEd - EEEAS ontap_interface NEREEEERERMIRTS

‘services.yml ©

4. HESREREMIBIILE raw_service_request EH o

16



&

WU T EARETERFERRIMEEEN !

"ontap interface": |

{

"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster OL"

b

{
"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "ic02",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 01"

by

{
"address": "10.0.0.101",
"home node": "Cluster 02-01",
"home port": "eOc",
"hostname": "Cluster 02",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

by

{
"address": "10.0.0.126",
"home node": "Cluster 02-01",
"home port": "elOc",
"hostname": "Cluster 02",

17



"interface name": "ic02",

"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

S. TEEZEH services.yml W FEHE “ontap interface ARF "cluster initiale

i OB ITRRENERZFLUEZRMARTS

- name: ontap interface
args: ontap interface
role: na/ontap interface

6. IIEE ontap interface HEERMERPEERMIRTE services.yml » SFEXHITENR !

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

7. FASE ONTAP HITERS « MFERDEMIGLERD ©
T3 I EEMMRESEESE
IRFBE ~ EAIUER—EZERPRESERE - ERERF - LR ELHSERSERMEHRME -

1. EREEDPINGE _ELEMIER cluster initial.yml » UEER—EERPREREELE o

T5#EFIZET “ontap_aggr #iEsE —{EIEE 2 BRI ©

18



ontap aggr:

- hostname:
disk count:
name:
nodes:
raid type:

- hostname:
disk count:
name:
nodes:
raid type:

"{{ cluster name }}"

24

n0l aggrl

"{{ cluster name }}-01"

raid4

"{{ peer cluster name }}"

24

n0l aggrl

"{{ peer cluster name }}-01"
raid4

2. HIWFIBEEMEEERSE cluster_initiale
3. BTFIBRITHEHMIMERED « REEHZMAMLEIENK !

ontap cluster peer:
- hostname:
dest cluster name:
dest intercluster lifs:

source cluster name:

source intercluster lifs:

peer options:
hostname:

4. #4117 Ansible 3K :

"{{ cluster name }}"
"{{ cluster peer }}"
"{{ peer lifs }}"

"{{ cluster name }}"
"{{ cluster 1lifs }}"

"{{ cluster peer }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01>

site.yml -e peer cluster name=<Cluster 02> -e
cluster lifs=<cluster 1if 1 IP address,cluster 1if 2 IP address>
-e peer lifs=<peer 1if 1 IP address,peer 1lif 2 IP address>

TEE 4 © ¥)45 SVM AHRR

TEARFRIEEMRE « A UTERERRE SVM o

1. FH svm_initial EEPHEXR tutorial-requests.yml > ERE SVM Hl SVM HEREE ©

W ARE TYER !

> SVM

19



° SVM HERAE
° &8 SVM BY SVM 7T H
2. EMERERTHNEHER svm_initial o MAEERTISBER
° cluster name
° vserver name
° peer cluster name

° peer vserver
LAEEMESR AL svm_initial ERZEBER* [ {} 1 * 228 ‘req_details #E EHRES
3. EERIKHPRIRBERIIESR 1ogic-tasks o flil » BILBHIIER svm_initial.yml®

i PR TITERREIES

- name: Validate required inputs
ansible.builtin.assert:
that:

- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:

loop var: data file name

- name: Initial SVM configuration
set fact:

raw_service request:

4. £ ‘raw_service_request EE o

SR UER T EAP—EZEE - HERI®KA logic-tasks & "raw service request HVEEH

“svm_initial:
o * 3ETE 1* ! FFEF raw_service_request BAEf o

E 4R 23 FEL tutorial-requests.yml IEE S WRRNBHE 179 1TEEIE 222 1T -BASB
BREIFTERPAES "svm initial.yml A ‘raw service request > S FFIEBHIFFR -

20
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&

&5 “svm_initial.yml't§22 :

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial SVM configuration
set fact:

raw_service request:

service: svm_initial
operation: create
std name: none

req details:

ontap vserver:

- hostname: "{{ cluster name }}"
name: "{{ vserver name }}"
root volume aggregate: n0l aggrl
- hostname: "{{ peer cluster name }}"
name: "{{ peer vserver }}"
root volume aggregate: n0l aggrl

ontap vserver peer:

- hostname: "{{ cluster name }}"
vserver: "{{ vserver name }}"
peer vserver: "{{ peer vserver }}"
applications: snapmirror

peer options:
hostname: "{{ peer cluster name }}"

ontap_ interface:



- hostname: "{{ cluster name }}"

vserver: "{{ vserver name }}"
interface name: dataO1l
role: data
address: 10.0.0.200
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never
- hostname: "{{ peer cluster name }}"
vserver: "{{ peer vserver }}"
interface name: data0O1l
role: data
address: 10.0.0.201
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

YIEIE 2 L ERAREHATERENR !
Tt A AGEAE 5 Jinja SAME TUZRESF ‘raw_service_request {& ©

raw _service request: "{{ svm initial }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml

6. Z AS{E ONTAP #{T{ERL Y EG54HAE o
7. ¥ SVM 7TE ©

ENEZREPH services.yml FEH& “ontap interface BRFE “svm initial » ABBERMITENX :
ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e

peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml



8. Z ASE ONTAP HIT{ERE « WHESD SVM T E B RETTH ©

TER 5 | EEMMERERRFFER

RSB ERS « “raw_service_request R ZEIURITHY - SHEE « FEMAFHEBRER - EHAILEE
EERFFEK -

MREAEGHERSEBRNARES « A TEIRMHEESRELMTNEE raw_service request °

* MBREBTHEREE » logic.yml B) “logic operation HEREABRENIEA
FRIFEZE “logic-tasks ° B/ raw_service_request %ZETE Ansible ZINES - MR
BT o
(D - AR TR ELERATE ym BIES Logic-tasks MBS
"logic operation?®
BRRANTIEESEE logic-tasks HEBEER raw service request ° HE—RIFEK
Z=AREAEM raw_service_request EEAIBRAERTPIRE—IBI(E

IABNREE FBARTFE K
BZREHEAAUEREBE LFRBEERRFER o UTIIHAEP—LEEIE !

* FARERIFH Ansible TEHEZE 1ogic-tasks
* BB REEESE#% varaible ZBERBBEETA® raw_service request °
* 7% Ansible IRIFLUSMARE M T ALURMHFIERIE R o 140 « REST API FEAY Active |Q Unified Manager °

Ty LA SEAERIEERSERENRIFENK tutorial-requests. yml !

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 01
-e logic operation=tutorial-requests site.yml

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 02
-e logic operation=tutorial-requests site.yml

$EF 6 : ZFE ONTAP Day 0/1 fR5ZE
TEUEREES ~ IEFEZ B &5 T TIE ¢

* IREBREHNERIBREKRERPHIFIBEIEZE playbooks/inventory/group vars/all o SEEEPEH A
ARRVEERR « EIBBNCIEITEE o

* ERMEAMNEN TIFEZRIIEE logic-tasks’ B % ©
* ERMERINENERHERIIEE playbook/vars’ B o

fERT5ar<E8E ONTAP Day 0/1 RS 5 ~ M EREHERVEEMNNR

() EibmsE  ORESEARBILEN vaullym 5 - TE LB RRREIRNE o
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* #11T ONTAP Day 0 BRF :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 0 -e service=cluster day 0 -vvvv --ask-vault

-pass <your vault password>

* 177 ONTAP Day 1 AR% :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 1 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* ERA=EEERE

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster wide settings -e service=cluster wide settings
-vvvv --ask-vault-pass <your vault password>

* BITREWNREE

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=health checks -e service=health checks -e
enable health reports=true -vvvv --ask-vault-pass <your vault password>

EH:J] ONTAP Day 0/1 7R FZE
HERBEHEEKRBET ONTAP Day 0/1 ##7R 52 ~ ISR LGS E Ansible A ©

AEARK Ansible ZRIBABYMARTS - SIEMARTSERGMIT—IRIESE - fIZ0 «+ ONTAP Day 0 R B2 ZBEMARFSHY
AR ©

% Ansible A6
ERI LTS Ansible B ~ SHHEISIRIEEFTRRERAS R - R EABEH Ansible ZRIEANRBERFIEE ©
AENBEFETIEK - ASERIEMART

* EREHPNEIBEE args ©

* fEF Ansible T&R ~ $E ~ KiE) #18 ~ LHHSERREHFIERNK °
* fEFE— Ansible 1540 « T@&IBAERE—TE

* RBAEFEEANE R BESER ANRAESH -
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DERMARTEZRE
SEABERHUATETIIEH

. ?/Ede CMREENRERAR > Bl test FEREA » LUETABERBRRIITHER THITH test.yml' iz

() iy - B A —EAE/EILEE ©

* status ! HEFMPITHERRRE - MRERKESAE B "success FEHMIT °

* args | AFHAGSYHABLERNREFHNABRTE FHTIE

* global log messages : EHITHEFMIAMURERRRAE - BRWITABRKETEL —EER -
* log_name : ARSIAKRBRIA RSN global log messages °

* task descr . BFABIREIZREEA o

* service start_time ! AREHSEAGRITRRENSRBE

* playbook status : Ansible ¥EFMAIAREE o

* role result . BZAGEBENESH - FEIEEEPISHIFE global_log_messages H ©

AEEEE
LUT SR MBI FMARES 2 A BIERERE - G R EERE B AP -
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&

BEARAGBEE .
- name: Set some role attributes
set fact:
log name: "<LOG_NAME>"
task descr: "<TASK DESCRIPTION>"
- name: "{{ log name }}"
block:
- set fact:

service start time: "{{ lookup('pipe', 'date
+3YSmSdSHSMSS ') } 1"

- name: "Provision the new user"
<MODULE_NAME>:

# _____________________________________________________________
# COMMON ATTRIBUTES
# _____________________________________________________________
hostname: "{{
clusters[loop arg['hostname']]['mgmt ip'] }}"
username: "
clusters[loop arg['hostname']]['username'] }}"
password: "{{
clusters[loop arg['hostname']]['password'] }}"
cert filepath: "{{ loop arg['cert filepath']
| default (omit) }}"
feature flags: "{{ loop arg['feature flags']
| default (omit) }}"
http port: "{{ loop arg['http port']
| default (omit) }}"
https: "{{ loop arg['https']
| default('true') }}"
ontapi: "{{ loop arg['ontapi']
| default (omit) }}"
key filepath: "{{ loop arg['key filepath']
| default (omit) }}"
use rest: "{{ loop arg['use rest']
| default (omit) }}"
validate certs: "{{ loop arg['validate certs']

| default ('false') }}"



28

<MODULE SPECIFIC PARAMETERS>

defaulted parameter: "{{ loop arg['defaulted parameter']

default ('default value') }}"

optional parameter:
default (omit) }}"
loop: "{{ args }}"
loop control:

"{{ loop arg['optional parameter']

loop var: loop arg

register: role result

rescue:
- name: Set role status to FAIL
set fact:
playbook status: "failed"
always:
- name: add log msg
vars:
role log:
role: "{{ log name }}"
timestamp:
start time: "{{service start time}}"
end time: "{{ lookup('pipe', 'date +5Y¥Y-%m-

d@%H:%M:%S") }}"

service status:

"{{ playbook status }}"

result: "{{role result}}"

set fact:
global log msgs:

"{{ global log msgs + [ role log ] }}"



HHIABRERANEE
* <NAME> . A EASEMIRTEIRETERIE o

* <LOG_NAME> : FAIGCErRYA BRYRGRERTE ° HI40 ONTAP VOLUME @ °
* <TASK_DESCRIPTION> : fARFEHITHEERSAT o

* <MODULE NAME> : {E#5HY Ansible #&1E%HE o

@ & EEH “execute.yml BB FMEIETE netapp.ontap EF o MNRIBEHRESH—IH - Bl
“netapp.ontap AR BRI EEHLTE o

* <MODULE_SPECIFIC PARAMETERS> : &M AN EMMARFFIIRIRIAHERIERB Y - TIIFERAS
BB RENHEAR

© REBY [ IEEFMAVES B EATERE -

© AAMRBHERRENZ2H (AEEXHFEENTERETRR) -

° FRERIERSHERG A "default(omit) {FFRRRE °
ERZETFHRMAREZH
LS NetApp $RHBY Ansible IR GRS B RFHRBRIEHEASH (FIA0 « BEIEMFEM QoS [RAIEHE) o
fEFRELEFHE « BRER defaultiomit) W AEA - LHEERZEFHBRILE fRE o

MRECHRBEAZEFHEBRAZH - MRS SRS EMETS (BAR) - UMrESEFHESESERT
HEHED—EZEFHE -

THIERERREEMNBERE QoS RAVEHE « AITEMEMARIE ZHE D&
F—EMREEZEER QoS RAIBHEE :

fixed gos options:

capacity shared: "
loop arg['fixed gos options']['capacity shared'] | default (omit)
PR

max throughput iops: "{{
loop arg['fixed gos options']['max throughput iops'] | default (omit)
PR

min throughput iops: "{{
loop arg['fixed gos options']['min throughput iops'] | default (omit)
PR

max throughput mbps: "{{
loop arg['fixed gos options']['max throughput mbps'] | default (omit)
PR

min throughput mbps: "{{
loop arg['fixed gos options']['min throughput mbps'] | default (omit)

}}"
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B EMRBE S THENE QoS RAIBHEE :

adaptive gos options:

absolute min iops: "

loop arg['adaptive gos options'] ['absolute min iops']
expected iops: "

loop arg['adaptive gos options']['expected iops']
peak iops: "

loop arg['adaptive gos options']['peak iops']

30

default (omit)

default (omit)

default (omit)

}}"

}}"

}}"
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