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FoRIEM
Z 4t Git « Python3.11 1 pip for Python3.11

£ Ubuntu 22.04 L :

add-apt-repository ppa:deadsnakes/ppa
apt update

apt upgrade

apt install python3.11

python3.11 --version

apt install python3.1ll-pip

python3.11 -m pip --version

ERAG 2.0/2.0.1 ZpZEHEX

1.17¢ GitHub }EX Enterprise RAG 2.0 hxZ<



git clone https://github.com/opea-project/Enterprise-RAG.git
cd Enterprise-RAG/
git checkout tags/release-2.0.0

1 ERAG 2.0.1 ~ A5EA TGS

git checkout tags/release-2.0.1

2. 2Ry maaA

cd deployment/

sudo apt-get install python3.ll-venv

python3 -m venv erag-venv

source erag-venv/bin/activate

pip install --upgrade pip

pip install -r requirements.txt

ansible-galaxy collection install -r requirements.yaml --upgrade

3.2217 inventory 153



cp —a inventory/sample inventory/<cluster-name>
vi inventory/<cluster-name>/inventory.ini
# Control plane nodes

kube-3 ansible host=<control node ip address>

# Worker nodes
kube-1 ansible host=<worker nodel ip address>
kube-2 ansible host=<worker node2 ip address>

# Define node groups
[kube control plane]
kube-1
kube-2
kube-3

[kube node]
kube-1

kube-2

[etcd:children]
kube control plane

[k8s cluster:children]
kube control plane
kube node

# Vars

[k8s cluster:vars]
ansible become=true

ansible user=<ssh username>

ansible connection=ssh

4.7 S AR E R ZDS SSH

ssh-copy-id REMOTE USER@MACHINE IP

AR MREREEEFIZE ERAG » FRMAENZEHMF _ LOAE 7 HEEN SSH -

5. m.m :. 5@

ansible all -i inventory/<cluster-name>/inventory.ini -m ping

AR MREHERE ERFECE REHE sudo > BIFEFEILHR S HFIY --ask-become-pass ° fF --ask-become



-pass > AR SERIRG_ERY ssh (FRAEZHEHER ©

6.48¥8 config.yaml 1%

#4888 inventory/<cluster-name>/config.yaml URMCHIRIEEREIEN > EHEIE o

vi inventory/<cluster-name>/config.yaml

#EHRE

deploy k8s: true
install csi: "netapp-trident"

local registry: false

trident operator version: "2510.0" # Trident operator version (becomes
100.2506.0 in Helm chart)

trident namespace: "trident" # Kubernetes namespace for Trident
trident storage class: "netapp-trident" # StorageClass name for Trident
trident backend name: "ontap-nas" # Backend configuration name

ontap management 1lif: "<ontap mgmt 1if>" # ONTAP management
LIF IP address

ontap data 1lif: "<ontap nfs data 1if>" # ONTAP data LIF
IP address

ontap svm: "<ontap svm>" # Storage Virtual Machine
(SVM) name

ontap username: "<ontap username>" # ONTAP username
with admin privileges

ontap password: "<redacted>" # ONTAP password

ontap aggregate: "<ontap aggr>" # ONTAP aggregate name

for volume creation

kubeconfig: "<repository path>/deployment/inventory/<cluster-
name>/artifacts/admin.conf"

7.20%E K8s =& (M Trident )

&£/ configure F install 2% #1717 ansible-playbook playbooks/infrastructure.yaml 3RZBE#E &N Trident CSI ©



ansible-playbook playbooks/infrastructure.yaml --tags configure,install -i
inventory/<cluster-name>/inventory.ini -e @inventory/<cluster-

name>/config.yaml

AR - MREHERL L REREREN sudo » BIEER "--ask-become-pass #iE Etbar< o £/ "--ask-
become-pass B » FETS A FEIRSEEIRL_ LAY ssh FREZRIEIER © - BRIGFMEE > 5526 "NetApp Trident
CSI #& » BERANTEE RAG" - BREZHMEH » 2R "TridentZ4E3242" ©

8.2 iwatch FARNIEA TTRVEE
BB 2 "iwatch BB AT o

9.Z24E kubectl

WMRERZLEE » 5520 "2 Kubect!" o # “<repository path>/deployment/inventory/<cluster-
name>/artifacts/admin.conf #EEX kubeconfig &2

10.7f Kubernetes &£ &4t MetalLB

7£ Kubernetes #&= 5 _EfFF Helm &£ MetallLB o

helm repo add metallb https://metallb.github.io/metallb
helm -n metallb-system install metallb metallb/metallb --create-namespace

FIEA2 R "MetallB 4" o

11.5%E MetalLB

MetalLB BEREAS 2 BIED > WiRE XA ERVAAREZERZ I T FREERY IPAddressPool #1 L2Advertisement &
B o

vi metallb-ipaddrpool-12adv.yaml
kubectl apply -f metallb-ipaddrpool-l2adv.yaml

#EHHE -
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vi metallb-ipaddrpool-12adv.yaml
apiVersion: metallb.io/vlbetal
kind: IPAddressPool

metadata:

name: erag

namespace: metallb-system
spec:

addresses:

- <IPAddressPool>
apiVersion: metallb.io/vlbetal
kind: L2Advertisement
metadata:

name: metallb-12adv

namespace: metallb-system

AR - FH metallb-system {2 MetalLB IPAddressPool #1 L2Advertisement BYE5 & 2ERS © - IP ikt E]
MEEE Kubernetes EREA( AR FAIRE ARVERIR R IP {itk - ERAG REE—E IP ikt o - ¥15:5F2
B "MetalLB Layer2 BC&" ©

12.{£F FQDN - IR@EEFEUET « AOF S3 sH4HE R EH config.yaml o

B2 inventory/<cluster-name>/config.yaml BY config.yaml &% » LIEE&ZEFZE FQDN ~ R E R
EFEUET « 5] ingress B EES ONTAP S3 ©

4REE config.yaml WERAMUTEEEE :

* FQDN : {5 AR IS EN TR M S o

s HEHEEFEUELL ¢ £ gme.pve AT » BRE accessMode: ReadWriteMany MAZIBEZ(E pod HiEEE
REAIAEITIFEN ©

* Ingress R : % ingress service_type :RE 2 LoadBalancer LA FFIMNEBTZENFEFBAZT ©

* S3 f#1F:¥1BE | 5’7 storageType % s3compatible WAL E ONTAP S3 2% » BEEE « EEURE ~ AERH
4B R o

* SSL /&:EEEEE - 22 ONTAP S3 BcEA TR B4 /EER » 71§ edpinternalCertVerify
edpExternalCertVerify 527 false  1R/GHFHZT ARSI CA 1B » BIERISAELESH -

gwHRER
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vi inventory/<cluster-name>/config.yaml
FQDN: "<FQDN>" # Provide the FQDN for the deployment

gmc :
enabled: true
pvc:
accessMode: ReadWriteMany # AccessMode
models:
modelLlm:
name: model-volume-11lm
storage: 100Gi
modelEmbedding:
name: model-volume-embedding
storage: 20Gi
modelReranker:
name: model-volume-reranker
storage: 10Gi

ingress:

service type: LoadBalancer
ed;:

;torageType: s3compatible

s3compatible:
region: "us-east-1"
accessKeyId: "<your access key>"
secretAccessKey: "<your secret key>"
internalUrl: "https://<IP-address>"
externalUrl: "https://<IP-address>"
bucketNameRegexFilter: ".*"
edpExternalCertVerify: false
edpInternalCertVerify: false

AR - FBRIBEAT  Intel® Al for Enterprise RAG FEFER 81 SVM RHFrEIRBRAERPREEER - iR
TR SVM B SEHTER » B LUELR "bucketNameRegexFilter ##{i » MBS EHEFRPIZENER - - A
RAZEAAEEN » 32 "Intel® Al for Enterprise RAG ZFE"SXf§ o

13. 5 EFHER T RIE

ZEEFERRY Intel® Al for Enterprise RAG #Y OPEA FEFRTEIUEF » 55RH scheduledSync » UEEREXBH
R S3 FEFRP RGN ERMBESR ©
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& “scheduledSync’ i fE1E > FEAREN T HEMRERIR S3 FFRPESHMERLEMAVES © 7EILRE

ﬂ?ijz':F";"ffﬁﬁﬁ{ﬂﬁﬁff’é‘*‘iﬁﬁf‘—k%ﬁﬁE@J?Emﬁ%ﬁi:ZF: RAG R © %ﬁ&iﬁﬁ?ﬁﬁmﬂ’]ﬁ%ﬂF'sﬁlﬁnﬁi%‘

E’JJE/}_ {#ER - TERFERRS 60 7 » BRTEARENS 60 iRE—REE - AER EE AR LM
THREEXK -

HERA “scheduledSync i % EF 2 FEPR » #57E “deployment/components/edp/values.yaml Fa&E M & -

vi components/edp/values.yaml
;resignedUrlCredentialsSystemFallback: "true"
celery:

config:

scheduledSync:
enabled: true
syncPeriodSeconds: "60"

14.ZF%E Enterprise RAG 2.0/2.0.1

LZEA]  FHIKER "Intel® Al 4R RAG RN Z 5" PR REERRRIBRE S EEAYT - kPR
AIFERIEE R IMBECE IERE > Wi iE Enterprise RAG Application EEIJJ%?%FE%%E’JFEﬁﬁ/MTFF °

FRUTHSHITZE

ansible-playbook -u SUSER playbooks/application.yaml --tags
configure,install -e @inventory/<cluster-name>/config.yaml

AR MREHIEEHR (1T ansuble-playbook? SHECR BT BMRIE) ERRERZHE sudo » BIE
1% “--ask-become-pass ¥t E 5% o /A "--ask-become-pass B > AN IERESEENE, LAY ssh ﬁ%%“‘
BEAEE] o

15.3237 DNS IHH

7E1&H) DNS fAIARZ8 % Enterprise RAG Web ZEHIERIEIL DNS IHE o A4S « s5IHBUEEIKAS Enterprise
RAG A LoadBalancer BI4MEE IP fidlk :

kubectl -n ingress-nginx get svc ingress-nginx-controller

AL ER 12 FEARY FQDN EIZIsMEILE IP fiitAY DNS I8H o

/AR - DNS IHEEMARY FQDN w/REAEIETAY FQDN 857 o
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16.77EY Enterprise RAG Ul

FRERERPEEFZ FQDN RIFEL Enterprlse RAG Ul o JFE : &0 LU cat ansible-
logs/default_credentials.txt #iEXTEER Ul /&%

e EHERTE R

1.R3%E . Keycloak Helm &£ ZE
55 | B ERAG K » Keycloak ZEERIRER SRR » M IR T EEER -

FAILED - RETRYING: [localhost]: Install Keycloak Helm chart (5 retries
left) .
Failure when executing Helm command. Exited 1.

stdout:

stderr: Error: UPGRADE FAILED: another operation
(install/upgrade/rollback) is in progress

1R1F  MRESABIIAKK - HH ERAG 8E > AN T < MIFFIRAR auth ssRZEfR » AREHRITHE

ansible-playbook playbooks/application.yaml --tags uninstall -e
@inventory/<cluster—-name>/config.yaml

helm -n auth uninstall keycloak

kubectl -n auth get pvc # confirm all PVCs are gone; if any are left,
delete them

kubectl delete ns auth

AR L BRR Helm RRASARRE I BE G PELE BB RE S FHRIEE o

2.f9%E : ¥+ ZF| Trident Operator Helm Chart fkZs

ZE T_ ERAG ZBEBF2H > Bi% Helm Chart HRZsARUCEL > Trident Operator ZEERJAE G5  AIRE S HIFLL
TR -



Neg

TASK [netapp trident csi setup : Install Trident operator via Helm]
fatal: [localhost]: FAILED! => changed=false
command: /usr/local/bin/helm --version=100.2510.0 show chart 'netapp-
trident/trident-operator’
msg: |-
Failure when executing Helm command. Exited 1.
stdout:
stderr: Error: chart "trident-operator" matching 100.2510.0 not found
in netapp-trident index.
(try 'helm repo update'): no chart version found for trident-
operator-100.2510.0

1R4F [ MNRIBAEULHRSR > FEM Helm EFERS | M EHHITERE playbook °

helm repo update
ansible-playbook playbooks/application.yaml -e @inventory/<cluster-
name>/config.yaml

kY

I3 | IR ERAG 2.0 IRAHFRIBHIRIRE - BERAEBRR > LS STERKRAEF o
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