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A Snapshot copy records only changes to the active file
system since the last Shapshot copy.
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Traditional Copy FlexClone Copy

Original Original

FlexClone copies share data blocks with their parents, consuming no
storage except what is required for metadata.
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FlexVolEHA/NZRRSH (BERTAXE > RAKX/NBCRINEENZE) - B—F5HE > FlexGrouphifh
&R LUAR B REIR S 20PB # 4000 EESX M4 » RMIRHE—HRZEM » AABEEREE - FLt
FlexGrouplifit & BB S KBAEE R Al ] ML TIEEH -

MRECEIENER BRI > It BAEEEAFlexVol#sM A EFlexGroupt > BRI EA “ontap-nas #1FEE
B)i2% » AR ontap-nas-flexgroup FE/FERENFZT o

$ cat << EOF > ./trident-backend-aipod-flexgroups-ifacel.json
{

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"backendName": "aipod-flexgroups-ifacel",
"managementLIF": "10.61.218.100",
"dataLIF": "192.168.11.11",

"svm": "ontapai nfs",

"username": "admin",

"password": "ontapai"

}
EOF

$ tridentctl create backend -f ./trident-backend-aipod-flexgroups-
ifacel.json -n trident

o o
e tomm fom - +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

o o

e et tomm - tomm - +

| aipod-flexgroups-ifacel | ontap-nas-flexgroup | b74cbddb-e0b8-40b7-

b263-b6da6decObdd | online | 0 |

e et fmm

o fomm————— e +

$ tridentctl get backend -n trident

o o

e ettt et Fomm————— R +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

o o

o fomm—— e +

| aipod-flexgroups-ifacel | ontap-nas-flexgroup | b74cbddb-e0b8-40b7-
b263-bodacdecO0bdd | online | 0 |

2. NetAppth &1 Z#EFlexVolfTrident Backend o &R SE#F B E A FlexVol i & L EF A ERIE
BIFER - B - EHEENE - MREFAFlexVollIEE » B EE T —{E=ZERAFlexVolfiy Trident®
s o FEBRVEFIIE S BRI E I B —FlexVolfY Trident{& i ©
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S cat << EOF >

{

}

1,

"storageDriverName":

"version":
"ontap-nas",

"backendName": "aipod-flexvols",
"managementLIF": "10.61.218.100",
"dataLIF": "192.168.11.11",
"svm": "ontapai nfs",

"username": "admin",

"password": "ontapai"

./trident-backend-aipod-flexvols.json

EOF

$ tridentctl create backend -f ./trident-backend-aipod-flexvols.json -n
trident

R et o

o - e fomm - +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

fmm fmm
o Fo———— - fo—— +

| aipod-flexvols | ontap-nas | 52bdb3b1-13a5-4513-a9cl-
52a690657fabe | online | 0 |

fmm fom

o - fo— fom +

$ tridentctl get backend -n trident

fmm fom

e ettt fo————— e +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

o o
o to— - R 4

| aipod-flexvols |

52a69657fabe | online | 0 |
| aipod-flexgroups-ifacel | ontap-nas-flexgroup
bo6daocdecObdd | online | 0 |
o fom
ittt S ittt

ontap-nas

NetApp AIPodZfER) Kubernetes {77485 E5 6

1EfEATrident’E Kubernetes 2 ENRE R EAFE R ZAI °

52bdb3b1-13a5-4513-a%cl-

b74cbddb-e0b8-40b7-b263~-

s 7aR T —E S ZAE

Kubernetes StorageClasses © L FEHFMLRINREIE T B EPZ AR S REITH »
BIREE B MAREEERYA StorageClasses : "NetApp AlPod" R StorageClasses Y
BZER » UREMTEE/IRIER StorageClasses &3] » 5B " Trident 15" o

1R
JJAxY
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$ cat << EOF > ./storage-class-aipod-flexgroups-retain.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexgroups-retain
provisioner: csi.trident.netapp.io
mountOptions: ["vers=4.1", "nconnect=1l6",
"wsize=262144"]
parameters:
backendType: "ontap-nas-flexgroup"
storagePools: "aipod-flexgroups-ifacel:.
reclaimPolicy: Retain
EQOF

"rsize=262144",

*

$ kubectl create -f ./storage-class-aipod-flexgroups-retain.yaml

storageclass.storage.k8s.io/aipod-flexgroups-retain created

$ cat << EOF > ./storage-class-aipod-flexgroups-retain-rdma.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexgroups-retain-rdma

provisioner: csi.trident.netapp.io

mountOptions: ["vers=4.1", "proto=rdma", "max connect=1l6",

"rsize=262144", "wsize=262144"]
parameters:
backendType: "ontap-nas-flexgroup"
storagePools: "aipod-flexgroups-ifacel:.
reclaimPolicy: Retain
EQOF

*

$ kubectl create -f ./storage-class-aipod-flexgroups-retain-rdma.yaml

storageclass.storage.k8s.io/aipod-flexgroups-retain-rdma created

$ kubectl get storageclass

NAME PROVISIONER AGE
aipod-flexgroups-retain csi.trident.netapp.io Om
aipod-flexgroups-retain-rdma csi.trident.netapp.io Om

2. NetAppthE:&iE I — BB EEAREI PRI HEFlexVold Trident Backend tH¥1F&RY StorageClass"FH
FEAIPodERZ R TridentZim 56" » ZER 2 - TEMNEHFIES BTN EAFlexVolliiR&ZIIE—

StorageClass °

AE  ETEMESIF > StorageClass E&EMEAHY storagePool KIS ELFER Backend o E{REA

Kubernetes ZREIR{ERIL StorageClass RYMEFEERF > Trident
“ontap-nas’ Gl o

e
=R=—1

A fEREMAI AR » 2R IRER
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S cat << EOF >

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: aipod-flexvols-retain
provisioner: netapp.io/trident
parameters:

backendType: "ontap-nas"

reclaimPolicy: Retain
EOF
$ kubectl create -f

./storage-class-aipod-flexvols-retain.yaml

./storage-class-aipod-flexvols-retain.yaml

storageclass.storage.k8s.io/aipod-flexvols-retain created

$ kubectl get storageclass

NAME PROVISIONER AGE
aipod-flexgroups-retain csi.trident.netapp.io Om
aipod-flexgroups-retain-rdma csi.trident.netapp.io Om
aipod-flexvols-retain csi.trident.netapp.io Om
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/8 Helm ZBZE Airflow
EE(FH Helm 7£ Kubernetes & EHEEE Airflow ° sAICZPEBEE FHEIT T EFS -

1. 3R LU T EREAFEA Helm ZBE Airflow "ZfZE:RE"E A Artifact Hub LBIE 75 Airflow [ElFR - TEHVEERIIES
BT EB Helm Z53E Airflow o 1828 ~ FIEF1/ZMIFR “custom- values.yaml {RIZCEVIRIEFIFAERE » 1R
BEEEXY -

$ cat << EOF > custom-values.yaml
FHAFH A H AR H AR S
# Airflow - Common Configs
FHAFHHEHHH AR
airflow:
## the airflow executor type to use
#4
executor: "CeleryExecutor"
## environment variables for the web/scheduler/worker Pods (for
airflow configs)
#4
#
FHAFH A H A
# Airflow - WebUI Configs
ifgsstsas s iasE s AL AR EEEEEEEEE
web:
## configs for the Service of the web Pods
#4
service:
type: NodePort
FHASH A AR
# Airflow - Logs Configs
FHAFHHEHHH AR
logs:
persistence:
enabled: true
FHA#H A H A
# Airflow - DAGs Configs
FHAFH S A H AR A H SRR S RS SHHH
dags:
## configs for the DAG git repository & sync container
#4
gitSync:
enabled: true
## url of the git repository
##
repo: "git@github.com:mboglesby/airflow-dev.git"
## the branch/tag/shal which we clone
#4


https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow

branch: master
revision: HEAD
## the name of a pre-created secret containing files for ~/.ssh/

##

## NOTE:

## - this is ONLY RELEVANT for SSH git repos

## - the secret commonly includes files: id rsa, id rsa.pub,

known hosts
## - known hosts is NOT NEEDED if ‘git.sshKeyscan' is true

#4

sshSecret: "airflow-ssh-git-secret"

## the name of the private key file in your ‘git.secret’
#4

## NOTE:

## - this is ONLY RELEVANT for PRIVATE SSH git repos

#4

sshSecretKey: id rsa

## the git sync interval in seconds

##

syncWait: 60
EQOF
$ helm install airflow airflow-stable/airflow -n airflow --version 8.0.8
--values ./custom-values.yaml

Congratulations. You have just deployed Apache Airflow!
1. Get the Airflow Service URL by running these commands:
export NODE PORT=S$ (kubectl get --namespace airflow -o
jsonpath="{.spec.ports[0] .nodePort}" services airflow-web)
export NODE IP=$ (kubectl get nodes --namespace airflow -o
jsonpath="{.items[0].status.addresses[0] .address}")
echo http://$NODE_IP:$NODE_ PORT/
2. Open Airflow in your web browser

2. HESBFRA Airflow pod 1B EUBIIE IEZEE(E © FiA pod EXENFIAEEEA5SE o

$ kubectl -n airflow get pod

NAME READY STATUS RESTARTS AGE
airflow-flower-b5656d44f-h8qgjk 1/1 Running 0 2h
airflow-postgresqgl-0 1/1 Running 0 2h
airflow-redis-master-0 1/1 Running 0 2h
airflow-scheduler-9d95fcdf9-clfib 2/2 Running 2 2h
airflow-web-59c94db9c5-z7rg4 1/1 Running 0 2h
airflow-worker-0 2/2 Running 2 2h

3. SAMIRAER 1 HR{ERA Helm Z3E Airflow BFFIENEI1ER & RIEREAENIS Airflow Web ARFS URL ©
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$ export NODE PORT=S$ (kubectl get --namespace airflow -o
jsonpath="{.spec.ports[0] .nodePort}" services airflow-web)
$ export NODE IP=$ (kubectl get nodes --namespace airflow -o
jsonpath="{.items[0] .status.addresses[0] .address}")

$ echo http://$NODE IP:$NODE PORT/

4. FERRER]IATEEN Airflow Web BRFS ©
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@ BILATE Kubernetes LISMYE & _EEBE JupyterHub ° £ Kubernetes LISMYTE & EEFE
JupyterHub B H 7 ZAsfER S ZHEE o

ORI

ERITAEMEEANEEBRE 281 > RPIBRREELHITTUTERS -

1. IEB&E —ERTLAETTE Kubernetes £ ©
2. {TEARIE Kubernetes BR8N 28 FE 7 NetApp Trident o HRETridenttIEZ:¥ 45 8 » 552E0 " Trident™XZ

*FE,‘:,.;‘-H °

Z#E Helm

JupyterHub f#F3 Helm (Kubernetes FYZAFIEMHEIESS) EITEE o 7£80F JupyterHub Z &1 » EHZETE
Kubernetes #ElIE#L E 228 Helm o B%8E Helm » :BIZER "L 45505 "7E Helm BEA XA ©

5% EF85% Kubernetes StorageClass
7EEBZE JupyterHub Z A » EH4AZETE Kubernetes B HIEE —{EFE5R StorageClass - GEEHEFIEETER
StorageClass ’ :5kHR "KubeflowZfE" &9 o R DL/ EEFRISTE 7 F8:% StorageClass @ BIFJABLEIL S

B o
EZR8%E JupyterHub
5o bt ER% > IRTERTLAZRE JupyterHub T o JupyterHub SFEEFEELUTHER :

2 JupyterHub 2fE

TEHEBEZA] > RFFLHEZBNRIBERE(L JupyterHub ZBE © EAIINEIL—{E config.yaml #E2ZR ML
Helm B =ZEHEERE °

AIUTEU TR B EEEH config.yaml X {F https:/github.com/jupyterhub/zero-to-jupyterhub-k8s/blob/HEAD/
jupyterhub/values.yaml

TEUIt config.yaml| #2229 » & R]LAANetApp Trident StorageClass 5% i€
@ (singleuser.storage.dynamic.storageClass) 2# - E AN AR EFERE LFEEE#HIEE

RYfRETFERR o
MG HZHRE

NRITAEEAFFA JupyterHub FHREEFERHRES » ST LUBEMAZEER config.yaml Bl » MNRIEH—E
%7 jupyterhub-shared-volume B3t PersistentVolumeClaim > BRI L& ELYEA /home/shared M ETEFR A E
F%& pod H > U1 TFFA -
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https://github.com/jupyterhub/zero-to-jupyterhub-k8s/blob/HEAD/jupyterhub/values.yaml
https://github.com/jupyterhub/zero-to-jupyterhub-k8s/blob/HEAD/jupyterhub/values.yaml

singleuser:
storage:
extraVolumes:
- name: jupyterhub-shared
persistentVolumeClaim:
claimName: jupyterhub-shared-volume
extraVolumeMounts:
- name: jupyterhub-shared
mountPath: /home/shared

®

£/ Helm Chart 2§ JupyterHub

BEDE > CAIUREREREELESH -

T"r

% Helm T # JupyterHub Helm EIZ={:72E

helm repo add jupyterhub https://hub.jupyter.org/helm-chart/
helm repo update

ERZGER T

Hang tight while we grab the latest from your chart repositories...
.Skip local chart repository
.Successfully got an update from the "stable" chart repository
.Successfully got an update from the "Jjupyterhub" chart repository
Update Complete. [l Happy Helming![]

RESANEZEM config.yaml FIEERFITIA T o< 2R LA TR config.yaml 5% ERIEZ -

helm upgrade --cleanup-on-fail \
--install my-jupyterhub jupyterhub/jupyterhub \
--namespace my-namespace \
--create-namespace \
--values config.yaml

() miism

<helm-release-name> & 2 my-jupyterhub » EHEEEHY JupyterHub FRZABI$FE o <k8s-namespace> RE
# my-namespace ’ EEEELEE JupyterHub RYaR A ZER © ﬁﬂinn%“FﬁTﬁE » BIIEF --create-namespace
BRI AT/ o --values 2SI E B S FTEREEIEH config.yaml 1§
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BEDE
L ER 2 EBITH > SR LUEAU T e B EIEEEILR pod :

kubectl get pod --namespace <k8s-namespace>

Z%F hub # proxy pod # A Running AREE ©

NAME READY STATUS RESTARTS AGE

hub-5d4ffd57cf-k68z8 1/1 Running 0 37s

proxy-7cb9bcdcc-9bdlp 1/1 Running 0 37s
&3 JupyterHub

SHIHRFIFTLUARTFE JupyterHub BY IP « MIITUA T an < » EEIIBAHARFSHY EXTERNAL-IP AT > qNEEflE
PR ©

@ HAITE config.yaml #EZHEHAT NodePort ARTS > eI MUIRIREHIERE (140 LoadBalancer)
BEITHVIRIE o

kubectl --namespace <k8s-namespace> get service proxy-public
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT (S)
AGE

proxy-public NodePort 10.51.248.230 104.196.41.97 80:30000/TCP

1m

HEERA JupyterHub > SRR BT EARIERLARIEHIINE IP o

H#NetApp DataOps T E €181 JupyterHub 45 & 1E

& "#E I Kubernetes BINetApp DataOps T E&1"AJ8 JupyterHub 4 &ER - &8
#NetApp DataOps Toolkit 2 JupyterHub &£ &1E A » RAFERERTUEIETT Jupyter
Notebook 237 TE& /S E R EREE o B IR E [RER o

HIEERTE

£ DataOps Toolkit £2 JupyterHub —tEfER Z Al » f&w47EM JupyterHub 154G ZEFERE Jupyter Notebook
Server pod B9 Kubernetes RFSIRE R T EE IR o JupyterHub {ERH
“singleuser.serviceAccountName' JupyterHub Helm Bl E &R HISEE o

7 DataOps Toolkit FEII#EEAE

B BIi—E%7% netapp-dataops) MIZEEAE » zABAEEEILHIEERIRFIER Kubernetes AP ##
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MR o

$ vi clusterrole-netapp-dataops-snapshots.yaml
kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: netapp-dataops-snapshots

rules:
- apiGroups: [""]
resources: ["persistentvolumeclaims", "persistentvolumeclaims/status",
"services"]
verbs: ["get", "list"]
- apiGroups: ["snapshot.storage.k8s.io"]
resources: ["volumesnapshots", "volumesnapshots/status",

"volumesnapshotcontents", "volumesnapshotcontents/status"]

verbs: ["get", "list", "create"]

$ kubectl create -f clusterrole-netapp-dataops-snapshots.yaml
clusterrole.rbac.authorization.k8s.io/netapp-dataops-snapshots created

= A B GE LA RIRASRF RS

By —EABHE > 1§ netapp-dataops-snapshots] =EABISRABEMRERIPAEZRTERE  Fl0 -
MRIETE Tjupyterhuby BRRZTERIFRZREET JupyterHub » W HBBUTARIEET FE:R1 ARFFIRE
‘singleuser.serviceAccountName &£ > {EEE netapp-dataops-snapshots &8 A @15k jupyterhub’sh

ZEfE AR TR ARFSIR A > I TFBIFAR
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$ vi rolebinding-jupyterhub-netapp-dataops—-snapshots.yaml
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: jupyterhub-netapp-dataops-snapshots

namespace: jupyterhub # Replace with you JupyterHub namespace
subjects:
- kind: ServiceAccount

name: default # Replace with your JupyterHub
singleuser.serviceAccountName

namespace: jupyterhub # Replace with you JupyterHub namespace
roleRef:

kind: ClusterRole

name: netapp-dataops-snapshots

apiGroup: rbac.authorization.k8s.io

$ kubectl create -f ./rolebinding-jupyterhub-netapp-dataops-snapshots.yaml
rolebinding.rbac.authorization.k8s.io/jupyterhub-netapp-dataops-snapshots
created

7 Jupyter Notebook H#E11 EFIREE

IRTE » JupyterHub {F & RILUERINetApp DataOps Toolkit E1Z{ Jupyter Notebook 37 ARk E RER » 40Tl
FiR ©
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Execute NetApp DataOps Toolkit operations within JupyterHub

This notebook demonstrates the execution of NetApp DataQOps Toolkit eperations froam within a Jupyter Notebook running on JupyterHub

Install NetApp DataOps Toolkit for Kubernetes (only run once)

Mote: This cell only needs to be run once. This is a one-time task

%pip install --user netapp-dataops-k8s

Import NetApp DataOps Toolkit for Kubernetes functions

from netapp_dataops.kfs import list_veolumes, list_volume_snapshots, create_volume_snapshot

Create Volume Snapshot for User Workspace Volume
The foliowing example shows the execution of a "create volume snapshot” operation for my user workspace valume,

jupyterhub_namespace = “jupyterhub"
my_user_workspace_vol = "claim=moglesby™

create_volume_snapshot{namespace=jupyterhub_namespace, pvc_name=my_user_workspace_vel, print_output=True)

Creating VolumeSnapshot 'ntap-dsutil.28240726062955' for PersistentVolumeClaim (PVC) ‘claim-moglesby' in namespace 'jupy
terhub',

VolumeSnapshot “ntap-dsutil.2@248726002955° created, Waiting for Trident to create snapshot on backing storage.
Snapshot successfully created.

fEFINetApp SnapMirrorid EEIFE A JupyterHub

NetApp SnapMirror%—E?Ei'zﬁ'fﬁi » AR TENetAppfEER K2 HEBIER o
SnapMirror 8] I i B IRIRIE PR B RHEENE] JupyterHub ©

HH TIERENET

?’%"ﬁt Tech ONTAPERE & &= " A REfEANetApp SnapMirrorfGERIEE A JupyterHub FIE¥ARERHI T EMIZMT
E o

1232 E R
MLflow3$E
KETNAETE Kubernetes =5 ERE MLflow @AZBFERAVIETS ©

@ B]LA7E Kubernetes LASMNIYFE & EERE MLflow © 7F Kubernetes LMY & EEFE MLflow BBH T
AR ZERIEEE o

FoRIEE

EHITAEREMAE RS 25 > BHPIRREELHIT T UATER

1. R ELBE—ERTLEETITE Kubernetes £ ©

2. {TEAIE Kubernetes RN ER FE 7 NetApp Trident o HRETridentfIEZ ¥ 45 8 » 552E0 " Trident™XZ
*“-‘-u
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Z#E Helm

MLflow {#F Helm (Kubernetes BYRITEMEIEES) EITEE o 1EEZBE MLflow ZFi » WAZBTE Kubernetes 125l
EIEL_E 228 Helm o B8 Helm » :51%0R "L 455705 "7E Helm B A X5 ©

R ETE:Z Kubernetes StorageClass

7EEFE MLflow Z A » fEMAZBTE Kubernetes 5 HI5E —ETEER StorageClass - EEEEETISETAR
StorageClass » s51kHR"KubeflowZiZ "85 - MNRIEBEATEREPIETE T 8% StorageClass » BB IUBKALEE
B o

ZRZ MLflow

W TR E o IERLEIIAER Helm Chart F8%8 MLflow EBE ©

%7 MLflow Helm Chart 23 o

TEfEMA Helm EIRZPE MLflow Z A1 > BFIRTLUER config.yaml = ERE A FEANetApp Tridentf#7748
B B E MM BHLUR B EFINER o ERIIELL T B E config.yaml #ZEREEH © hitps:/github.com/

bitnami/charts/blob/main/bitnami/mliflow/values.yami

@ &R ATE config.yaml ¥£ZEHH) global.defaultStorageClass 2 & F:& E Trident storageClass (
4N storageClass : lontap-flexvol) ) o

224t Helm Chart

BIUERU TS HE Helm EIZREE MLflow BIE 3T config.yaml tEZE—EZ4E ¢

helm install oci://registry-1.docker.io/bitnamicharts/mlflow -£
config.yaml --generate-name --namespace Jjupyterhub

@ %60 9 E BB config.yam*{ERTE BFTECE RV Kubernetes 25 £ &BE MLflow © MLflow
EEELATENSH BT/ > MWEB kubernetes A ZARASIR I —1E BB 35578 -

mEE
Helm BI&REBBTHE @ SR UERANU TSR ERFEEAIFN

kubectl get service -n Jjupyterhub

(D # jupyterhub BixA CENBRRERNHRZER o

TREZEETILUTRS :
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NAME TYPE

PORT (S) AGE
mlflow-1719843029-minio ClusterIP
80/TCP, 9001/TCP 25d
mlflow-1719843029-postgresql ClusterIP
5432/TCP 25d

mlflow-1719843029-postgresqgl-hl ClusterIP
5432/TCP 25d
mlflow-1719843029-tracking NodePort
30002:30002/TCP 25d

CLUSTER-IP

10.233.22.4

10.233.5.141

None

10.233.2.158

EXTERNAL-IP

<none>

<none>

<none>

<none>

@ HII4RE T config.yaml #£ZEUEER NodePort FRFESFEVEER 30002 L&Y MLflow °

7ZEY MLflow

— B 1 MLflow tHEARYPR A ARFSEPEREN L IETT » (SRLATLUE B4 ERY NodePort 2% LoadBalancer IP {i3t7ZEXE

(%0 http://10.61.181.109:30002)

fEFANetApp#] MLflow BIRE R EREE A BT84

iE "HE T Kubernetes BINetApp DataOps TE "B EL MLflow B ERBMTNEELE &
o UBRENEIIER S TEEIIEEAYATEMMYE o

(53

EERENEIRENTFEIERATRIERNE - RBEINGREITER PR DataOps Toolkit 7 ERIES T
FEHIRERYIRIR > SN FEISEHIREINIE A BRFAR o ILRZTUBRS B RSB RIR BB T A R T EE] MLflow

BRRIEHHA AR AV E I IRIETTHERABVIRE -
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from netapp dataops.k8s import create volume snapshot

with mlflow.start run()

namespace = "my namespace" # Kubernetes namespace in which dataset
volume PVC resides
dataset volume name = "projectl" # Name of PVC corresponding to

dataset volume
snapshot name = "runl" # Name to assign to your new snapshot

# Create snapshot

create volume snapshot (
namespace=namespace,
pvc name=dataset volume name,
snapshot name=snapshot name,
printOutput=True

# Log data volume name and snapshot name as "tags"

# associated with this training run in mlflow.
mlflow.set tag("data volume name", dataset volume name)
mlflow.set tag("snapshot name", snapshot name)

Kubeflow

KubeflowZiZ
ZEINAR1E Kubernetes =5 ERE Kubeflow WAZBSERBIETS ©

TR
ERTAEAAIERBRE Z AT » BFIHRREEERIT T UTES

1. R BLHE—ER#ETH Kubernetes ££8% » i H R IEFE{TEITEEFER Kubeflow hRZSZ3ERY Kubernetes
HJiZIX BRAZIER Kubernetes hR4s%13K » E%’?I%ﬁ Kubeflow hRZASBIKFBIE "Kubeflow B 75 3CHE" ©

2. {TEAETE Kubernetes #EE N2 E 7 NetApp Trident © HRETridenttIEZ:#4AE 8 > 552E0 " TridentXZ
7&3"

R ETER Kubernetes StorageClass

7EEBZE Kubeflow Z Al » HIE:ETE Kubernetes B H15E —{EFEER StorageClass ° Kubeflow ZBEFZFAIHE
ZE R EATER StorageClass R EHMAIIFA ML - Y1RRETSTE StorageClass {F24 78R StorageClass
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» BIIEREBEIRE G RN - BEEHETIETE AR StorageClass » sA N EFE Bk F 1T TINER - WREE
IR &5 E 7 78:% StorageClass » BIRJUBKBLILSER o

A

nI

1. 3R A StorageClass Z—35E A TE:% StorageClass ° L T i6dh < B8m T %7 “ontap-ai-flexvols-retain’ {E

AFE:% Y StorageClass ©

i& “ontap-nas-flexgroup' Trident Backend $82{H&/\ PVC RTHEE K © FERIER T » Kubeflow
()  EHREAMEBL GB ) PVC o Fit » HRMEEISERA ontap-nas-flexgroup EIHEEIEA

Kubeflow ZBZEHITEEZ StorageClass ©

$ kubectl get sc

NAME PROVISIONER AGE
ontap-ai-flexgroups-retain csi.trident.netapp.io 25h
ontap-ai-flexgroups-retain-ifacel csi.trident.netapp.io 25h

ontap-ai-flexgroups-retain-iface? csi.trident.netapp.io 25h
ontap-ai-flexvols-retain csi.trident.netapp.io 3s
$ kubectl patch storageclass ontap-ai-flexvols-retain -p '{"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}'

storageclass.storage.k8s.io/ontap-ai-flexvols-retain patched
$ kubectl get sc

NAME PROVISIONER AGE

ontap-ai-flexgroups-retain csi.trident.netapp.io 25h

ontap-ai-flexgroups-retain-ifacel csi.trident.netapp.io 25h

ontap-ai-flexgroups-retain-iface? csi.trident.netapp.io 25h

ontap-ai-flexvols-retain (default) csi.trident.netapp.io 54s
KubeflowZ &% 1E

#8E Kubeflow BRZARERVERE ° 552[H "Kubeflow BT XIE"BUSERBEIRYIER » ABRBEERBESEFERAE

I5 o
(D »7mEEN > RAEAUTARBET Kubeflow 1.7 EEKF 0.1.1 ¢

ABERR 2 KR A SIRE Jupyter Notebook T{E&
Kubeflow BE$91RIREL EHFHY Jupyter Notebook HHE%‘%VE% BERRBRTEE - AR

Kubeflow X H# Jupyter Notebooks FIEZ{EE. » :HZR "Kubeflow B XIE" o
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FROM pytorch/pytorch:latest

RUN pip install torchvision numpy scikit-learn matplotlib tensorboard
WORKDIR /app

COPY . /app

COPY train mnist.py /app/train mnist.py

CMD ["python", "train mnist.py"]

RIBIEHER » REEBTREAFMEMNFAEVERENEY o T2 B[ER 2 » RBRESLE—ERTH
1789 Kubeflow ZBZE o

f$F PyTorch 1 Kubeflow Pipelines 7£ MNIST &1} L3/lI4f/)\E NN

FAFIEATE MNIST Bk EaIARE/ B SRR EAEEH] o MNIST BRIER 0-9 MFEBHMFAAER o ER
T# 28x28 8% o ILERIED A 60,000 RILRRRFN 10,000 REGEF A - ABERFIIRANESHERE—E2E
BIEEAEES o Fl4RZ2(ER Kubeflow Pipelines #iTHY © sE2RINIE "E12" THREZ o I Kubeflow EEE ST
P RMEHER I HY docker B o

Experiments * MNIST Train Pipeline

¢ @ mnist pipeline 2024-04-03 15-57-35

Graph Run output Config
mnist_train_op @
r_’
dataset-snapshot & mnist_test op @

{#F8 Tensorboard BJ{R{b455R
—BERGNGRTeRE » FFIFL AT LUER Tensorboard &5 RAFE 1L o "Tensorboard"{E#A Kubeflow &&RMk_LERITH

FERR M o WRAILIAEHN TIERIL BETRENR o W FRISEHIRT 7 3lh2EHE = B2 R HA B R 5l R 18 55 BART A 2BV R
1AHE -

29


https://www.kubeflow.org/docs/components/pipelines/v1/introduction/
https://www.kubeflow.org/docs/components/pipelines/v1/introduction/
https://www.kubeflow.org/docs/components/pipelines/v1/introduction/
https://www.kubeflow.org/docs/components/pipelines/v1/introduction/
https://www.kubeflow.org/docs/components/pipelines/v1/introduction/
https://www.tensorflow.org/tensorboard

TOrEHMOMT]  Blaley  saE) e uba) T S RS -

£ Katib E1THB28EE

"£1E70" 2 Kubeflow FH—E TR > AAKABELE2H - BEEVER > BAETEMENSIZ/ERE - &8
FEHEERE  c —BERTIEE  BELEEFTHNEB2H (BEREBVXR/EH) - Katb FREAEESE
HEETE28FHE » UREMmEFREIEENRESHAS - EKollE Ul NESESRDTEERELESH - 3E »

BRI EE—AEEMEIREM YAML 22 o LT 2 Katib BESRYEREA -

P tear] i - B

« Experiment details B OELETE
Objective

Hame Walidaton-accurocy

Additional metrics Tefir-nccuiney
& Kaib ’
Trials

Max talled inals
Max trials

Parolel trials
Parameters

I Parameter type: double hin: 0,0 Max: 0,03

num-layers Parnmeter typecint W 1 Mo 64
optimizer Parameter type: categosical sgd, adam, firl
Algorithm

Name

Metrics collector

Collector type File
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—1@ “accessModes  FI{E{& ‘ReadOnlyMany 1£&5%1 PVC & #EH15E - AR "accessMode F% » ;520
"Kubernetes B A XHg" o

$ cat << EOF > ./pvc-import-pb fg all-ifacel.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pb-fg-all-ifacel

namespace: default
spec:

accessModes:

- ReadOnlyMany

storageClassName: ontap-ai-flexgroups-retain-ifacel
EQOF
$ tridentctl import volume ontap-ai-flexgroups-ifacel pb fg all -f ./pvc-
import-pb fg all-ifacel.yaml -n trident

e tomm
e i fomm -

e it L e pom - +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE |
MANAGED |

o tomm o
e tomm -
- tom pom - +

| default-pb-fg-all-ifacel-7d9f1 | 10 TiB | ontap-ai-flexgroups-retain-

ifacel | file | b74cbddb-e0b8-40b7-b263-b6dat6decO0bdd | online | true
|

- o
i ettt fomm
it et L e e e e o +——— +

e e e fr e

e fress=m=m==s
fesssssssssscsesessosssassssassssasmaaa femmm==== fommsm==a= 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
B it fememema=a

E fremsmm=a==s
femsssssssssssesessososesssssssssassass R e +

| default-pb-fg-all-ifacel-7d9fl | 10 TiB | ontap-ai-flexgroups-retain-
ifacel | file | b74cbddb-e0b8-40b7-b263-b6dab6decO0bdd | online | true
|

fess e e me s e e e s e s e e femememaae
frosssssmsms s m e s e s e e e e fressmm=a==s
fems=ssmss=sssesessososassssssssssssa=s Fem=m==== e T
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$ kubectl get pvc

NAME STATUS
ACCESS MODES STORAGECLASS
pb-fg-all-ifacel Bound

10995116277760 ROX

RS

VOLUME CAPACITY
AGE
default-pb-fg-all-ifacel-7d9f1l
ontap-ai-flexgroups-retain-ifacel 25h

] AER TridentENetApp#E R AT F & LR E IR E o

{EF kubectl R EHE

LU T &E6I35 5 BE R A kubectl R EHBIFlexVol volume ©

—{@& “accessModes' W{E{E 'ReadWriteMany 7t FEIRVEEH] PVC E&RIEPFISTE ° Bl "accessMode ¥ » 38

278 "Kubernetes B XHE" o

$ cat << EOF > ./pvc-tensorflow-results.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: tensorflow-results
spec:
accessModes:
- ReadWriteMany
resources:
requests:

storage: 1Gi

storageClassName: ontap-ai-flexvols-retain

EOF

$ kubectl create -f ./pvc-tensorflow-results.yaml

persistentvolumeclaim/tensorflow-results created

$ kubectl get pvc

NAME

CAPACITY ACCESS MODES
pb-fg-all-ifacel
10995116277760 ROX
tensorflow-results

2£de0 1073741824 RWX
25h

{EFINetApp DataOps T B GFC & iR

STATUS VOLUME
STORAGECLASS AGE
Bound default-pb-fg-all-ifacel-7d9f1l
ontap-ai-flexgroups-retain-ifacel 26h
Bound default-tensorflow-results-
ontap-ai-flexvols-retain

&I LA NetApp DataOps Toolkit for Kubernetes TENetAppf#EE R AT & LR EFHEIEE o NetApp
DataOps Toolkit for Kubernetes #FTrident?Re% E iR & » BRGIE T ERERIRIZ c BRI 7S ©
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AlPod=ERER S EEFE S

HMATERE Al TIEEH

EE7T Kubernetes SERHITEEIEL Al 71 ML /2% > A B HE BT TIEF o
fEATrident » SR LURIRESFRMBI AISEEL S PB RAEEINERISE » LUt Kubernetes T{E
BEHEN o & 7T RILEBERE# Kubernetes pod AEREART » RETE pod EETIEE
PVC o

@ FERRICEERFESTE Kubernetes IMEPHITAVRE Al 1 ML TIFE#HZE3E (IX Docker
Aaagl) o

1. UTEFIES B RINAAER ImageNet BRIEM TensorFlow E# TE& &2 Kubernetes {E% o BRf
ImageNet BERIENEZE R » 52K "ImageNet 45" o

HEEEAIMEZEEER/\(E GPU > RIERIUER B /\EES GPU NE— GPU T{EaiRi L#1T o L&A
NIEREPIRR > ZEEPAFEER/\ENES GPU I IEHR > StBRIERS —ETFEEEA - !
RE > BEEERFRFITRIENRRE - HEIAERN TR ©

It5h » AT RABREMIRESHEFIEE » @ S5FEIIRERHIEEEZIEERIMN pod PHZETHNR B
—(EAEHZLELE pod F o F_EFARFEEERNIGEE - SLEHMEETEFEEETEBMER PVC AR
5|F3 - R Kubernetes fEEMEZ(E R » sA2[ "Kubernetes B XIE" ©

—{@& “emptyDir &2 “medium’BYE{E "Memory 24 E] */dev/shm 7ELLEEFIEZEFTEILAY pod H o FEEE A/
‘/dev/shm’Docker B 28:E 17T B B Y SR HIEE B RFE LM E TensorFlow BIZER o 24t “emptyDir I
TRIFTTR » BERMET BHMAD /devishm' E#E - BRAEZEE "emptyDir % » 28 "Kubernetes B 75X

o

HEHIEEERTIEENE—FFHIL T securityContext > privileged BMEBE “true o ZEEMK
ERSRBRLEEH ERE root ZEHER - TEEBFER TEALERE > BAETEHTHRETFEEFTE
root ZEUE o ARER:R » TIEEEHAITHVEMRIREURIEEZE root FEERR - REE RS privileged: true 5t
BESHVENANEETHITIEE TEE&HNEK o

$ cat << EOF > ./netapp-tensorflow-single-imagenet.yaml
apiVersion: batch/vl
kind: Job
metadata:
name: netapp-tensorflow-single-imagenet
spec:
backoffLimit: 5
template:
spec:
volumes:
— name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
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claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface?2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["python", "/netapp/scripts/run.py", "--
dataset dir=/mnt/mount 0/dataset/imagenet", "--dgx version=dgxl", "--
num devices=8"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?
- mountPath: /tmp
name: results
securityContext:
privileged: true
restartPolicy: Never
EQOF
$ kubectl create -f ./netapp-tensorflow-single-imagenet.yaml
job.batch/netapp-tensorflow-single-imagenet created
$ kubectl get Jjobs
NAME COMPLETIONS DURATION AGE
netapp-tensorflow-single-imagenet 0/1 24s 24s

2. EUSES R 1 PRUMERIETIERIIT o THEGmSHDERZEREEILT —E pod (MEEESE
PR¥ERE) ° W HZ pod BRIIETEHEF—E GPU TEERL_E#AT o

$ kubectl get pods -o wide

NAME READY STATUS
RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-single-imagenet-m7x92 1/1 Running 0

3m 10.233.68.61 10.61.218.154 <none>



3. LR 1 PEUMEEEMINTEA o U TEAHESHEIERERMINTTA ©

$ kubectl get Jjobs

NAME COMPLETIONS DURATION
AGE

netapp-tensorflow-single-imagenet 1/1 5méd2s

10m

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-single-imagenet-m7x92 0/1 Completed
0 1lm

$ kubectl logs netapp-tensorflow-single-imagenet-m7x92
[netapp-tensorflow-single-imagenet-m7x92:00008] PMIX ERROR: NO-
PERMISSIONS in file gds dstore.c at line 702
[netapp-tensorflow-single-imagenet-m7x92:00008] PMIX ERROR: NO-
PERMISSIONS in file gds dstore.c at line 711

Total images/sec = 6530.59125

================ (Clean Cache !!! ==================

mpirun -allow-run-as-root -np 1 -H localhost:1 bash -c 'sync; echo 1 >
/proc/sys/vm/drop caches'

mpirun -allow-run-as-root -np 8 -H localhost:8 -bind-to none -map-by
slot -x NCCL DEBUG=INFO -x LD LIBRARY PATH -x PATH python
/netapp/tensorflow/benchmarks 190205/scripts/tf cnn benchmarks/tf cnn be
nchmarks.py —--model=resnet50 --batch size=256 --device=gpu
-—-force gpu compatible=True --num intra threads=1 --num inter threads=48
--variable update=horovod --batch group size=20 --num batches=500
-—-nodistortions —--num gpus=1 --data format=NCHW --use fpl6=True

--use tf layers=False --data name=imagenet --use datasets=True

--data dir=/mnt/mount 0/dataset/imagenet

-—datasets parallel interleave cycle length=10

-—-datasets sloppy parallel interleave=False --num mounts=2

--mount prefix=/mnt/mount %d --datasets prefetch buffer size=2000
-—datasets use prefetch=True --datasets num private threads=4

--horovod device=gpu >

/tmp/20190814 105450 tensorflow horovod rdma resnet50 gpu 8 256 b500 ima
genet nodistort fpl6 rl0 m2 nockpt.txt 2>&1

4. *ElEE D RETEAR o UT AL RTMPRTELER 1 PREINIEEDMG -
B ICMIBREEM4ES > Kubernetes & BENMIFRERIEARLRY pod o
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$ kubectl get jobs

NAME COMPLETIONS DURATION
AGE

netapp-tensorflow-single-imagenet 1/1 5m42s

10m

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-single-imagenet-m7x92 0/1 Completed
0 1lm

$ kubectl delete Jjob netapp-tensorflow-single-imagenet
job.batch "netapp-tensorflow-single-imagenet" deleted
$ kubectl get Jjobs
No resources found.
$ kubectl get pods
No resources found.

HITRIZ 2 Al TEESH

EETE Kubernetes SEFRHITEIL SHIEL Al 71 ML (E2% > SAEEPEBkE % EHIT TS
E75 o ILIBRR (EIEPES0T B TFENetAppHiic& L RYSE - Wi A ELBE — T (RENELFRAETR
HBYEZHY GPU ° 552% FEI TR 728k Al fERRVHEIL -

@ EBIER DR EUFRAALE - BZ DU FE T AR BN S A IMRERENE - RN R (FREIF
B FER BRI REB L T A SHERIEEE o

Kubemetes {kis) Cluster

Kube API

Data Data
$ b

Master Node

1. ITEAs < BRI —E T 1FER > 2 LIF2S 2 MR A PEE R EBITRIMERE TensorFlow &
ZASEENED DA T HWITERR Al TIFEH" - EEERENAIFH » REET —EIES > A&
EEREME TIFEREnRs_ EITRY

LEEEHI T IE2REREER/\fE GPU » FILAIUERA /\EHES GPU WE— GPU T{E2EIR_ E#MIT - IR

89 GPU TEEIELEABE 8 1 GPU » AT R AREMIESMAE @ e feEE S E g mME| ER T T
EERELFRE B R GPU #& - B Kubernetes SfEMEZ(SE » :52H "Kubernetes E /5 XIg" o
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TEUESEBIREIL T Kubernetes #8% » EAAEERFEN AR LIFRIVKERZBITM - EIE - £A
Kubernetes {EEZERIPBECERATERN - MRECHNITEERRSIUERABITTM » BEEREER
BREEBLCHILFETIEREREN °

IEEEHIEREIREHIEER pod WEEF hostNetwork BIEE ~true o IERT pod T T (EEIZEHY
HBERHEE > AR Kubernetes BE ASE pod I EREIRES - TEEER MEALEE  EARTE
BT E&#if&FE Open MPI » NCCL # Horovod URIF A XHITIEEH - it » EEEEFIEKA
E&IEE o BRI Open MPI ~ NCCL #1 Horovod BY5T s T AMIEREE - R EERS "hostNetwork: true’
HREEVERANEEEHITHRE LA EER - BB "hostNetwork’ FE& » 552 "Kubernetes B
F5 g o

$ cat << EOF > ./netapp-tensorflow-multi-imagenet-worker.yaml
apivVersion: apps/vl
kind: Deployment
metadata:
name: netapp-tensorflow-multi-imagenet-worker
spec:
replicas: 1
selector:
matchLabels:
app: netapp-tensorflow-multi-imagenet-worker
template:
metadata:
labels:
app: netapp-tensorflow-multi-imagenet-worker
spec:
hostNetwork: true
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface?2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["bash", "/netapp/scripts/start-slave-multi.sh",
"22122"]
resources:

limits:
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nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?
- mountPath: /tmp
name: results
securityContext:
privileged: true
EOF
$ kubectl create -f ./netapp-tensorflow-multi-imagenet-worker.yaml
deployment.apps/netapp-tensorflow-multi-imagenet-worker created
$ kubectl get deployments

NAME DESTIRED CURRENT UP-TO-DATE
AVAILABLE AGE

netapp-tensorflow-multi-imagenet-worker 1 1 1

1 4s

2. EEES R 1 PRUNTIFEFSZEC RIS - UTHAHGSHEIEAERIL T —EITFRER pod (
YNEREERFIR) » WHZ pod BRIIETEEF—E GPU TIFZFHEiFs E#IT o

$ kubectl get pods -o wide

NAME READY

STATUS RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1

Running 0 60s 10.61.218.154 10.61.218.154 <none>

$ kubectl logs netapp-tensorflow-multi-imagenet-worker-654fc7f486-v6725
22122

3. BRI —E Kubernetes {F2 > ZEAARZENE) « SEIIBHED S ERMEENMIT o UTEHAS
LRI —EEFERES > AT ARSERE « 2EWEHTT AR FEE —FIR_E#ITRIAER TensorFlow £
ZRFHEENED DETVHIT HITERRE Al TIEEEH" o

UREAIE (R \Bl GPU - Bt AT MUE RS /\BRE S GPU ME— GPU T{RE%: E1T o MIREH
GPU L{*&i25 A58 8 18 GPU > 5 7 BAREHIZSHINAE - CTABER LHFHINTIZHREH (e
BEFTAAH) GPU BE -

LEEFIEEEZRPIEEMNE Pod #RAEF "hostNetwork BIETE “true’ MUK TIEREMIL T T “hostNetwork' 8918
{8 true’ TP 5R 1 F - BB ERZILENFAEE > AR 1 -

$ cat << EOF > ./netapp-tensorflow-multi-imagenet-master.yaml
apiVersion: batch/vl
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kind: Job
metadata:
name: netapp-tensorflow-multi-imagenet-master
spec:
backofflLimit: 5
template:
spec:
hostNetwork: true
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["python", "/netapp/scripts/run.py", "--
dataset dir=/mnt/mount 0/dataset/imagenet", "--port=22122",
num devices=16", "--dgx version=dgxl", "--
nodes=10.61.218.152,10.61.218.154"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?2
- mountPath: /tmp
name: results
securityContext:
privileged: true
restartPolicy: Never
EQOF

$ kubectl create -f ./netapp-tensorflow-multi-imagenet-master.yaml

job.batch/netapp-tensorflow-multi-imagenet-master created

"



$ kubectl get Jjobs
NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 0/1 25s 25s

4. HRIEEDER 3 PEUMNEEEIEFEIERIIT - TYEHHIES waﬁiﬁﬁkiT—ﬁipw(mﬁﬁm
&FRN)  Ma% pod BAIEEREH—E GPU TIEEIRL LT - TIREZED » BELR 1 PRYBZINIT
£ pod H1EZETT » M E F pod M I{F pod EREIRIEIRE EIETT ©

$ kubectl get pods -o wide

NAME READY
STATUS RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-multi-imagenet-master-ppwwj 1/1
Running 0 45s 10.61.218.152 10.61.218.152 <none>
netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1
Running 0 26m 10.61.218.154 10.61.218.154 <none>

OICTEDBR 3 RN EFEEMINTTA o U TEHAHESHEDIEEERINITTM

$ kubectl get Jjobs

NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 1/1 5m50s 9ml18s
$ kubectl get pods

NAME READY

STATUS RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppww]j 0/1

Completed 0 9m38s

netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1
Running 0 35m

S kubectl logs netapp-tensorflow-multi-imagenet-master-ppww]j
[10.61.218.152:00008] WARNING: local probe returned unhandled

shell:unknown assuming bash

rm: cannot remove '/lib': Is a directory

[10.61.218.154:00033] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 702

[10.61.218.154:00033] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 711

[10.61.218.152:00008] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 702

[10.61.218.152:00008] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 711

Total images/sec = 12881.33875

================ (Clean Cache !!! ==================

mpirun -allow-run-as-root -np 2 -H 10.61.218.152:1,10.61.218.154:1 -mca
pml obl -mca btl “openib -mca btl tcp if include enpls0f0 -mca
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plm rsh agent ssh -mca plm rsh args "-p 22122" bash -c 'sync; echo 1 >
/proc/sys/vm/drop caches'

mpirun -allow-run-as-root -np 16 -H 10.61.218.152:8,10.61.218.154:8
-bind-to none -map-by slot -x NCCL DEBUG=INFO -x LD LIBRARY PATH -x PATH
-mca pml obl -mca btl "“openib -mca btl tcp if include enplsO0f0 -x
NCCL_IB HCA=mlx5 -x NCCL NET GDR READ=1 -x NCCL_IB SL=3 -x

NCCL IB GID INDEX=3 -x

NCCL SOCKET IFNAME=enp5s0.3091,enpl2s0.3092,enpl32s0.3093,enpl39s0.3094
-x NCCL IB CUDA SUPPORT=1 -mca orte base help aggregate 0 -mca

plm rsh agent ssh -mca plm rsh args "-p 22122" python
/netapp/tensorflow/benchmarks 190205/scripts/tf cnn benchmarks/tf cnn be
nchmarks.py —-model=resnet50 --batch size=256 --device=gpu
-—force gpu compatible=True --num intra threads=1 --num inter threads=48
--variable update=horovod --batch group size=20 --num batches=500
-—nodistortions —--num gpus=1 --data format=NCHW --use fpl6=True

--use tf layers=False --data name=imagenet --use datasets=True

--data dir=/mnt/mount 0/dataset/imagenet

-—datasets parallel interleave cycle length=10

-—-datasets sloppy parallel interleave=False --num mounts=2

--mount prefix=/mnt/mount %d --datasets prefetch buffer size=2000 --
datasets use prefetch=True --datasets num private threads=4

-—-horovod device=gpu >

/tmp/20190814 161609 tensorflow horovod rdma resnet50 gpu 16 256 b500 im
agenet nodistort fplé rl0 m2 nockpt.txt 2>&l

- BETBREEIFHER > BRFRE - U TEHAECERTRREDS E 1 PRI TIFREFSBYMG -
SRR TIESBYIHET > Kubernetes & BENMIPRMEAIRARAY TIER 28 ©



$ kubectl get deployments

NAME DESIRED CURRENT UP-TO-DATE
AVATLABLE AGE

netapp-tensorflow-multi-imagenet-worker 1 1 1

1 43m

$ kubectl get pods

NAME READY

STATUS RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppwwj 0/1

Completed 0 17m

netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1

Running 0 43m

S kubectl delete deployment netapp-tensorflow-multi-imagenet-worker
deployment.extensions "netapp-tensorflow-multi-imagenet-worker" deleted
$ kubectl get deployments

No resources found.

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppwwj 0/1 Completed 0
18m

7. 0] RIEEEETH o UTEHAIESTETMIREL R 3 PEINEEEMH -
B ICMIBR EVEEYIEE > Kubernetes & B ENMIBREAIRAREAYE pod ©

$ kubectl get Jjobs

NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 1/1 5m50s 19m
$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppww]j 0/1 Completed 0
19m

$ kubectl delete Jjob netapp-tensorflow-multi-imagenet-master
job.batch "netapp-tensorflow-multi-imagenet-master" deleted
$ kubectl get Jjobs
No resources found.
$ kubectl get pods
No resources found.

43



RRIEE

Copyright © 2026 NetApp, Inc. FRTEFRE ° GEEIR ° IHEREFMBE ARASERET » MERARERE
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

44


http://www.netapp.com/TM

	NetApp的開源 MLOps : NetApp artificial intelligence solutions
	目錄
	NetApp的開源 MLOps
	NetApp的開源 MLOps
	技術概述
	人工智慧
	容器
	Kubernetes
	NetApp Trident
	NetApp DataOps 工具包
	Apache Airflow
	Jupyter 筆記本
	JupyterHub
	機器學習流
	Kubeflow
	NetApp ONTAP
	NetApp快照副本
	NetApp FlexClone技術
	NetApp SnapMirror資料複製技術
	NetApp BlueXP複製與同步
	NetApp XCP
	NetApp ONTAP FlexGroup卷

	架構
	Apache Airflow 驗證環境
	JupyterHub 驗證環境
	MLflow 驗證環境
	Kubeflow 驗證環境
	支援

	NetApp Trident配置
	NetApp AIPod部署的Trident後端範例
	NetApp AIPod部署的 Kubernetes 儲存類別範例

	Apache Airflow
	Apache Airflow 部署
	將NetApp DataOps 工具包與 Airflow 結合使用

	JupyterHub
	JupyterHub 部署
	將NetApp DataOps 工具包與 JupyterHub 結合使用
	使用NetApp SnapMirror將資料匯入 JupyterHub

	機器學習流
	MLflow部署
	使用NetApp和 MLflow 實現資料集到模型的可追溯性

	Kubeflow
	Kubeflow部署
	為資料科學家或開發人員提供 Jupyter Notebook 工作區
	將NetApp DataOps 工具包與 Kubeflow 結合使用
	範例工作流程 - 使用 Kubeflow 和NetApp DataOps 工具包訓練影像辨識模型

	Trident操作範例
	導入現有磁碟區
	提供新卷

	AIPod部署的高效能作業範例
	執行單節點 AI 工作負載
	執行同步分散式 AI 工作負載



