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VMware 的公有雲

NetApp與 VMware 的混合多雲概述

大多數 IT 組織都遵循混合雲優先方法。這些組織正處於轉型階段，客戶正在評估其當前的
IT 環境，然後根據評估和發現練習將其工作負載遷移到雲端。

客戶遷移到雲端的因素可能包括彈性和爆發、資料中心退出、資料中心整合、生命週期終止場景、合併、收購
等。遷移的原因可能因每個組織及其各自的業務優先順序而異。當遷移到混合雲時，選擇正確的雲端儲存對於釋
放雲端部署和彈性的威力非常重要。

公有雲中的 VMware Cloud 選項

本節介紹每個雲端供應商如何在各自的公有雲產品中支援 VMware 軟體定義資料中心 (SDDC) 和/或 VMware

Cloud Foundation (VCF) 堆疊。

Azure VMware 解決方案

Azure VMware 解決方案是一種混合雲端服務，可在 Microsoft Azure 公有雲中完全執行 VMware SDDC。
Azure VMware 解決方案是完全由 Microsoft 管理和支援的第一方解決方案，並由 VMware 利用 Azure 基礎架構
進行了驗證。這意味著，當部署 Azure VMware 解決方案時，客戶可以獲得 VMware 的 ESXi 用於計算虛擬
化、vSAN 用於超融合儲存以及 NSX 用於網路和安全，同時利用 Microsoft Azure 的全球影響力、一流的資料中
心設施以及靠近豐富的原生 Azure 服務和解決方案生態系統的優勢。

AWS 上的 VMware Cloud

VMware Cloud on AWS 將 VMware 的企業級 SDDC 軟體引入 AWS 雲，並優化了對原生 AWS 服務的存取。
VMware Cloud on AWS 由 VMware Cloud Foundation 提供支持，整合了 VMware 的運算、儲存和網路虛擬化
產品（VMware vSphere、VMware vSAN 和 VMware NSX）以及 VMware vCenter Server 管理，並針對專用、
彈性、裸機 AWS 基礎架構上運行進行了最佳化。

Google Cloud VMware 引擎

Google Cloud VMware Engine 是一款基礎架構即服務 (IaaS) 產品，它是基於 Google Cloud 高效能可擴充基礎
架構和 VMware Cloud Foundation 堆疊（VMware vSphere、vCenter、vSAN 和 NSX-T）建構。此服務可快速
遷移至雲端，將現有 VMware 工作負載從本地環境無縫遷移或擴展到 Google Cloud Platform，無需承擔重構應
用程式或重新調整運維的成本、精力或風險。這是一項由 Google 銷售和支援的服務，並與 VMware 密切合作。

SDDC 私有雲和NetApp Cloud Volumes 主機託管以最小的網路延遲提供最佳效能。

你可知道？

無論使用哪種雲，部署 VMware SDDC 時，初始叢集都包含以下產品：

• VMware ESXi 主機用於運算虛擬化，並使用 vCenter Server Appliance 進行管理

• VMware vSAN 超融合存儲，整合了每個 ESXi 主機的實體儲存資產

• VMware NSX 用於虛擬網路和安全，並使用 NSX Manager 叢集進行管理
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儲存配置

對於規劃託管儲存密集型工作負載並在任何雲端託管 VMware 解決方案上進行擴充的客戶，預設的超融合基礎
架構要求擴充應同時在運算和儲存資源上進行。

透過與NetApp Cloud Volumes（例如Azure NetApp Files、 Amazon FSx ONTAP、 Cloud Volumes ONTAP （
適用於所有三大超大規模伺服器）以及適用於 Google Cloud 的Google Cloud NetApp Volumes ）集成，客戶現
在可以選擇單獨擴展其存儲，並且僅根據需要向 SDDC 叢集添加計算節點。

筆記：

• VMware 不建議不平衡的叢集配置，因此擴充儲存意味著新增更多主機，這意味著更多的 TCO。

• 僅可實作一個 vSAN 環境。因此，所有儲存流量將直接與生產工作負載競爭。

• 沒有提供多個效能層來滿足應用程式要求、效能和成本的選項。

• 建立在叢集主機之上的 vSAN 的儲存容量很容易達到極限。使用NetApp Cloud Volumes 擴充儲存空間以託
管活動資料集或將較冷的資料分層到持久性儲存。

Azure NetApp Files、 Amazon FSx ONTAP、 Cloud Volumes ONTAP （三大超大規模伺服器皆可使用）以及
Google Cloud 適用的Google Cloud NetApp Volumes可與來賓虛擬機器結合使用。這種混合式儲存架構由保存
客戶作業系統和應用程式二進位資料的 vSAN 資料儲存組成。應用程式資料透過基於來賓的 iSCSI 啟動器或
NFS/SMB 掛載附加到虛擬機，這些掛載分別與Amazon FSx ONTAP、Cloud Volume ONTAP、 Azure NetApp

Files和 Google Cloud 的Google Cloud NetApp Volumes直接通訊。這種配置可讓您輕鬆克服儲存容量方面的挑
戰，就像使用 vSAN 一樣，可用的空閒空間取決於所使用的鬆弛空間和儲存策略。

讓我們考慮一下 VMware Cloud on AWS 上的三節點 SDDC 叢集：

• 三節點 SDDC 的總原始容量 = 31.1TB（每個節點約 10TB）。

• 在增加其他主機之前需要維護的鬆弛空間 = 25% = (.25 x 31.1TB) = 7.7TB。

• 扣除剩餘空間後的可用原始容量 = 23.4TB

• 可用的有效空閒空間取決於所應用的儲存策略。

例如：

◦ RAID 0 = 有效可用空間 = 23.4TB（可用原始容量/1）

◦ RAID 1 = 有效可用空間 = 11.7TB（可用原始容量/2）

◦ RAID 5 = 有效可用空間 = 17.5TB（可用原始容量/1.33）

因此，使用NetApp Cloud Volumes 作為客戶機連接儲存將有助於擴展儲存和最佳化 TCO，同時滿足效能和資料
保護要求。

在撰寫本文檔時，客艙內儲存是唯一可用的選項。

需要記住的要點

• 在混合儲存模型中，將第 1 層或高優先級工作負載放置在 vSAN 資料儲存上，以滿足任何特定的延遲要求，
因為它們是主機本身的一部分並且在附近。對於任何可以接受交易延遲的工作負載虛擬機，請使用客戶機內
機制。
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• 使用NetApp SnapMirror技術將工作負載資料從本機ONTAP系統複製到Cloud Volumes ONTAP或Amazon

FSx ONTAP ，以簡化使用區塊級機制的遷移。這不適用於Azure NetApp Files和Google Cloud NetApp

Volumes。若要將資料移轉到Azure NetApp Files或Google Cloud NetApp Volumes，請根據所使用的檔案協
定使用NetApp XCP、 BlueXP Copy and Sync、rysnc 或 robocopy。

• 測試表明，從相應的 SDDC 存取儲存空間時會有 2-4ms 的額外延遲。在映射儲存時，將此額外的延遲考慮
進應用程式要求中。

• 為了在測試故障轉移和實際故障轉移期間掛載來賓連接的存儲，請確保重新配置 iSCSI 啟動器、為 SMB 共
享更新 DNS、並在 fstab 中更新 NFS 掛載點。

• 確保虛擬機器內部的 Microsoft 多路徑 I/O (MPIO)、防火牆和磁碟逾時登錄設定配置正確。

這僅適用於來賓連接的儲存。

NetApp雲端儲存的優勢

NetApp雲端儲存有以下優勢：

• 透過獨立於計算擴展存儲來提高計算到存儲的密度。

• 允許您減少主機數量，從而降低整體 TCO。

• 計算節點故障不會影響儲存效能。

• Azure NetApp Files的磁碟區重塑和動態服務等級功能可讓您透過調整穩定狀態工作負載的大小來最佳化成
本，從而防止過度配置。

• Cloud Cloud Volumes ONTAP的儲存效率、雲端分層和實例類型修改功能允許以最佳方式新增和擴展儲存。

• 防止過度配置儲存資源，僅在需要時新增。

• 高效的 Snapshot 副本和克隆可讓您快速建立副本而不會對效能產生任何影響。

• 透過使用 Snapshot 副本的快速恢復來幫助應對勒索軟體攻擊。

• 提供高效的基於增量區塊傳輸的區域災難復原和跨區域的整合備份區塊級別，提供更好的 RPO 和 RTO。

假設

• 啟用SnapMirror技術或其他相關資料遷移機制。有許多連接選項，從本地到任何超大規模雲端。使用適當的
路徑並與相關的網路團隊合作。

• 在撰寫本文檔時，客艙內儲存是唯一可用的選項。

與NetApp解決方案架構師和相應的超大規模雲端架構師合作，規劃和確定儲存空間以及所需的主
機數量。 NetApp建議在使用Cloud Volumes ONTAP大小調整器之前先確定儲存效能需求，以確
定儲存實例類型或具有正確吞吐量的適當服務等級。

詳細架構

從高層次的角度來看，該架構（如下圖所示）涵蓋如何使用NetApp Cloud Volumes ONTAP、 Google Cloud

NetApp Volumes for Google Cloud 和Azure NetApp Files作為額外的客戶機儲存選項，實現跨多個雲端供應商
的混合多雲連接和應用程式可移植性。
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針對超大規模企業 VMware 的NetApp解決方案

進一步了解NetApp為三大 (3) 個主要超大規模企業帶來的功能 - 從NetApp作為來賓連接儲
存設備或補充 NFS 資料儲存到遷移工作流程、擴展/爆發到雲端、備份/復原和災難復原。

選擇您的雲，讓NetApp完成剩下的工作！

若要查看特定超大規模器的功能，請按一下該超大規模器的對應標籤。

透過選擇以下選項跳到所需內容的部分：
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• "超大規模配置中的 VMware"

• "NetApp儲存選項"

• "NetApp /VMware 雲端解決方案"

超大規模配置中的 VMware

與本地一樣，規劃基於雲端的虛擬化環境對於成功創建虛擬機器和遷移的生產就緒環境至關重要。
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AWS/VMC

本節介紹如何設定和管理 VMware Cloud on AWS SDDC，並將其與可用於連接NetApp儲存的選項結合使
用。

客戶機內儲存是將Cloud Volumes ONTAP連接到 AWS VMC 的唯一支援方法。

設定過程可分為以下步驟：

• 部署和配置 VMware Cloud for AWS

• 將 VMware Cloud 連接到 FSx ONTAP

查看詳細信息"VMC 的設定步驟"。

Azure/AVS

本部分介紹如何設定和管理 Azure VMware 解決方案，並將其與用於連接NetApp儲存裝置的可用選項結合
使用。

來賓內儲存是將Cloud Volumes ONTAP連接到 Azure VMware 解決方案的唯一支援方法。

設定過程可分為以下步驟：

• 註冊資源提供者並建立私有雲

• 連接到新的或現有的 ExpressRoute 虛擬網路網關

• 驗證網路連線並存取私有雲

查看詳細信息"AVS設定步驟"。

良好操作規範/良好行為規範

本節介紹如何設定和管理 GCVE，以及如何將其與可用於連接NetApp儲存的選項結合使用。

客戶機內儲存是將Cloud Volumes ONTAP和Google Cloud NetApp Volumes連接到 GCVE

的唯一支援方法。

設定過程可分為以下步驟：

• 部署和配置 GCVE

• 啟用對 GCVE 的私人訪問

查看詳細信息"GCVE 的設定步驟"。

NetApp儲存選項

NetApp儲存可以在 3 個主要超大規模伺服器中以多種方式使用 - 既可以作為客戶機連接，也可以作為補充 NFS

資料儲存。

請訪問"支援的NetApp儲存選項"了解更多。
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AWS/VMC

AWS 支援以下配置的NetApp儲存：

• FSx ONTAP作為來賓連接存儲

• Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

• FSx ONTAP作為補充 NFS 資料存儲

查看詳細信息"VMC 的用戶機連線儲存選項"。查看詳細信息"VMC 的補充 NFS 資料儲存選項"。

Azure/AVS

Azure 支援以下配置的NetApp儲存體：

• Azure NetApp Files(ANF) 作為來賓連接儲存

• Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

• Azure NetApp Files(ANF) 作為補充 NFS 資料存儲

查看詳細信息"AVS 的來賓連線儲存選項"。查看詳細信息"AVS 的補充 NFS 資料儲存選項"。

良好操作規範/良好行為規範

Google Cloud 支援以下配置的NetApp儲存：

• Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

• Google Cloud NetApp Volumes （NetApp Volumes）作為來賓連接存儲

• Google Cloud NetApp Volumes （NetApp Volumes）作為補充 NFS 資料存儲

查看詳細信息"GCVE 的來賓連接儲存選項"。查看詳細信息"GCVE 的補充 NFS 資料儲存選項"。

閱讀更多"Google Cloud NetApp Volumes資料儲存區支援 Google Cloud VMware Engine（NetApp部落格
）"或者"如何將Google Cloud NetApp Volumes用作 Google Cloud VMware Engine 的資料儲存區（Google

部落格）"

NetApp /VMware 雲端解決方案

透過NetApp和 VMware 雲端解決方案，許多用例都可以輕鬆部署在您選擇的超大規模中。 VMware 將主要的雲
端工作負載用例定義為：

• 保護（包括災難復原和備份/還原）

• 遷移

• 延長
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AWS/VMC

"瀏覽適用於 AWS/VMC 的NetApp解決方案"

Azure/AVS

"瀏覽適用於 Azure/AVS 的NetApp解決方案"

良好操作規範/良好行為規範

"瀏覽適用於 Google Cloud Platform (GCP)/GCVE 的NetApp解決方案"

NetApp混合多雲與 VMware 支援的配置

了解主要超大規模企業對NetApp儲存支援的組合。

訪客已連線 補充 NFS 資料儲存

AWS CVO FSx ONTAP"細節" FSx ONTAP"細節"

蔚藍 CVO ANF"細節" 心鈉素"細節"

GCP CVO NetApp區"細節" NetApp區"細節"

超大規模配置中的 VMware

在雲端提供者中配置虛擬化環境

這裡介紹如何在每個受支援的超大規模器中配置虛擬化環境的詳細資訊。
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AWS/VMC

本節介紹如何設定和管理 VMware Cloud on AWS SDDC，並將其與可用於連接NetApp儲存的選項結合使
用。

客戶機內儲存是將Cloud Volumes ONTAP連接到 AWS VMC 的唯一支援方法。

設定過程可分為以下步驟：

• 部署和配置 VMware Cloud for AWS

• 將 VMware Cloud 連接到 FSx ONTAP

查看詳細信息"VMC 的設定步驟"。

Azure/AVS

本部分介紹如何設定和管理 Azure VMware 解決方案，並將其與用於連接NetApp儲存裝置的可用選項結合
使用。

來賓內儲存是將Cloud Volumes ONTAP連接到 Azure VMware 解決方案的唯一支援方法。

設定過程可分為以下步驟：

• 註冊資源提供者並建立私有雲

• 連接到新的或現有的 ExpressRoute 虛擬網路網關

• 驗證網路連線並存取私有雲

查看詳細信息"AVS設定步驟"。

良好操作規範/良好行為規範

本節介紹如何設定和管理 GCVE，以及如何將其與可用於連接NetApp儲存的選項結合使用。

客戶機內儲存是將Cloud Volumes ONTAP和Google Cloud NetApp Volumes連接到 GCVE

的唯一支援方法。

設定過程可分為以下步驟：

• 部署和配置 GCVE

• 啟用對 GCVE 的私人訪問

查看詳細信息"GCVE 的設定步驟"。

在 AWS 上部署和配置虛擬化環境

與本地部署一樣，規劃 AWS 上的 VMware Cloud 對於成功建立虛擬機器和遷移的生產就
緒環境至關重要。

本節介紹如何設定和管理 VMware Cloud on AWS SDDC，並將其與可用於連接NetApp儲存的選項結合使用。
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目前，客戶機內儲存是將Cloud Volumes ONTAP (CVO) 連接到 AWS VMC 的唯一支援方法。

設定過程可分為以下步驟：
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部署和配置 VMware Cloud for AWS

"AWS 上的 VMware Cloud"為 AWS 生態系統中基於 VMware 的工作負載提供雲端原生體驗。每個
VMware 軟體定義資料中心 (SDDC) 都在 Amazon 虛擬私有雲 (VPC) 中運行，並提供完整的 VMware 堆疊
（包括 vCenter Server）、NSX-T 軟體定義網路、vSAN 軟體定義儲存以及一個或多個為您的工作負載提
供運算和儲存資源的 ESXi 主機。

本節介紹如何設定和管理 VMware Cloud on AWS，以及如何將其與具有客戶機內儲存的 AWS 上
的Amazon FSx ONTAP和/或Cloud Volumes ONTAP結合使用。

目前，客戶機內儲存是將Cloud Volumes ONTAP (CVO) 連接到 AWS VMC 的唯一支援方
法。

設定過程可分為三個部分：

註冊 AWS 帳戶

註冊"亞馬遜網路服務帳戶"。

您需要一個 AWS 帳戶才能開始使用（假設尚未建立）。無論是新的還是現有的，您都需要帳戶的管
理權限才能執行此過程中的許多步驟。看看這個"關聯"有關 AWS 憑證的詳細資訊。

註冊 My VMware 帳戶

註冊"我的 VMware"帳戶。

若要存取 VMware 的雲端產品組合（包括 AWS 上的 VMware Cloud），您需要一個 VMware 客戶帳
戶或 My VMware 帳戶。如果您尚未建立 VMware 帳戶，請建立一個"這裡"。
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在 VMware Cloud 中調配 SDDC

配置 VMware 帳戶並執行適當的大小調整後，部署軟體定義資料中心是使用 VMware Cloud on AWS

服務的下一步。若要建立 SDDC，請選擇一個 AWS 區域來託管它，為 SDDC 命名，並指定您希望
SDDC 包含多少個 ESXi 主機。如果您還沒有 AWS 帳戶，您仍然可以建立包含單一 ESXi 主機的入門
配置 SDDC。

1. 使用現有或新建立的 VMware 憑證登入 VMware Cloud Console。

2. 配置 AWS 區域、部署、主機類型以及 SDDC 名稱：

3. 連接到所需的 AWS 帳戶並執行 AWS Cloud Formation 堆疊。
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本次驗證採用單主機配置。

4. 選擇所需的 AWS VPC 來連接 VMC 環境。
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5. 設定 VMC 管理子網路；此子網路包含 VMC 管理的服務，如 vCenter、NSX 等。請勿選擇與任何
其他需要連接到 SDDC 環境的網路重疊的位址空間。最後，請遵循下面註明的 CIDR 大小的建
議。

6. 查看並確認 SDDC 配置，然後按一下部署 SDDC。
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部署過程通常需要大約兩個小時才能完成。

7. 完成後，SDDC 即可使用。
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有關 SDDC 部署的逐步指南，請參閱"從 VMC 控制台部署 SDDC"。
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將 VMware Cloud 連接到 FSx ONTAP

若要將 VMware Cloud 連線至 FSx ONTAP，請完成下列步驟：

1. VMware Cloud 部署完成並連接到 AWS VPC 後，您必須將Amazon FSx ONTAP部署到新的 VPC 中，
而不是原始連接的 VPC（請參閱下方的螢幕截圖）。如果 FSx（NFS 和 SMB 浮動 IP）部署在連接的
VPC 中，則無法存取。請記住，像Cloud Volumes ONTAP這樣的 ISCSI 端點在連接的 VPC 中可以正
常運作。

2. 在同一區域部署額外的 VPC，然後將Amazon FSx ONTAP部署到新的 VPC 中。

VMware Cloud 控制台中的 SDDC 群組配置啟用了連接到部署 FSx 的新 VPC 所需的網路設定選項。
在步驟 3 中，驗證是否選取“為您的群組設定 VMware Transit Connect 將產生每個附件和資料傳輸的費
用”，然後選擇“建立群組”。過程可能需要幾分鐘才能完成。
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3. 將新建立的 VPC 附加到剛建立的 SDDC 群組。選擇外部 VPC 標籤並按照"連接外部 VPC 的說明"到群
組。此過程可能需要 10 到 15 分鐘才能完成。
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4. 作為外部 VPC 流程的一部分，您將透過 AWS 主控台透過資源存取管理員提示新的共用資源。共享資
源是"AWS Transit Gateway"由 VMware Transit Connect 管理。
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5. 建立傳輸網關附件。

6. 返回 VMC 控制台，接受 VPC 附件。此過程大約需要 10 分鐘才能完成。
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7. 在「外部 VPC」標籤中，按一下「路由」列中的編輯圖標，並新增以下所需路由：

◦ Amazon FSx ONTAP浮動 IP 範圍的路由"浮動IP"。

◦ Cloud Volumes ONTAP的浮動 IP 範圍的路由（如果適用）。

◦ 新建立的外部 VPC 位址空間的路由。

8. 最後，允許雙向流量"防火牆規則"用於存取 FSx/CVO。遵循這些"詳細步驟"用於 SDDC 工作負載連線
的運算網關防火牆規則。
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9. 為管理和運算網關配置防火牆群組後，可以如下存取 vCenter：

下一步是驗證是否根據您的要求配置了Amazon FSx ONTAP或Cloud Volumes ONTAP ，以及是否配置了
磁碟區以從 vSAN 卸載儲存元件以最佳化部署。

在 Azure 上部署並配置虛擬化環境

與本機一樣，規劃 Azure VMware 解決方案對於成功建立 VM 和遷移的生產就緒環境至關
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重要。

本部分介紹如何設定和管理 Azure VMware 解決方案，並將其與用於連接NetApp儲存裝置的可用選項結合使
用。

設定過程可分為以下步驟：
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註冊資源提供者並建立私有雲

若要使用 Azure VMware 解決方案，請先在已識別的訂閱中註冊資源提供者：

1. Sign inAzure 入口網站。

2. 在 Azure 入口網站功能表上，選擇「所有服務」。

3. 在「所有服務」對話方塊中，輸入訂閱，然後選擇「訂閱」。

4. 若要查看，請從訂閱清單中選擇訂閱。

5. 選擇資源提供者並在搜尋中輸入 Microsoft.AVS。

6. 如果資源提供者尚未註冊，請選擇註冊。
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7. 註冊資源提供者後，使用 Azure 入口網站建立 Azure VMware 解決方案私有雲。

8. Sign inAzure 入口網站。

9. 選擇建立新資源。

10. 在「搜尋市場」文字方塊中，輸入「Azure VMware 解決方案」並從結果中選擇它。

11. 在 Azure VMware 解決方案頁面上，選擇「建立」。

12. 在「基本資訊」標籤中，輸入欄位中的值並選擇「審閱 + 建立」。

筆記：

• 為了快速啟動，請在規劃階段收集所需的資訊。

• 選擇現有資源群組或為私有雲建立新的資源群組。資源組是部署和管理 Azure 資源的邏輯容器。

• 確保 CIDR 位址是唯一的，並且不會與其他 Azure 虛擬網路或本機網路重疊。 CIDR 代表私有雲管理
網絡，用於叢集管理服務，例如 vCenter Server 和 NSX-T Manager。 NetApp建議使用 /22 位址空
間。在此範例中，使用 10.21.0.0/22。
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配置過程大約需要 4 至 5 小時。流程完成後，透過從 Azure 入口網站存取私有雲來驗證部署是否成功。部
署完成後將顯示「成功」狀態。

Azure VMware 解決方案私有雲需要 Azure 虛擬網路。由於 Azure VMware 解決方案不支援本機 vCenter

，因此需要執行額外的步驟才能與現有的本機環境整合。還需要設定 ExpressRoute 線路和虛擬網路網
關。在等待叢集預配完成時，建立一個新的虛擬網路或使用現有的虛擬網路連接到 Azure VMware 解決方
案。
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連接到新的或現有的 ExpressRoute 虛擬網路網關

若要建立新的 Azure 虛擬網路 (VNet)，請選擇 Azure VNet Connect 標籤。或者，您也可以使用建立虛擬
網路精靈從 Azure 入口網站手動建立一個：

1. 前往 Azure VMware 解決方案私有雲並存取管理選項下的連線。

2. 選擇 Azure VNet Connect。

3. 若要建立新的 VNet，請選擇“新建”選項。

此功能允許 VNet 連接到 Azure VMware 解決方案私有雲。 VNet 透過 ExpressRoute 自動為 Azure

VMware 解決方案中建立的私有雲建立所需的元件（例如，跳躍框、共用服務（如Azure NetApp Files

和 Cloud Volume ONTAP）），從而實現此虛擬網路中的工作負載之間的通訊。

*注意：*VNet 位址空間不應與私有雲 CIDR 重疊。

4. 提供或更新新 VNet 的資訊並選擇「確定」。
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在指定的訂閱和資源群組中建立具有提供的位址範圍和網關子網路的 VNet。

如果手動建立 VNet，請使用適當的 SKU 和 ExpressRoute 作為網關類型建立虛擬網路網
關。部署完成後，使用授權金鑰將 ExpressRoute 連線連接到包含 Azure VMware 解決方案
私有雲的虛擬網路閘道。有關更多信息，請參閱"在 Azure 中為 VMware 私有雲配置網絡"
。
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驗證網路連線以及對 Azure VMware 解決方案私有雲的存取

Azure VMware 解決方案不允許您使用本機 VMware vCenter 管理私有雲。相反，需要跳轉主機才能連線
到 Azure VMware 解決方案 vCenter 執行個體。在指定的資源群組中建立跳轉主機並登入 Azure VMware

解決方案 vCenter。此跳轉主機應是為連線而建立的相同虛擬網路上的 Windows VM，並且應提供對
vCenter 和 NSX Manager 的存取權限。

配置虛擬機器後，使用「連線」選項存取 RDP。

31



使用雲端管理員使用者從這個新建立的跳轉主機虛擬機器Sign invCenter。若要存取憑證，請前往 Azure 入
口網站並導覽至「身分」（在私有雲中的「管理」選項下）。可以從這裡複製私有雲 vCenter 和 NSX-T 管
理員的 URL 和使用者憑證。

在 Windows 虛擬機器中，開啟瀏覽器並導覽至 vCenter Web 用戶端 URL("https://10.21.0.2/" ) 並
使用管理員使用者名稱為 cloudadmin@vsphere.local 並貼上複製的密碼。同樣，也可以使用 Web 用戶

端 URL 存取 NSX-T 管理器("https://10.21.0.3/") 並使用管理員使用者名稱和貼上複製的密碼來建
立新的段或修改現有的層網關。

對於每個配置的 SDDC，Web 用戶端 URL 都是不同的。
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Azure VMware 解決方案 SDDC 現已部署並配置。利用 ExpressRoute Global Reach 將本機環境連接到
Azure VMware 解決方案私有雲。有關更多信息，請參閱"將本機環境與 Azure VMware 解決方案對等" 。

在 Google Cloud Platform (GCP) 上部署和配置虛擬化環境

與本地一樣，規劃 Google Cloud VMware Engine (GCVE) 對於成功建立虛擬機器和遷移
的生產就緒環境至關重要。

本節介紹如何設定和管理 GCVE，以及如何將其與可用於連接NetApp儲存的選項結合使用。

設定過程可分為以下步驟：
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部署和配置 GCVE

若要在 GCP 上設定 GCVE 環境，請登入 GCP 控制台並存取 VMware Engine 入口網站。

點選「新建私有雲」按鈕，輸入GCVE私有雲所需的設定。在「位置」上，確保將私有雲部署在部
署NetApp Volumes/CVO 的相同區域/區域中，以確保最佳效能和最低延遲。

先決條件：

• 設定 VMware Engine 服務管理員 IAM 角色

• "啟用 VMWare Engine API 存取和節點配額"

• 確保 CIDR 範圍不會與任何本地或雲端子網路重疊。 CIDR 範圍必須為 /27 或更高。

注意：私有雲建立可能需要 30 分鐘到 2 小時。
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啟用對 GCVE 的私人訪問

一旦配置了私有雲，就配置對私有雲的私有訪問，以實現高吞吐量和低延遲的資料路徑連接。

這將確保執行Cloud Volumes ONTAP實例的 VPC 網路能夠與 GCVE 私有雲通訊。為此，請按照"GCP 文
件"。對於 Cloud Volume 服務，透過在租用戶主機專案之間執行一次性對等連線來建立 VMware Engine

和Google Cloud NetApp Volumes之間的連線。有關詳細步驟，請依照"關聯"。

使用 CloudOwner@gve.local 使用者Sign invcenter。若要存取憑證，請前往 VMware Engine 門戶，前往
資源，然後選擇適當的私有雲。在「基本資訊」部分中，按一下 vCenter 登入資訊（vCenter Server

、HCX 管理員）或 NSX-T 登入資訊（NSX 管理員）的「檢視」連結。

在 Windows 虛擬機器中，開啟瀏覽器並導覽至 vCenter Web 用戶端 URL("https://10.0.16.6/" ) 並
使用管理者使用者名稱作為 CloudOwner@gve.local 並貼上複製的密碼。同樣，也可以使用 Web 用戶端

URL 存取 NSX-T 管理器("https://10.0.16.11/") 並使用管理員使用者名稱和貼上複製的密碼來建立
新的段或修改現有的層網關。

若要從本地網路連接到 VMware Engine 私有雲，請利用雲端 VPN 或 Cloud Interconnect 進行適當的連接
，並確保所需的連接埠已開啟。有關詳細步驟，請依照"關聯"。
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將Google Cloud NetApp Volumes補充資料儲存區部署到 GCVE

參考"使用NetApp磁碟區將補充 NFS 資料儲存部署到 GCVE 的過程"

公有雲中的NetApp存儲

面向公有雲提供者的NetApp儲存選項

探索NetApp在三大超大規模資料中心中作為儲存的選項。
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AWS/VMC

AWS 支援以下配置的NetApp儲存：

• FSx ONTAP作為來賓連接存儲

• Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

• FSx ONTAP作為補充 NFS 資料存儲

查看詳細信息"VMC 的用戶機連線儲存選項"。查看詳細信息"VMC 的補充 NFS 資料儲存選項"。

Azure/AVS

Azure 支援以下配置的NetApp儲存體：

• Azure NetApp Files(ANF) 作為來賓連接儲存

• Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

• Azure NetApp Files(ANF) 作為補充 NFS 資料存儲

查看詳細信息"AVS 的來賓連線儲存選項"。查看詳細信息"AVS 的補充 NFS 資料儲存選項"。

良好操作規範/良好行為規範

Google Cloud 支援以下配置的NetApp儲存：

• Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

• Google Cloud NetApp Volumes （NetApp Volumes）作為來賓連接存儲

• Google Cloud NetApp Volumes （NetApp Volumes）作為補充 NFS 資料存儲

查看詳細信息"GCVE 的來賓連接儲存選項"。查看詳細信息"GCVE 的補充 NFS 資料儲存選項"。

閱讀更多"Google Cloud NetApp Volumes資料儲存區支援 Google Cloud VMware Engine（NetApp部落格
）"或者"如何將Google Cloud NetApp Volumes用作 Google Cloud VMware Engine 的資料儲存區（Google

部落格）"

Amazon Web Services：使用NetApp儲存的選項

NetApp儲存可以作為來賓連接儲存或補充儲存附加到 Amazon Web Services。

Amazon FSx for NetApp ONTAP (FSx ONTAP) 作為補充 NFS 資料存儲

Amazon FSx ONTAP提供了部署和管理應用程式工作負載以及檔案服務的絕佳選項，同時透過將資料需求無縫
連接到應用程式層來降低 TCO。無論使用情況如何，選擇 VMware Cloud on AWS 以及Amazon FSx ONTAP都
可以快速實現雲端優勢、一致的基礎架構和從本地到 AWS 的操作、工作負載的雙向可移植性以及企業級容量和
效能。它與連接儲存所使用的過程和程序相同。

欲了解更多信息，請訪問：

• "FSx ONTAP作為補充 NFS 資料儲存：概述"

• "Amazon FSx for ONTAP作為補充資料存儲"
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Amazon FSx for NetApp ONTAP作為來賓連接存儲

Amazon FSx ONTAP是一項完全託管的服務，它基於 NetApp 流行的ONTAP檔案系統構建，提供高度可靠、可
擴展、高效且功能豐富的檔案儲存。 FSx ONTAP將NetApp檔案系統的熟悉功能、效能、功能和 API 操作與完
全託管的 AWS 服務的靈活性、可擴充性和簡單性相結合。

FSx ONTAP提供功能豐富、快速且靈活的共享文件存儲，可從在 AWS 或本地運行的 Linux、Windows 和
macOS 計算實例廣泛存取。 FSx ONTAP提供具有亞毫秒延遲的高效能固態硬碟 (SSD) 儲存。借助 FSx

ONTAP，您可以為您的工作負載實現 SSD 等級的效能，同時只需為一小部分資料支付 SSD 儲存費用。

使用 FSx ONTAP管理資料更容易，因為您只需點擊按鈕即可快照、複製和複製檔案。此外，FSx ONTAP會自
動將您的資料分層到成本較低的彈性儲存中，從而減少您配置或管理容量的需要。

FSx ONTAP還提供高可用性和持久性存儲，具有完全託管的備份和跨區域災難復原支援。為了更輕鬆地保護和
保護您的數據，FSx ONTAP支援流行的資料安全和防毒應用程式。

欲了解更多信息，請訪問"FSx ONTAP作為來賓連接存儲"

Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

Cloud Volumes ONTAP（或稱 CVO）是基於 NetApp 的ONTAP儲存軟體所建置的業界領先的雲端資料管理解決
方案，可在 Amazon Web Services (AWS)、Microsoft Azure 和 Google Cloud Platform (GCP) 上原生使用。

它是ONTAP的軟體定義版本，使用雲端原生存儲，允許您在雲端和本地使用相同的存儲軟體，從而無需重新培
訓 IT 人員採用全新方法來管理資料。

CVO 使客戶能夠無縫地將資料從邊緣移動到資料中心、雲端並返回，從而將您的混合雲整合在一起 - 所有這些
都透過單一窗格管理控制台NetApp Cloud Manager 進行管理。

透過設計，CVO 可提供極高的效能和先進的資料管理功能，以滿足您在雲端中最嚴苛的應用程式的需求。

欲了解更多信息，請訪問"CVO 作為客戶連接存儲"。

TR-4938：使用 VMware Cloud on AWS 將Amazon FSx ONTAP掛載為 NFS 資料存儲

本文檔概述如何使用 VMware Cloud on AWS 將Amazon FSx ONTAP作為 NFS 資料儲存
掛載。

介紹

每個成功的組織都走在轉型和現代化的道路上。作為此過程的一部分，公司通常使用其現有的 VMware 投資來
利用雲端優勢並探索如何盡可能無縫地遷移、爆發、擴展和為流程提供災難復原。遷移到雲端的客戶必須評估彈
性和爆發、資料中心退出、資料中心整合、生命週期終止場景、合併、收購等用例。

儘管 VMware Cloud on AWS 是大多數客戶的首選，因為它為客戶提供了獨特的混合功能，但有限的本機儲存選
項限制了它對儲存工作負載繁重的組織的實用性。由於儲存直接與主機綁定，因此擴展儲存的唯一方法是添加更
多主機，這可能會使儲存密集型工作負載的成本增加 35-40% 或更多。這些工作負載需要額外的儲存和隔離效能
，而不是額外的馬力，但這意味著需要支付額外的主機費用。這就是 "最近的整合"FSx ONTAP對於使用
VMware Cloud on AWS 的儲存和效能密集型工作負載非常有用。

讓我們考慮以下場景：客戶需要八台主機來提供馬力（vCPU/vMem），但他們對儲存也有很大的需求。根據他
們的評估，他們需要 16 台主機來滿足儲存需求。這會增加整體 TCO，因為他們必須購買所有額外的馬力，而他
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們真正需要的只是更多的儲存空間。這適用於任何用例，包括遷移、災難復原、爆發、開發/測試等等。

本文檔將引導您完成將 FSx ONTAP配置並連接為 VMware Cloud on AWS 的 NFS 資料儲存所需的步驟。

VMware 也提供此解決方案。請訪問"VMware Cloud on AWS 文檔"了解更多。

連線選項

VMware Cloud on AWS 支援 FSx ONTAP的多可用區和單一可用區部署。

本節介紹進階連接架構以及實施解決方案所需的步驟，以擴展 SDDC 叢集中的存儲，而無需添加其他主機。

進階部署步驟如下：

1. 在新的指定 VPC 中建立Amazon FSx ONTAP 。

2. 建立 SDDC 組。

3. 建立 VMware Transit Connect 和 TGW 附件。

4. 配置路由（AWS VPC 和 SDDC）和安全群組。

5. 將 NFS 磁碟區作為資料儲存附加到 SDDC 叢集。

在將 FSx ONTAP配置並連接為 NFS 資料儲存之前，您必須先設定 VMware on Cloud SDDC 環境或將現有
SDDC 升級至 v1.20 或更高版本。有關更多信息，請參閱"VMware Cloud on AWS 入門" 。

FSx ONTAP目前不支援延伸叢集。
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結論

本文檔介紹了使用 AWS 上的 VMware 雲端配置Amazon FSx ONTAP所需的步驟。 Amazon FSx ONTAP提供了
部署和管理應用程式工作負載以及檔案服務的絕佳選項，同時透過將資料需求無縫連接到應用程式層來降低
TCO。無論使用情況如何，選擇 VMware Cloud on AWS 以及Amazon FSx ONTAP都可以快速實現雲端優勢、
一致的基礎架構和從本地到 AWS 的操作、工作負載的雙向可移植性以及企業級容量和效能。它與連接儲存所使
用的過程和程序相同。請記住，只是資料的位置隨著新名稱而改變了；工具和流程都保持不變， Amazon FSx

ONTAP有助於優化整體部署。

要了解有關此過程的更多信息，請隨意觀看詳細的演示視頻。

Amazon FSx ONTAP VMware 雲

在 AWS 中建立補充 NFS 資料存儲

VMware Cloud 準備好並連接到 AWS VPC 後，您必須將Amazon FSx ONTAP部署到新指
定的 VPC 中，而不是原來連接的或現有的預設 VPC 中。

首先，在 SDDC 所在的相同區域和可用區中部署一個額外的 VPC，然後將Amazon FSx ONTAP部署到新的
VPC 中。 "VMware Cloud 中的 SDDC 群組的配置"控制台啟用連線到將部署 FSx ONTAP 的新指定的 VPC 所
需的網路設定選項。

在與 VMware Cloud on AWS SDDC 相同的可用區域中部署 FSx ONTAP 。

您無法在已連線的 VPC 中部署 FSx ONTAP 。相反，您必須將其部署在新的指定 VPC 中，然後
透過 SDDC 群組將 VPC 連接到 VMware Managed Transit Gateway (vTGW)。
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步驟 1：在新的指定 VPC 中建立Amazon FSx ONTAP

若要建立和掛載Amazon FSx ONTAP檔案系統，請完成下列步驟：

1. 開啟Amazon FSx控制台 `https://console.aws.amazon.com/fsx/`並選擇*建立檔案系統*來啟動*檔案系
統建立*精靈。

2. 在選擇檔案系統類型頁面上，選擇 * Amazon FSx ONTAP*，然後按一下 下一步。出現「建立檔案系
統」頁面。

3. 對於建立方法，選擇*標準建立*。
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不同客戶的資料儲存大小差異很大。雖然每個 NFS 資料儲存區建議的虛擬機器數量是主
觀的，但許多因素決定了可放置在每個資料儲存區上的虛擬機器的最佳數量。雖然大多
數管理員只考慮容量，但發送到 VMDK 的並發 I/O 量是影響整體效能的最重要因素之
一。使用本地的效能統計資料來相應地調整資料儲存卷的大小。

4. 在虛擬私有雲 (VPC) 的 網路 部分中，選擇適當的 VPC 和首選子網路以及路由表。在這種情況下，從
下拉式選單中選擇 Demo-FSxforONTAP-VPC。

確保這是一個新的指定 VPC，而不是連接的 VPC。

預設情況下，FSx ONTAP使用 198.19.0.0/16 作為檔案系統的預設端點 IP 位址範圍。確
保端點 IP 位址範圍與 AWS SDDC 上的 VMC、關聯的 VPC 子網路和本機基礎架構不衝
突。如果您不確定，請使用沒有衝突的不重疊範圍。
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5. 在加密金鑰的「安全與加密」部分中，選擇保護檔案系統靜態資料的 AWS Key Management Service

(AWS KMS) 加密金鑰。對於*檔案系統管理密碼*，請輸入 fsxadmin 使用者的安全密碼。
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6. 在「預設儲存虛擬機器配置」部分中，指定 SVM 的名稱。

從 GA 開始，支援四個 NFS 資料儲存。

7. 在「預設磁碟區配置」部分中，指定資料儲存所需的磁碟區名稱和大小，然後按一下「下一步」。這應
該是一個 NFSv3 磁碟區。對於*儲存效率*，選擇*已啟用*以開啟ONTAP儲存效率功能（壓縮、重複資
料刪除和壓縮）。建立完成後，使用shell使用*volumemodify*修改磁碟區參數，如下所示：

環境 配置

容量保證（空間保證方式） 無（精簡配置）– 預設設定

fractional_reserve（部分儲備） 0% – 預設設定

snap_reserve（快照空間百分比） 0%

自動調整大小（自動調整大小模式） 擴大_縮小

儲存效率 已啟用 – 預設設定

自動刪除 卷/oldest_first

卷分層策略 僅限快照 – 預設設定

嘗試先行 自動成長

快照策略 沒有任何

使用以下 SSH 命令建立和修改磁碟區：

從 shell 建立新資料儲存卷的命令：

volume create -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-aggregate aggr1 -size 1024GB -state online -tiering-policy

snapshot-only -percent-snapshot-space 0 -autosize-mode grow

-snapshot-policy none -junction-path /DemoDS002
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*注意：*透過 shell 建立的磁碟區將需要幾分鐘才能顯示在 AWS 控制台中。

修改預設未設定的音量參數的命令：

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-fractional-reserve 0

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002 -space

-mgmt-try-first vol_grow

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-autosize-mode grow

45



在初始遷移場景中，預設快照策略可能會導致資料儲存容量已滿的問題。為了克服這個
問題，修改快照策略以滿足需求。

8. 查看「建立檔案系統」頁面上顯示的檔案系統配置。

9. 按一下“建立檔案系統”。
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根據容量和效能要求重複上述步驟，建立更多儲存虛擬機器或檔案系統以及資料儲存磁
碟區。

若要了解Amazon FSx ONTAP效能，請參閱 "Amazon FSx ONTAP效能"。

步驟 2：建立 SDDC 群組

建立檔案系統和 SVM 後，使用 VMware Console 建立 SDDC 群組並設定 VMware Transit Connect。為此
，請完成以下步驟，並記住必須在 VMware Cloud Console 和 AWS Console 之間導覽。

1. 登入 VMC 控制台 https://vmc.vmware.com。

2. 在「庫存」頁面上，按一下「SDDC 群組」。

3. 在 SDDC Groups 標籤上，按一下 ACTIONS 並選擇 Create SDDC Group。為了演示目的，SDDC

組被稱為 FSxONTAPDatastoreGrp。

4. 在成員資格網格上，選擇要作為群組成員包含的 SDDC。

5. 驗證是否選取“為您的群組配置 VMware Transit Connect 將產生每個附件和資料傳輸的費用”，然後選
擇*建立群組*。過程可能需要幾分鐘才能完成。
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步驟 3：設定 VMware Transit 連接

1. 將新建立的指定 VPC 附加到 SDDC 群組。選擇“外部 VPC”標籤並按照 "將外部 VPC 附加到群組的說
明"。此過程可能需要 10-15 分鐘才能完成。

2. 按一下「新增帳戶」。

a. 提供用於設定 FSx ONTAP檔案系統的 AWS 帳戶。

b. 按一下“新增”。

3. 返回 AWS 控制台，登入同一個 AWS 帳戶並導覽至 資源存取管理器 服務頁面。有一個按鈕供您接受
資源共享。

作為外部 VPC 流程的一部分，您將透過 AWS 主控台透過資源存取管理員提示新的共用
資源。共享資源是由 VMware Transit Connect 管理的 AWS Transit Gateway。

4. 點選*接受資源共享*。
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5. 回到 VMC 控制台，您現在看到外部 VPC 處於關聯狀態。這可能需要幾分鐘才能出現。
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步驟 4：建立中轉網關連接

1. 在 AWS 控制台中，前往 VPC 服務頁面並導覽至用於設定 FSx 檔案系統的 VPC。在這裡，您可以透過
點擊右側導覽窗格上的「Transit Gateway Attachment」來建立傳輸網關附件。

2. 在 VPC 附件 下，請確保選取 DNS 支援並選擇部署了 FSx ONTAP的 VPC。

3. 按一下「建立」*「中轉網關附件」*。

4. 返回 VMware Cloud Console，導覽回 SDDC 群組 > 外部 VPC 標籤。選擇用於 FSx 的 AWS 帳戶 ID

，按一下 VPC，然後按一下 接受。
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此選項可能需要幾分鐘才會出現。

5. 然後在 外部 VPC 標籤中的 路由 欄位中，按一下 新增路由 選項並新增所需的路由：

◦ Amazon FSx ONTAP浮動 IP 的浮動 IP 範圍的路由。

◦ 新建立的外部 VPC 位址空間的路由。
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步驟 5：設定路由（AWS VPC 和 SDDC）和安全群組

1. 在 AWS 控制台中，透過在 VPC 服務頁面中找到 VPC 並選擇 VPC 的 主 路由表來建立返回 SDDC 的
路由。

2. 瀏覽到下方面板中的路線表，然後按一下「編輯路線」。

3. 在*編輯路由*面板中，按一下*新增路由*，然後選擇*Transit Gateway*和關聯的 TGW ID 輸入 SDDC

基礎架構的 CIDR。按一下“儲存變更”。

4. 下一步是驗證關聯 VPC 中的安全性群組是否使用 SDDC 群組 CIDR 的正確入站規則進行更新。

5. 使用 SDDC 基礎架構的 CIDR 區塊更新入站規則。
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驗證 VPC（FSx ONTAP所在的位置）路由表是否已更新，以避免連線問題。

更新安全群組以接受 NFS 流量。

這是準備與適當的 SDDC 連線的最後一步。設定檔系統、新增路由並更新安全群組後，就可以掛載資料儲
存了。
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步驟 6：將 NFS 磁碟區作為資料儲存附加到 SDDC 集群

在設定檔系統並建立連線後，存取 VMware Cloud Console 來掛載 NFS 資料儲存。

1. 在 VMC 控制台中，開啟 SDDC 的 儲存 標籤。

2. 點擊“附加資料儲存”並填寫所需的值。

NFS 伺服器位址是 NFS IP 位址，可以在 AWS 控制台中的 FSx > 儲存虛擬機器標籤 >

端點下找到。

3. 點擊“ATTACH DATASTORE”將資料儲存附加到叢集。
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4. 透過存取 vCenter 來驗證 NFS 資料存儲，如下所示：

適用於 AWS 的NetApp來賓連線儲存選項

AWS 支援使用本機 FSx 服務 (FSx ONTAP) 或Cloud Volumes ONTAP (CVO) 連接來賓
的NetApp儲存體。

FSx ONTAP

Amazon FSx ONTAP是一項完全託管的服務，它基於 NetApp 流行的ONTAP檔案系統構建，提供高度可靠、可
擴展、高效且功能豐富的檔案儲存。 FSx ONTAP將NetApp檔案系統的熟悉功能、效能、功能和 API 操作與完
全託管的 AWS 服務的靈活性、可擴充性和簡單性相結合。

FSx ONTAP提供功能豐富、快速且靈活的共享文件存儲，可從在 AWS 或本地運行的 Linux、Windows 和
macOS 計算實例廣泛存取。 FSx ONTAP提供具有亞毫秒延遲的高效能固態硬碟 (SSD) 儲存。借助 FSx

ONTAP，您可以為您的工作負載實現 SSD 等級的效能，同時只需為一小部分資料支付 SSD 儲存費用。

使用 FSx ONTAP管理資料更容易，因為您只需點擊按鈕即可快照、複製和複製檔案。此外，FSx ONTAP會自
動將您的資料分層到成本較低的彈性儲存中，從而減少您配置或管理容量的需要。

FSx ONTAP還提供高可用性和持久性存儲，具有完全託管的備份和跨區域災難復原支援。為了更輕鬆地保護和
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保護您的數據，FSx ONTAP支援流行的資料安全和防毒應用程式。

FSx ONTAP作為來賓連接存儲

使用 VMware Cloud on AWS 配置Amazon FSx ONTAP

可以從在 AWS 的 VMware Cloud 上的 VMware SDDC 環境中建立的虛擬機器掛載Amazon FSx ONTAP檔
案共用和 LUN。這些磁碟區也可以安裝在 Linux 用戶端上，並使用 NFS 或 SMB 協定對應到 Windows 用
戶端上，並且透過 iSCSI 安裝時，可以在 Linux 或 Windows 用戶端上將 LUNS 作為區塊裝置進行存取。
可依照下列步驟快速設定適用於NetApp ONTAP檔案系統的Amazon FSx 。

Amazon FSx ONTAP和 VMware Cloud on AWS 必須位於相同可用區，以獲得更好的效能
並避免可用區之間的資料傳輸費用。

57



建立並掛載Amazon FSx ONTAP卷

若要建立和掛載Amazon FSx ONTAP檔案系統，請完成下列步驟：

1. 打開"Amazon FSx控制台"並選擇建立檔案系統以啟動檔案系統建立精靈。

2. 在選擇檔案系統類型頁面上，選擇Amazon FSx ONTAP，然後選擇下一步。出現「建立檔案系統」頁
面。

1. 在網路部分中，對於虛擬私有雲 (VPC)，選擇適當的 VPC 和首選子網路以及路由表。在這種情況下，
從下拉式選單中選擇了 vmcfsx2.vpc。

1. 對於建立方法，請選擇標準建立。您也可以選擇“快速建立”，但本文檔使用“標準建立”選項。
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1. 在網路部分中，對於虛擬私有雲 (VPC)，選擇適當的 VPC 和首選子網路以及路由表。在這種情況下，
從下拉式選單中選擇了 vmcfsx2.vpc。
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在網路部分中，對於虛擬私有雲 (VPC)，選擇適當的 VPC 和首選子網路以及路由表。在這
種情況下，從下拉式選單中選擇了 vmcfsx2.vpc。

1. 在安全性和加密部分中，對於加密金鑰，選擇保護檔案系統靜態資料的 AWS Key Management

Service (AWS KMS) 加密金鑰。對於檔案系統管理密碼，請輸入 fsxadmin 使用者的安全密碼。

1. 在虛擬機器中指定與 vsadmin 一起使用的密碼，以便使用 REST API 或 CLI 管理ONTAP 。如果未指
定密碼，則可以使用 fsxadmin 使用者來管理 SVM。在 Active Directory 部分中，請確保將 Active

Directory 加入 SVM 以設定 SMB 共用。在預設儲存虛擬機器設定部分，為此驗證中的儲存提供一個名
稱，SMB 共用是使用自管理 Active Directory 網域進行設定的。
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1. 在預設磁碟區配置部分中，指定磁碟區名稱和大小。這是一個 NFS 磁碟區。對於儲存效率，選擇「啟
用」以開啟ONTAP儲存效率功能（壓縮、重複資料刪除和壓縮）或選擇「停用」以關閉它們。

1. 查看「建立檔案系統」頁面上顯示的檔案系統配置。
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2. 按一下“建立檔案系統”。

有關詳細信息，請參閱"Amazon FSx ONTAP入門"。

按照上述方法建立檔案系統後，建立具有所需大小和協定的磁碟區。
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1. 打開"Amazon FSx控制台"。

2. 在左側導覽窗格中，選擇檔案系統，然後選擇要為其建立磁碟區的ONTAP檔案系統。

3. 選擇卷選項卡。

4. 選擇建立卷選項卡。

5. 出現「建立磁碟區」對話框。

出於演示目的，本節創建了一個 NFS 卷，可以輕鬆將其安裝在 AWS 上的 VMware 雲端上運行的虛擬機器
上。 nfsdemovol01 的建立方式如下所示：
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在 Linux 用戶端上掛載 FSx ONTAP磁碟區

若要掛載上一個步驟中建立的 FSx ONTAP磁碟區。從 AWS SDDC 上的 VMC 中的 Linux VM，請完成以
下步驟：

1. 連接到指定的Linux實例。

2. 使用安全殼 (SSH) 在執行個體上開啟終端並使用適當的憑證登入。

3. 使用下列指令為磁碟區的掛載點建立目錄：

 $ sudo mkdir /fsx/nfsdemovol01

. 將Amazon FSx ONTAP NFS 磁碟區掛載到上一個步驟所建立的目錄。

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovol01

/fsx/nfsdemovol01

1. 執行後，執行 df 指令來驗證掛載。

在 Linux 用戶端上掛載 FSx ONTAP磁碟區
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將 FSx ONTAP磁碟區附加到 Microsoft Windows 用戶端

要管理和映射Amazon FSx檔案系統上的檔案共享，必須使用共享資料夾 GUI。

1. 開啟開始功能表並使用以管理員身分執行 fsmgmt.msc。執行此操作將開啟共用資料夾 GUI 工具。

2. 按一下操作 > 所有任務並選擇連接到另一台電腦。

3. 對於另一台計算機，輸入儲存虛擬機器 (SVM) 的 DNS 名稱。例如，本例中使用
FSXSMBTESTING01.FSXTESTING.LOCAL。

在Amazon FSx控制台上找到 SVM 的 DNS 名稱，選擇儲存虛擬機，選擇 SVM，然後向下
捲動到終端節點以找到 SMB DNS 名稱。按一下“確定”。 Amazon FSx檔案系統出現在共用
資料夾清單中。

1. 在共用資料夾工具中，選擇左側窗格中的共用以查看Amazon FSx檔案系統的活動共用。
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1. 現在選擇一個新的共用並完成建立共用資料夾精靈。
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要了解有關在Amazon FSx檔案系統上建立和管理 SMB 共享的更多信息，請參閱"建立 SMB 共享"。

1. 連接建立後，即可連接 SMB 共享並用於應用程式資料。為此，複製共用路徑並使用映射網路磁碟機選
項將磁碟區掛載到 AWS SDDC 上 VMware Cloud 上執行的虛擬機器上。
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使用 iSCSI 將 FSx ONTAP LUN 連接到主機

使用 iSCSI 將 FSx ONTAP LUN 連接到主機

FSx 的 iSCSI 流量透過上一節提供的路由遍歷 VMware Transit Connect/AWS Transit Gateway。若要
在Amazon FSx ONTAP中設定 LUN，請依照下列文件操作"這裡"。

在 Linux 用戶端上，確保 iSCSI 守護程序正在執行。配置 LUN 後，請參閱使用 Ubuntu 配置 iSCSI 的詳細
指南（作為範例）"這裡" 。

本文說明如何將 iSCSI LUN 連接到 Windows 主機：
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在 FSx ONTAP中設定 LUN：

1. 使用 FSx for ONTAP檔案系統的管理連接埠存取NetApp ONTAP CLI。

2. 依照大小調整輸出的指示建立具有所需大小的 LUN。

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxval2svm -volume

nimfsxscsivol -lun nimofsxlun01 -size 5gb -ostype windows -space

-reserve enabled

在此範例中，我們建立了一個大小為 5g（5368709120）的 LUN。

1. 建立必要的 igroup 來控制哪些主機可以存取特定的 LUN。

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxval2svm -igroup

winIG -protocol iscsi -ostype windows -initiator iqn.1991-

05.com.microsoft:vmcdc01.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver   Igroup       Protocol OS Type  Initiators

--------- ------------ -------- --------

------------------------------------

vmcfsxval2svm

          ubuntu01     iscsi    linux    iqn.2021-

10.com.ubuntu:01:initiator01

vmcfsxval2svm

          winIG        iscsi    windows  iqn.1991-

05.com.microsoft:vmcdc01.fsxtesting.local

顯示了兩個條目。

1. 使用以下命令將 LUN 對應到 igroup：
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FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxval2svm -path

/vol/nimfsxscsivol/nimofsxlun01 -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver   Path                            State   Mapped   Type

Size

--------- ------------------------------- ------- -------- --------

--------

vmcfsxval2svm

          /vol/blocktest01/lun01          online  mapped   linux

5GB

vmcfsxval2svm

          /vol/nimfsxscsivol/nimofsxlun01 online  mapped   windows

5GB

顯示了兩個條目。

1. 將新設定的 LUN 連接到 Windows VM：

若要將新的 LUN 連接到位於 VMware cloud on AWS SDDC 上的 Windows 主機，請完成下列步驟：

1. 透過 RDP 連接到 VMware Cloud on AWS SDDC 上託管的 Windows VM。

2. 導覽至伺服器管理員 > 儀表板 > 工具 > iSCSI 啟動器以開啟 iSCSI 啟動器屬性對話方塊。

3. 在“發現”標籤中，按一下“發現入口網站”或“新增入口網站”，然後輸入 iSCSI 目標連接埠的 IP 位址。

4. 從「目標」標籤中，選擇發現的目標，然後按一下「登入」或「連線」。

5. 選擇啟用多路徑，然後選擇「電腦啟動時自動恢復此連線」或「將此連線新增至收藏品目標清單」。按
一下“進階”。

Windows 主機必須與群集中的每個節點建立 iSCSI 連線。本機 DSM 選擇要使用的最佳路
徑。
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儲存虛擬機器 (SVM) 上的 LUN 對於 Windows 主機來說顯示為磁碟。主機不會自動發現任何新新增的磁
碟。透過完成以下步驟觸發手動重新掃描以發現磁碟：

1. 開啟 Windows 電腦管理公用程式：開始 > 管理工具 > 電腦管理。

2. 在導航樹中展開儲存節點。

3. 按一下“磁碟管理”。

4. 按一下操作 > 重新掃描磁碟。
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當 Windows 主機首次存取新的 LUN 時，它沒有分割區或檔案系統。透過完成以下步驟初始化 LUN，並（
可選）使用檔案系統格式化 LUN：

1. 啟動 Windows 磁碟管理。

2. 右鍵單擊 LUN，然後選擇所需的磁碟或分割區類型。

3. 請按照精靈中的說明進行操作。在此範例中，已安裝磁碟機 F:。

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP（或稱 CVO）是基於 NetApp 的ONTAP儲存軟體所建置的業界領先的雲端資料管理解決
方案，可在 Amazon Web Services (AWS)、Microsoft Azure 和 Google Cloud Platform (GCP) 上原生使用。

它是ONTAP的軟體定義版本，使用雲端原生存儲，允許您在雲端和本地使用相同的存儲軟體，從而無需重新培
訓 IT 人員採用全新方法來管理資料。

CVO 使客戶能夠無縫地將資料從邊緣移動到資料中心、雲端並返回，從而將您的混合雲整合在一起 - 所有這些
都透過單一窗格管理控制台NetApp Cloud Manager 進行管理。

CVO 的設計旨在提供極致的效能和先進的資料管理功能，以滿足您在雲端最嚴苛的應用程式

Cloud Volumes ONTAP (CVO) 作為來賓連接存儲
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在 AWS 中部署新的Cloud Volumes ONTAP實例（自行部署）

可從在 VMware Cloud on AWS SDDC 環境中建立的虛擬機器掛載Cloud Volumes ONTAP共用和 LUN。這
些磁碟區還可以安裝在本機 AWS VM Linux Windows 用戶端上，並且當透過 iSCSI 安裝時，可以在 Linux

或 Windows 用戶端上將 LUNS 作為區塊裝置訪問，因為Cloud Volumes ONTAP支援 iSCSI、SMB 和 NFS

協定。只需幾個簡單的步驟即可設定Cloud Volumes ONTAP磁碟區。

若要將磁碟區從本機環境複製到雲端以實現災難復原或遷移，請使用網站到網站 VPN 或 DirectConnect 建
立與 AWS 的網路連線。將資料從本地複製到Cloud Volumes ONTAP超出了本文檔的範圍。若要在本機
和Cloud Volumes ONTAP系統之間複製數據，請參閱"設定係統之間的資料複製"。

使用"Cloud Volumes ONTAP大小調整器"準確地確定Cloud Volumes ONTAP實例的大小。
此外，監控本機效能以用作Cloud Volumes ONTAP大小調整器的輸入。

1. 登入NetApp Cloud Central；顯示 Fabric View 畫面。找到Cloud Volumes ONTAP標籤並選擇前往雲端
管理員。登入後，將顯示 Canvas 畫面。

1. 在雲端管理器主頁上，按一下新增工作環境，然後選擇 AWS 作為雲端和系統配置類型。

1. 提供要建立的環境的詳細信息，包括環境名稱和管理員憑證。按一下「Continue（繼續）」。
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1. 選擇Cloud Volumes ONTAP部署的附加服務，包括BlueXP分類、 BlueXP backup and recovery以
及Cloud Insights。按一下「Continue（繼續）」。

1. 在 HA 部署模型頁面上，選擇多可用區配置。

1. 在「區域和 VPC」頁面，輸入網路訊息，然後按一下「繼續」。
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1. 在「連線和 SSH 驗證」頁面上，選擇 HA 對和中介的連線方法。

1. 指定浮動 IP 位址，然後按一下繼續。
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1. 選擇適當的路由表以包含到浮動 IP 位址的路由，然後按一下繼續。

1. 在資料加密頁面上，選擇 AWS 託管加密。
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1. 選擇授權選項：按使用量付費或使用現有授權的 BYOL。在此範例中，使用了按使用量付費選項。

1. 根據要在 AWS SDDC 上的 VMware 雲端上執行的虛擬機器上部署的工作負載類型，在幾個可用的預
先配置套件中進行選擇。

1. 在「審核並批准」頁面上，審核並確認選擇。若要建立Cloud Volumes ONTAP實例，請按一下「開
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始」。

1. 配置Cloud Volumes ONTAP後，它會列在 Canvas 頁面上的工作環境中。
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SMB 磁碟區的附加配置

1. 工作環境準備好後，請確保 CIFS 伺服器配置了適當的 DNS 和 Active Directory 設定參數。在建立
SMB 磁碟區之前，需要執行此步驟。

1. 選擇要建立磁碟區的 CVO 實例，然後按一下「建立磁碟區」選項。選擇適當的大小，雲端管理器選擇
包含的聚合或使用進階分配機制放置在特定的聚合上。對於此演示，選擇 SMB 作為協定。

1. 磁碟區配置完成後，可在「磁碟區」窗格下使用。由於已配置 CIFS 共享，因此您應該授予使用者或群
組對檔案和資料夾的權限，並驗證這些使用者是否可以存取共用並建立檔案。
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1. 建立磁碟區後，使用 mount 指令從 AWS SDDC 主機中 VMware Cloud 上執行的虛擬機器連接到共
用。

2. 複製下列路徑並使用映射網路磁碟機選項將磁碟區掛載到 AWS SDDC 中 VMware Cloud 上執行的虛擬
機器上。
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將 LUN 連接到主機

若要將Cloud Volumes ONTAP LUN 連接到主機，請完成下列步驟：

1. 在 Cloud Manager Canvas 頁面上，雙擊Cloud Volumes ONTAP工作環境以建立和管理磁碟區。

2. 按一下新增磁碟區 > 新磁碟區，選擇 iSCSI，然後按一下建立啟動器群組。按一下「Continue（繼續
）」。

1. 配置磁碟區後，選擇該磁碟區，然後按一下目標 IQN。若要複製 iSCSI 限定名稱 (IQN)，請按一下複
製。建立從主機到 LUN 的 iSCSI 連線。

若要對位於 VMware Cloud on AWS SDDC 上的主機完成相同操作，請完成下列步驟：

1. 透過 RDP 連接到 AWS 上的 VMware 雲端上託管的 VM。

2. 開啟 iSCSI 發起程式屬性對話方塊：伺服器管理員 > 儀表板 > 工具 > iSCSI 發起程式。
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3. 在“發現”標籤中，按一下“發現入口網站”或“新增入口網站”，然後輸入 iSCSI 目標連接埠的 IP 位址。

4. 從「目標」標籤中，選擇發現的目標，然後按一下「登入」或「連線」。

5. 選擇啟用多路徑，然後選擇電腦啟動時自動恢復此連線或將此連線新增至收藏目標清單。按一下“進階
”。

Windows 主機必須與群集中的每個節點建立 iSCSI 連線。本機 DSM 選擇要使用的最佳路
徑。

SVM 中的 LUN 對 Windows 主機來說顯示為磁碟。主機不會自動發現任何新新增的磁碟。透過完成以下步
驟觸發手動重新掃描以發現磁碟：

1. 開啟 Windows 電腦管理公用程式：開始 > 管理工具 > 電腦管理。

2. 在導航樹中展開儲存節點。

3. 按一下“磁碟管理”。

4. 按一下操作 > 重新掃描磁碟。
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當 Windows 主機首次存取新的 LUN 時，它沒有分割區或檔案系統。初始化 LUN；並且（可選）透過完成
以下步驟使用檔案系統格式化 LUN：

1. 啟動 Windows 磁碟管理。

2. 右鍵單擊 LUN，然後選擇所需的磁碟或分割區類型。

3. 請按照精靈中的說明進行操作。在此範例中，已安裝磁碟機 F:。

在 Linux 用戶端上，確保 iSCSI 守護程序正在執行。設定 LUN 後，請參閱有關 Linux 發行版的 iSCSI 設定
的詳細指南。例如，Ubuntu iSCSI 配置可以找到"這裡"。要驗證，請從 shell 運行 lsblk cmd。
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在 Linux 用戶端上掛載Cloud Volumes ONTAP NFS 卷

若要從 AWS SDDC 上的 VMC 內的虛擬機器掛載Cloud Volumes ONTAP (DIY) 檔案系統，請完成下列步
驟：

1. 連接到指定的Linux實例。

2. 使用安全殼 (SSH) 在執行個體上開啟終端並使用適當的憑證登入。

3. 使用下列指令為磁碟區的掛載點建立目錄。

 $ sudo mkdir /fsxcvotesting01/nfsdemovol01

. 將Amazon FSx ONTAP NFS 磁碟區掛載到上一個步驟所建立的目錄。

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol01

/fsxcvotesting01/nfsdemovol01

Azure 虛擬化服務：使用NetApp儲存裝置的選項

NetApp儲存可以作為來賓連接儲存或補充儲存附加到 Azure VMware 服務。

Azure NetApp Files(ANF) 作為補充 NFS 資料存儲

ESXi 版本 3 在本地部署中引入了 NFS 資料儲存支持，這極大地擴展了 vSphere 的儲存功能。

在 NFS 上執行 vSphere 是內部虛擬化部署廣泛採用的選項，因為它提供了強大的效能和穩定性。如果您在本機
資料中心擁有大量網路附加儲存體 (NAS)，則應考慮使用 Azure NetApp File 資料儲存體在 Azure 中部署 Azure

VMware 解決方案 SDDC，以克服容量和效能挑戰。

Azure NetApp Files是基於業界領先、高可用性的NetApp ONTAP資料管理軟體建置。 Microsoft Azure 服務分為
三類：基礎、主流、專業。 Azure NetApp Files屬於專業類別，並由已在許多地區部署的硬體提供支援。透過內
建的高可用性 (HA)， Azure NetApp Files可以保護您的資料免受大多數中斷的影響，並為您提供業界領先的
99.99%^ 正常運行時間的 SLA。
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有關 ANF 作為補充 NFS 數據存儲的更多信息，請訪問：

• "ANF 作為補充 NFS 資料儲存：概述"

• "Azure 中的補充 NFS 資料儲存選項"

Azure NetApp Files(ANF) 作為來賓連接儲存

Azure NetApp Files為 Azure 帶來企業級資料管理和存儲，以便您可以輕鬆管理工作負載和應用程式。將您的工
作負載遷移到雲端並運行它們，而不會犧牲效能。

Azure NetApp Files消除了障礙，因此您可以將所有基於檔案的應用程式遷移到雲端。這是第一次，您不必重新
建立您的應用程序，並且您可以輕鬆獲得應用程式的持久性儲存。

由於該服務是透過 Microsoft Azure 入口網站提供的，因此使用者可以作為 Microsoft 企業協議的一部分體驗完
全託管的服務。由 Microsoft 管理的世界級的支援讓您完全放心。此單一解決方案可讓您快速輕鬆地新增多協定
工作負載。您可以建置和部署基於 Windows 和 Linux 檔案的應用程序，甚至對於傳統環境也是如此。

欲了解更多信息，請訪問"ANF 作為來賓連接存儲"。

Cloud Volumes ONTAP (CVO) 作為來賓連接存儲

Cloud Volumes ONTAP (CVO) 是基於 NetApp ONTAP儲存軟體所建置的業界領先的雲端資料管理解決方案，可
在 Amazon Web Services (AWS)、Microsoft Azure 和 Google Cloud Platform (GCP) 上原生使用。

它是ONTAP的軟體定義版本，使用雲端原生存儲，允許您在雲端和本地使用相同的存儲軟體，從而無需重新培
訓 IT 人員採用全新方法來管理資料。

CVO 使客戶能夠無縫地將資料從邊緣移動到資料中心、雲端並返回，從而將您的混合雲整合在一起 - 所有這些
都透過單一窗格管理控制台NetApp Cloud Manager 進行管理。

CVO 的設計旨在提供極致的效能和先進的資料管理功能，以滿足您在雲端最嚴苛的應用程式

欲了解更多信息，請訪問"CVO 作為客戶連接存儲"。

ANF 資料儲存解決方案概述

每個成功的組織都走在轉型和現代化的道路上。作為此過程的一部分，公司通常會使用其
現有的 VMware 投資，同時利用雲端優勢並探索如何盡可能使遷移、爆發、擴展和災難復
原過程無縫。遷移到雲端的客戶必須評估彈性和爆發、資料中心退出、資料中心整合、生
命週期終止場景、合併、收購等問題。每個組織所採用的方法可能因其各自的業務優先事
項而異。在選擇基於雲端的操作時，選擇具有適當效能和最小阻礙的低成本模型是一個關
鍵目標。除了選擇正確的平台之外，儲存和工作流程編排對於釋放雲端部署和彈性的力量
也特別重要。

用例

儘管 Azure VMware 解決方案為客戶提供了獨特的混合功能，但有限的本機儲存選項限制了其對於儲存工作負
載繁重的組織的實用性。由於儲存直接與主機綁定，因此擴展儲存的唯一方法是添加更多主機，這可能會使儲存
密集型工作負載的成本增加 35-40% 或更多。這些工作負載需要額外的儲存空間，而不是額外的馬力，但這意味
著需要支付額外的主機費用。
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讓我們考慮以下場景；客戶需要六台主機來提供馬力（vCPU/vMem），但他們對儲存也有很大的需求。根據他
們的評估，他們需要 12 台主機來滿足儲存需求。這會增加整體 TCO，因為他們必須購買所有額外的馬力，而他
們真正需要的只是更多的儲存空間。這適用於任何用例，包括遷移、災難復原、爆發、開發/測試等等。

Azure VMware 解決方案的另一個常見用例是災難復原 (DR)。大多數組織都沒有萬無一失的 DR 策略，或者他
們可能很難證明僅為了 DR 而運行幽靈資料中心是合理的。管理員可能會使用試點叢集或按需叢集來探索零佔用
空間 DR 選項。然後他們可以擴展儲存而無需添加額外的主機，這可能是一個有吸引力的選擇。

總而言之，用例可以用兩種方式分類：

• 使用 ANF 資料儲存擴充儲存容量

• 使用 ANF 資料儲存作為災難復原目標，以便在軟體定義資料中心 (SDDC) 之間的本機或 Azure 區域內實現
成本優化的復原工作流程。本指南深入介紹如何使用Azure NetApp Files為資料儲存提供最佳化儲存（目前
處於公共預覽階段）以及 Azure VMware 解決方案中一流的資料保護和 DR 功能，使您能夠從 vSAN 儲存中
卸載儲存容量。

有關使用 ANF 資料儲存的更多信息，請聯繫您所在地區的NetApp或 Microsoft 解決方案架構師。

Azure 中的 VMware Cloud 選項

Azure VMware 解決方案

Azure VMware 解決方案 (AVS) 是一種混合雲服務，可在 Microsoft Azure 公有雲中提供功能齊全的 VMware

SDDC。 AVS 是使用 Azure 基礎架構、完全由 Microsoft 管理和支援並經過 VMware 驗證的第一方解決方案。
因此，客戶可以獲得用於計算虛擬化的 VMware ESXi、用於超融合儲存的 vSAN 以及用於網路和安全的 NSX，
同時利用 Microsoft Azure 的全球影響力、一流的資料中心設施以及與豐富的原生 Azure 服務和解決方案生態系
統的接近性。 Azure VMware 解決方案 SDDC 和Azure NetApp Files的組合以最小的網路延遲提供了最佳效
能。

無論使用哪種雲，部署 VMware SDDC 時，初始叢集都包含以下元件：

• VMware ESXi 主機用於計算虛擬化，並使用 vCenter 伺服器設備進行管理。

• VMware vSAN 超融合存儲，整合了每個 ESXi 主機的實體儲存資產。

• VMware NSX 用於虛擬網路和安全，並使用 NSX Manager 叢集進行管理。

結論

無論您的目標是全雲還是混合雲，Azure NetApp檔案都提供了出色的選項來部署和管理應用程式工作負載以及
檔案服務，同時透過將資料需求無縫連接到應用程式層來降低 TCO。無論用例如何，選擇 Azure VMware 解決
方案以及Azure NetApp Files都可以快速實現雲端優勢、跨本地和多個雲端的一致基礎架構和操作、工作負載的
雙向可移植性以及企業級容量和效能。它與用於連接儲存的熟悉的過程和程序相同。請記住，只是資料的位置隨
著新名稱而改變了；工具和流程都保持不變， Azure NetApp Files有助於優化整體部署。

總結

該文件的要點包括：

• 現在您可以將Azure NetApp Files用作 AVS SDDC 上的資料儲存。

• 提高應用程式回應時間並提供更高的可用性，以便在需要的時間和地點提供存取工作負載資料。
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• 透過簡單、即時的調整大小功能簡化 vSAN 儲存的整體複雜性。

• 使用動態重塑功能保證關鍵任務工作負載的效能。

• 如果 Azure VMware 解決方案雲端是目標，Azure NetApp Files是最佳化部署的正確儲存解決方案。

在哪裡可以找到更多信息

要了解有關本文檔中描述的信息的更多信息，請參閱以下網站連結：

• Azure VMware 解決方案文檔

"https://docs.microsoft.com/en-us/azure/azure-vmware/"

• Azure NetApp Files文檔

"https://docs.microsoft.com/en-us/azure/azure-netapp-files/"

• 將Azure NetApp Files儲存體附加到 Azure VMware 解決方案主機（預覽版）

https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-

hosts?tabs=azure-portal/

在 Azure 中建立補充 NFS 資料存儲

ESXi 版本 3 在本地部署中引入了 NFS 資料儲存支持，這極大地擴展了 vSphere 的儲存功
能。

在 NFS 上執行 vSphere 是內部虛擬化部署廣泛採用的選項，因為它提供了強大的效能和穩定性。如果您在本機
資料中心擁有大量網路附加儲存體 (NAS)，則應考慮使用 Azure NetApp File 資料儲存體在 Azure 中部署 Azure

VMware 解決方案 SDDC，以克服容量和效能挑戰。

Azure NetApp Files是基於業界領先、高可用性的NetApp ONTAP資料管理軟體建置。 Microsoft Azure 服務分為
三類：基礎、主流、專業。 Azure NetApp Files屬於專業類別，並由已在許多地區部署的硬體提供支援。憑藉內
建的高可用性 (HA)， Azure NetApp Files可保護您的資料免受大多數中斷的影響，並為您提供業界領先的 SLA

"99.99%"正常運轉時間。

在引入Azure NetApp Files資料儲存功能之前，規劃託管效能和儲存密集型工作負載的客戶的橫向擴展操作需要
擴展運算和儲存。

請記住以下問題：

• 不建議在 SDDC 叢集中使用不平衡的叢集配置。因此，擴展儲存意味著添加更多主機，這意味著更多的
TCO。

• 僅可實作一個 vSAN 環境。因此，所有儲存流量都直接與生產工作負載競爭。

• 沒有提供多個效能層來滿足應用程式要求、效能和成本的選項。

• 在叢集主機之上建置的 vSAN 很容易達到儲存容量的極限。透過將 Azure 原生平台即服務 (PaaS) 產品（
如Azure NetApp Files）集成為資料存儲，客戶可以選擇單獨擴展其存儲，並且僅根據需要向 SDDC 叢集新
增運算節點。這種能力克服了上述挑戰。

Azure NetApp Files還允許您部署多個資料存儲，透過將虛擬機器放置在適當的資料儲存中並分配所需的服務等
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級以滿足工作負載效能要求，這有助於模擬本地部署模型。憑藉其獨特的多協定支援功能，客戶儲存成為 SQL

和 Oracle 等資料庫工作負載的附加選項，同時還可使用補充 NFS 資料儲存功能來容納剩餘的 VMDK。除此之
外，本機快照功能可讓您執行快速備份和粒度復原。

聯絡 Azure 和NetApp解決方案架構師來規劃和調整儲存大小並確定所需的主機數量。 NetApp建
議在最終確定測試、POC 和生產部署的資料儲存佈局之前確定儲存效能要求。

詳細架構

從高層次的角度來看，該架構描述如何實現跨本地環境和 Azure 的混合雲連接和應用程式可移植性。它還描述
如何使用Azure NetApp Files作為補充 NFS 資料儲存以及作為 Azure VMware 解決方案上託管的客戶虛擬機器
的客戶端儲存選項。

漿紗

遷移或災難復原中最重要的方面是確定目標環境的正確規模。了解需要多少個節點才能完成從本機到 Azure

VMware 解決方案的直接遷移練習非常重要。

對於大小調整，請使用 RVTools（首選）或其他工具（如 Live Optics 或 Azure Migrate）使用來自本機環境的歷
史資料。 RVTools 是捕獲 vCPU、vMem、vDisk 和所有所需資訊（包括已開啟或關閉的虛擬機器）以表徵目標
環境的理想工具。

若要執行 RVtools，請完成以下步驟：

1. 下載並安裝 RVTools。

2. 執行 RVTools，輸入連接到本機 vCenter Server 所需的信息，然後按「登入」。

3. 將庫存匯出到 Excel 電子表格。

4. 編輯電子表格並從 vInfo 標籤中刪除任何不理想的虛擬機器。此方法提供了有關儲存需求的清晰輸出，可用

89



於根據所需數量的主機正確調整 Azure VMware SDDC 叢集的大小。

與來賓內儲存空間一起使用的來賓虛擬機器必須單獨計算；但是， Azure NetApp Files可以輕鬆
覆蓋額外的儲存容量，從而保持較低的整體 TCO。

部署和配置 Azure VMware 解決方案

與本地一樣，規劃 Azure VMware 解決方案對於成功建立虛擬機器和遷移的生產就緒環境至關重要。

本節介紹如何設定和管理 AVS，以便將其與Azure NetApp Files結合使用，作為具有來賓內儲存的資料儲存。

設定過程可分為三個部分：

• 註冊資源提供者並建立私有雲。

• 連接到新的或現有的 ExpressRoute 虛擬網路閘道。

• 驗證網路連線並存取私有雲。參考這個"關聯"有關 Azure VMware 解決方案 SDDC 預配過程的逐步演練。

使用 Azure VMware 解決方案設定Azure NetApp Files

Azure NetApp Files之間的新整合使您能夠透過 Azure VMware 解決方案資源提供者 API/CLI 使用Azure NetApp

Files磁碟區建立 NFS 資料存儲，並將資料儲存安裝在私有雲中您選擇的叢集上。除了容納 VM 和應用程式
VMDK 之外，Azure NetApp檔案磁碟區還可以從 Azure VMware 解決方案 SDDC 環境中建立的 VM 中裝載。由
於Azure NetApp Files支援伺服器訊息區塊 (SMB) 和網路檔案系統 (NFS) 協議，因此磁碟區可以安裝在 Linux

用戶端上並對應到 Windows 用戶端上。

為了獲得最佳效能，請將Azure NetApp Files部署在與私有雲相同的可用區域中。與 Express 路
由快速路徑共置可提供最佳效能，同時最大程度地減少網路延遲。

若要將 Azure NetApp檔案磁碟區附加為 Azure VMware 解決方案私有雲的 VMware 資料存儲，請確保滿足以下
先決條件。
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先決條件

1. 使用 az login 並驗證訂閱是否已註冊至 Microsoft.AVS 命名空間中的 CloudSanExperience 功能。

az login –tenant xcvxcvxc- vxcv- xcvx- cvxc- vxcvxcvxcv

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"

1. 如果未註冊，則註冊。

az feature register --name "CloudSanExperience" --namespace

"Microsoft.AVS"

註冊大約需要 15 分鐘才能完成。

1. 若要檢查註冊狀態，請執行以下命令。

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"

--query properties.state

1. 如果註冊停留在中間狀態超過 15 分鐘，則取消註冊，然後重新註冊該標誌。

az feature unregister --name "CloudSanExperience" --namespace

"Microsoft.AVS"

az feature register --name "CloudSanExperience" --namespace

"Microsoft.AVS"

1. 驗證訂閱是否已註冊至 Microsoft.AVS 命名空間中的 AnfDatastoreExperience 功能。

az feature show --name "AnfDatastoreExperience" --namespace

"Microsoft.AVS" --query properties.state

1. 驗證 vmware 擴充功能是否已安裝。

az extension show --name vmware

1. 如果擴充功能已安裝，請驗證版本是否為 3.0.0。如果安裝了舊版本，請更新擴充功能。

az extension update --name vmware
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1. 如果尚未安裝該擴展，請安裝它。

az extension add --name vmware
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建立和裝載Azure NetApp Files卷

1. 登入 Azure 入口網站並存取Azure NetApp Files。驗證對Azure NetApp FilesAzure NetApp Files的存取

權限，並使用 az provider register `--namespace Microsoft.NetApp –wait`命令。註冊後，建立
一個NetApp帳戶。參考這個 "關聯"了解詳細步驟。

1. 建立NetApp帳戶後，設定具有所需服務等級和大小的容量池。有關詳細信息，請參閱此 "關聯"。

需要記住的要點

• Azure NetApp Files上的資料儲存支援 NFSv3。

• 在補充預設 vSAN 儲存的同時，根據需要對容量受限的工作負載使用進階或標準層，對效能受限的工
作負載使用超級層。

1. 為Azure NetApp Files設定委託子網，並在建立磁碟區時指定此子網路。有關建立委託子網路的詳細步
驟，請參閱此 "關聯"。

2. 使用容量池側邊欄標籤下的磁碟區側邊欄標籤為資料儲存區新增 NFS 磁碟區。
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若要了解Azure NetApp Files磁碟區按大小或配額的效能，請參閱"Azure NetApp Files的效能注意事項"。
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將 Azure NetApp檔案資料儲存新增至私有雲

可以使用 Azure 入口網站將Azure NetApp Files磁碟區附加到您的私有雲。關注此"來自微軟
的連結"使用 Azure 入口網站逐步掛載 Azure NetApp檔案資料儲存體。

若要將 Azure NetApp檔案資料儲存體新增至私有雲，請完成下列步驟：

1. 註冊所需的功能後，透過執行適當的命令將 NFS 資料儲存附加到 Azure VMware 解決方案私有雲叢
集。

2. 使用 Azure VMware 解決方案私有雲叢集中的現有 ANF 磁碟區建立資料儲存體。

C:\Users\niyaz>az vmware datastore netapp-volume create --name

ANFRecoDSU002 --resource-group anfavsval2 --cluster Cluster-1 --private

-cloud ANFDataClus --volume-id /subscriptions/0efa2dfb-917c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp

pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0

02

{

  "diskPoolVolume": null,

  "id": "/subscriptions/0efa2dfb-917c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateC

louds/ANFDataClus/clusters/Cluster-1/datastores/ANFRecoDSU002",

  "name": "ANFRecoDSU002",

  "netAppVolume": {

    "id": "/subscriptions/0efa2dfb-917c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp

pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0

02",

    "resourceGroup": "anfavsval2"

  },

  "provisioningState": "Succeeded",

  "resourceGroup": "anfavsval2",

  "type": "Microsoft.AVS/privateClouds/clusters/datastores"

}

. List all the datastores in a private cloud cluster.

  C:\Users\niyaz>az vmware 資料儲存清單 --resource-group anfavsval2 --cluster Cluster-1 --private-cloud

ANFDataClus [ { 「diskPoolVolume」：null，「id」：「/subscriptions/0efa2dfb-917c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateClouds/resourceGroups/anfav

sval2/providers/Microsoft.AVS/privateClouds/ANFuster/clusters/clusters/clusters/K105/cluster/cluster/clust

er） “name”： “ANFRecoDS001”， “netAppVolume”：{ “id”：“/subscriptions/0efa2dfb-917c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/

NetApp./netAppAccounts/anfdatastoreacct/capacityPools/anfrecods/volumes/ANFRecoDS001”，
“resourceGroup”：“anfavsval2”}，“provisioningState”：“成功”， “resourceGroup”：“anfavsvals”

，anfwate”：“成功”，“resourceGroup”：“anfavsvalvs”，gprivavsvalv.” “diskPoolVolume”：null， “id”

：“/subscriptions/0efa2dfb-917c-4497-b56a-
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b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateClouds/ANFusterC/clusters/clu

ster” “name”：“ANFRecoDSU002”， “netAppVolume”：{ “id”： “/subscriptions/0efa2dfb-917c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAppAccounts/anfdatastoreacct/

capacityPools/anfod.NetApp/netAppAccounts/anfdatastoreacct/capacityPools/anfododsu/volumes/fodm

””}，“provisioningState”：“成功”， “resourceGroup”： “anfavsval2”， “type”

：“Microsoft.AVS/privateClouds/clusters/datastores”}]

1. 在建立必要的連接後，磁碟區將作為資料儲存安裝。

尺寸和性能優化

Azure NetApp Files支援三種服務等級：標準等級（每 TB 16MBps）、進階（每 TB 64MBps）和超級等級（每
TB 128MBps）。配置正確的磁碟區大小對於資料庫工作負載的最佳效能非常重要。使用Azure NetApp Files，
磁碟區效能和吞吐量限制根據以下因素決定：

• 卷所屬容量池的服務級別

• 分配給卷的配額

• 容量池的服務品質 (QoS) 類型（自動或手動）

96



有關更多信息，請參閱 "Azure NetApp Files的服務級別" 。

參考這個"來自微軟的連結"以獲得可在規模調整練習期間使用的詳細性能基準。

需要記住的要點

• 使用進階或標準層作為資料儲存卷，以獲得最佳容量和效能。如果需要效能，則可以使用超級層。

• 對於來賓掛載要求，請使用 Premium 或 Ultra 層；對於來賓虛擬機器的檔案共用要求，請使用 Standard

或 Premium 層磁碟區。

性能考慮

重要的是要理解，使用 NFS 版本 3 時，ESXi 主機和單一儲存目標之間的連接只有一個活動管道。這意味著儘
管可能存在可用於故障轉移的備用連接，但單一資料儲存和底層儲存的頻寬僅限於單一連接所能提供的頻寬。

為了利用Azure NetApp Files磁碟區更多可用的頻寬，ESXi 主機必須與儲存目標建立多個連線。為了解決此問
題，您可以設定多個資料儲存區，每個資料儲存區使用 ESXi 主機和儲存之間的單獨連線。

為了獲得更高的頻寬，最佳做法是使用多個 ANF 磁碟區建立多個資料儲存區，建立 VMDK，並在 VMDK 之間
對邏輯磁碟區進行條帶化。

參考這個"來自微軟的連結"以獲得可在規模調整練習期間使用的詳細性能基準。

需要記住的要點

• Azure VMware 解決方案預設允許八個 NFS 資料儲存。這可以透過支援請求來增加。

• 利用 ER 快速路徑和 Ultra SKU 實現更高的頻寬和更低的延遲。更多資訊

• 透過 Azure NetApp檔案中的「基本」網路功能，來自 Azure VMware 解決方案的連接受 ExpressRoute 線
路和 ExpressRoute 閘道的頻寬約束。

• 對於具有「標準」網路功能的Azure NetApp Files卷，支援 ExpressRoute FastPath。啟用後，FastPath 會
將網路流量直接傳送到Azure NetApp Files卷，繞過網關，從而提供更高的頻寬和更低的延遲。

增加資料儲存的大小

磁碟區重塑和動態服務等級變化對於 SDDC 來說是完全透明的。在Azure NetApp Files中，這些功能可提供持續
的效能、容量和成本最佳化。透過從 Azure 入口網站調整磁碟區大小或使用 CLI 來增加 NFS 資料儲存體的大
小。完成後，存取 vCenter，轉到資料儲存選項卡，右鍵單擊相應的資料存儲，然後選擇刷新容量資訊。這種方
法可用於增加資料儲存容量，並以動態方式提高資料儲存的效能，且無需停機。這個過程對於應用程式來說也是
完全透明的。

需要記住的要點

• 磁碟區重塑和動態服務等級功能可讓您透過調整穩定狀態工作負載的大小來最佳化成本，從而避免過度配
置。

• VAAI 未啟用。
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工作負載

遷移

最常見的用例之一是遷移。使用 VMware HCX 或 vMotion 移動本機虛擬機器。或者，您可以使用
Rivermeadow 將虛擬機器遷移到Azure NetApp Files資料儲存。
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資料保護

備份虛擬機器並快速恢復它們是 ANF 資料儲存的一大優勢。使用 Snapshot 副本快速複製您的 VM 或資料
儲存而不影響效能，然後將它們傳送到 Azure 儲存體以實現長期資料保護，或使用跨區域複製將其發送到
輔助區域以實現災難復原。這種方法僅儲存改變的訊息，從而最大限度地減少了儲存空間和網路頻寬。

使用Azure NetApp FilesSnapshot 副本進行常規保護，並使用應用程式工具保護駐留在來賓虛擬機器上的
事務資料（例如 SQL Server 或 Oracle）。這些 Snapshot 副本與 VMware（一致性）快照不同，適合長期
保護。

使用 ANF 資料存儲，「恢復到新磁碟區」選項可用於複製整個資料儲存卷，並且復原的磁
碟區可以作為另一個資料儲存安裝到 AVS SDDC 內的主機。安裝資料儲存後，可以註冊、
重新配置和自訂其中的虛擬機，就像單獨複製的虛擬機一樣。

BlueXP backup and recovery

BlueXP backup and recovery在 vCenter 上提供了 vSphere Web 用戶端 GUI，以透過備份策略保護
Azure VMware 解決方案虛擬機器和 Azure NetApp檔案資料儲存。這些策略可以定義計劃、保留和其
他功能。可以使用運行指令來部署BlueXP backup and recovery功能。

可以透過完成以下步驟來安裝設定和保護策略：

1. 使用執行指令為 Azure VMware 解決方案私有雲中的虛擬機器安裝BlueXP backup and

recovery。

2. 新增雲端訂閱憑證（用戶端和金鑰值），然後新增包含您想要保護的資源的雲端訂閱帳戶
（NetApp帳戶和相關資源群組）。

3. 建立一個或多個備份策略來管理資源組備份的保留、頻率和其他設定。

4. 建立一個容器來新增一個或多個需要使用備份策略保護的資源。

5. 如果發生故障，將整個 VM 或特定的單一 VMDK 恢復到相同位置。

透過Azure NetApp Files Snapshot 技術，備份和復原速度非常快。
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使用Azure NetApp Files、JetStream DR 和 Azure VMware 解決方案進行災難復原

災難復原到雲端是一種具有彈性且經濟高效的方法，可以保護工作負載免受網站中斷和資料損壞事件
（例如勒索軟體）的影響。使用 VMware VAIO 框架，可以將本機 VMware 工作負載複製到 Azure

Blob 儲存體並進行恢復，從而實現最少或幾乎沒有資料遺失以及接近零的 RTO。 JetStream DR 可用
於無縫恢復從本地複製到 AVS 以及特別是Azure NetApp Files 的工作負載。它透過使用災難復原站點
的最少資源和經濟高效的雲端儲存來實現經濟高效的災難復原。 JetStream DR 透過 Azure Blob

Storage 自動還原到 ANF 資料儲存。 JetStream DR 根據網路映射將獨立的虛擬機器或相關虛擬機器
群組還原到復原站點基礎架構中，並提供時間點復原以進行勒索軟體保護。

"採用 ANF、JetStream 和 AVS 的 DR 解決方案" 。

適用於 Azure 的NetApp來賓連線儲存選項

Azure 支援透過本機Azure NetApp Files(ANF) 服務或Cloud Volumes ONTAP (CVO) 連接
來賓的NetApp儲存體。

Azure NetApp Files(ANF)

Azure netApp Files 為 Azure 帶來企業級資料管理和存儲，以便您可以輕鬆管理工作負載和應用程式。將您的工
作負載遷移到雲端並運行它們，而不會犧牲效能。

Azure netApp Files 消除了障礙，因此您可以將所有基於檔案的應用程式移轉到雲端。這是第一次，您不必重新
建立您的應用程序，並且您可以輕鬆獲得應用程式的持久性儲存。

由於該服務是透過 Microsoft Azure 入口網站提供的，因此使用者可以作為 Microsoft 企業協議的一部分體驗完
全託管的服務。由 Microsoft 管理的世界級的支援讓您完全放心。此單一解決方案可讓您快速輕鬆地新增多協定
工作負載。您可以建置和部署基於 Windows 和 Linux 檔案的應用程序，甚至對於傳統環境也是如此。

Azure NetApp Files(ANF) 作為來賓連接儲存

使用 Azure VMware 解決方案 (AVS) 設定Azure NetApp Files

可以從 Azure VMware 解決方案 SDDC 環境中建立的 VM 裝載Azure NetApp Files共用。由於Azure

NetApp Files支援 SMB 和 NFS 協議，因此磁碟區也可以安裝在 Linux 用戶端上並對應到 Windows 用戶端
上。只需五個簡單的步驟即可設定Azure NetApp Files磁碟區。

Azure NetApp Files和 Azure VMware 解決方案必須位於相同 Azure 區域。
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建立和裝載Azure NetApp Files卷

若要建立和裝載Azure NetApp Files卷，請完成以下步驟：

1. 登入 Azure 入口網站並存取Azure NetApp Files。驗證對Azure NetApp Files服務的訪問，並使
用NetApp provider register --namespace Microsoft.NetApp –wait 命令註冊Azure NetApp Files資源提
供者。註冊完成後，建立一個NetApp帳戶。

詳細步驟請參見"Azure NetApp Files共享"。本頁將引導您完成逐步的過程。

2. 建立NetApp帳戶後，設定具有所需服務等級和大小的容量池。

有關更多信息，請參閱"設定容量池Set up a capacity pool" 。
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3. 為Azure NetApp Files設定委派子網，並在建立磁碟區時指定此子網路。有關建立委託子網路的詳細步
驟，請參閱"將子網路委託給Azure NetApp Files"。

4. 使用「容量池」側邊欄標籤下的「磁碟區」側邊欄標籤新增 SMB 磁碟區。確保在建立 SMB 磁碟區之
前配置了 Active Directory 連接器。
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5. 按一下「檢視 + 建立」以建立 SMB 磁碟區。

如果應用程式是 SQL Server，則啟用 SMB 持續可用性。
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若要詳細了解Azure NetApp Files磁碟區按大小或配額的效能，請參閱"Azure NetApp Files的效能注意
事項"。

6. 連接建立後，即可掛載該磁碟區並將其用於應用程式資料。

為此，請在 Azure 入口網站中按一下「磁碟區」側邊欄選項卡，然後選擇要掛載的磁碟區並存取掛載
說明。複製路徑並使用映射網路磁碟機選項將磁碟區載入到在 Azure VMware 解決方案 SDDC 上執行
的 VM 上。
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7. 若要在 Azure VMware 解決方案 SDDC 上執行的 Linux VM 上裝載 NFS 卷，請使用相同的程序。使用
磁碟區重塑或動態服務等級功能來滿足工作負載需求。

有關更多信息，請參閱"動態變更卷的服務級別" 。

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP（或稱 CVO）是基於 NetApp 的ONTAP儲存軟體所建置的業界領先的雲端資料管理解決
方案，可在 Amazon Web Services (AWS)、Microsoft Azure 和 Google Cloud Platform (GCP) 上原生使用。

它是ONTAP的軟體定義版本，使用雲端原生存儲，允許您在雲端和本地使用相同的存儲軟體，從而無需重新培
訓 IT 人員採用全新方法來管理資料。
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CVO 使客戶能夠無縫地將資料從邊緣移動到資料中心、雲端並返回，從而將您的混合雲整合在一起 - 所有這
些都透過單一窗格管理控制台NetApp Cloud Manager 進行管理。

CVO 的設計旨在提供極致的效能和先進的資料管理功能，以滿足您在雲端最嚴苛的應用程式

Cloud Volumes ONTAP (CVO) 作為來賓連接存儲
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在 Azure 中部署新的Cloud Volumes ONTAP

可以從 Azure VMware 解決方案 SDDC 環境中建立的 VM 掛載Cloud Volumes ONTAP共用和 LUN。由
於Cloud Volumes ONTAP支援 iSCSI、SMB 和 NFS 協議，因此磁碟區也可以安裝在 Linux 用戶端和
Windows 用戶端上。只需幾個簡單的步驟即可設定Cloud Volumes ONTAP磁碟區。

若要將磁碟區從本機環境複製到雲端以用於災難復原或遷移目的，請使用站台對站台 VPN 或
ExpressRoute 建立與 Azure 的網路連線。將資料從本地複製到Cloud Volumes ONTAP超出了本文檔的範
圍。若要在本機和Cloud Volumes ONTAP系統之間複製數據，請參閱"設定係統之間的資料複製"。

使用"Cloud Volumes ONTAP大小調整器"準確地確定Cloud Volumes ONTAP實例的大小。
也可以監控本機效能以用作Cloud Volumes ONTAP大小調整器的輸入。

1. 登入NetApp Cloud Central — 顯示 Fabric View 畫面。找到Cloud Volumes ONTAP標籤並選擇前往雲
端管理員。登入後，將顯示 Canvas 畫面。

2. 在雲端管理器首頁上，按一下新增工作環境，然後選擇 Microsoft Azure 作為雲端和系統設定類型。
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3. 建立第一個Cloud Volumes ONTAP工作環境時，Cloud Manager 會提示您部署連接器。

4. 建立連接器後，更新詳細資訊和憑證欄位。

5. 提供要建立的環境的詳細信息，包括環境名稱和管理員憑證。新增 Azure 環境的資源組標籤作為可選
參數。完成後，按一下“繼續”。
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6. 選擇Cloud Volumes ONTAP部署的附加服務，包括BlueXP分類、 BlueXP backup and recovery以
及Cloud Insights。選擇服務，然後按一下繼續。

7. 配置 Azure 位置和連線。選擇要使用的 Azure 區域、資源群組、VNet 和子網路。

8. 選擇授權選項：按使用量付費或使用現有授權的 BYOL。在此範例中，使用了按使用量付費選項。

9. 在適用於各種類型工作負載的幾個預先配置套件中進行選擇。
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10. 接受兩個關於啟動支援和分配 Azure 資源的協定。若要建立Cloud Volumes ONTAP實例，請按一
下「Go」。

11. 配置Cloud Volumes ONTAP後，它會列在 Canvas 頁面上的工作環境中。
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SMB 磁碟區的附加配置

1. 工作環境準備好後，請確保 CIFS 伺服器配置了適當的 DNS 和 Active Directory 設定參數。在建立
SMB 磁碟區之前，需要執行此步驟。

2. 建立 SMB 磁碟區是一個簡單的過程。選擇要建立磁碟區的 CVO 實例，然後按一下「建立磁碟區」選
項。選擇適當的大小，雲端管理器選擇包含的聚合或使用進階分配機制放置在特定的聚合上。對於此演
示，選擇 SMB 作為協定。

3. 磁碟區配置完成後，它將在「磁碟區」窗格下可用。由於已配置 CIFS 共享，請授予您的使用者或群組
對檔案和資料夾的權限，並驗證這些使用者是否可以存取共用並建立檔案。如果從本機環境複製卷，則
不需要此步驟，因為檔案和資料夾權限都將作為SnapMirror複製的一部分保留。

111



4. 建立磁碟區後，使用 mount 指令從 Azure VMware 解決方案 SDDC 主機上執行的 VM 連線到共用。

5. 複製以下路徑並使用映射網路磁碟機選項將磁碟區載入到在 Azure VMware 解決方案 SDDC 上執行的
VM 上。
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將 LUN 連接到主機

若要將 LUN 連接到主機，請完成下列步驟：

1. 在「畫布」頁面上，雙擊Cloud Volumes ONTAP工作環境以建立和管理磁碟區。

2. 按一下新增磁碟區 > 新磁碟區並選擇 iSCSI，然後按一下建立啟動器群組。按一下「Continue（繼續
）」。

3. 配置磁碟區後，選擇該磁碟區，然後按一下目標 IQN。若要複製 iSCSI 限定名稱 (IQN)，請按一下複
製。建立從主機到 LUN 的 iSCSI 連線。

若要對駐留在 Azure VMware 解決方案 SDDC 上的主機完成相同操作，請執行下列操作：

a. 透過 RDP 連接 Azure VMware 解決方案 SDDC 上託管的 VM。

b. 開啟 iSCSI 發起程式屬性對話方塊：伺服器管理員 > 儀表板 > 工具 > iSCSI 發起程式。

c. 在“發現”標籤中，按一下“發現入口網站”或“新增入口網站”，然後輸入 iSCSI 目標連接埠的 IP 位
址。

d. 從「目標」標籤中，選擇發現的目標，然後按一下「登入」或「連線」。

e. 選擇啟用多路徑，然後選擇電腦啟動時自動恢復此連線或將此連線新增至收藏目標清單。按一下“進
階”。

*注意：*Windows 主機必須與叢集中的每個節點建立 iSCSI 連線。本機 DSM 選擇要使用的最佳路
徑。
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儲存虛擬機器 (SVM) 上的 LUN 對於 Windows 主機來說顯示為磁碟。主機不會自動發現任何新新增的磁
碟。透過完成以下步驟觸發手動重新掃描以發現磁碟：

1. 開啟 Windows 電腦管理公用程式：開始 > 管理工具 > 電腦管理。

2. 在導航樹中展開儲存節點。

3. 按一下“磁碟管理”。

4. 按一下操作 > 重新掃描磁碟。

當 Windows 主機首次存取新的 LUN 時，它沒有分割區或檔案系統。初始化 LUN；並且（可選）透過完成
以下步驟使用檔案系統格式化 LUN：

1. 啟動 Windows 磁碟管理。
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2. 右鍵單擊 LUN，然後選擇所需的磁碟或分割區類型。

3. 請按照精靈中的說明進行操作。在此範例中，已安裝磁碟機 E:

Google Cloud VMware Engine：使用NetApp儲存的選項

NetApp儲存可以作為來賓連接儲存或補充儲存附加到 Google Cloud Virtualization

Engine。

Google Cloud NetApp Volumes （NetApp Volumes）作為補充 NFS 資料儲存區

需要在 Google Cloud VMware Engine (GCVE) 環境中增加儲存容量的客戶可以利用Google Cloud NetApp

Volumes作為補充 NFS 資料儲存進行掛載。將資料儲存在Google Cloud NetApp Volumes上允許客戶在區域之
間進行複製以防止災難。

欲了解更多信息，請訪問"Google Cloud NetApp Volumes （NetApp Volumes）作為補充 NFS 資料儲存區"
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NetApp CVO 作為客戶連接存儲

Cloud Volumes ONTAP（或稱 CVO）是基於 NetApp 的ONTAP儲存軟體所建置的業界領先的雲端資料管理解決
方案，可在 Amazon Web Services (AWS)、Microsoft Azure 和 Google Cloud Platform (GCP) 上原生使用。

它是ONTAP的軟體定義版本，使用雲端原生存儲，允許您在雲端和本地使用相同的存儲軟體，從而無需重新培
訓 IT 人員採用全新方法來管理資料。

CVO 使客戶能夠無縫地將資料從邊緣移動到資料中心、雲端並返回，從而將您的混合雲整合在一起 - 所有這些
都透過單一窗格管理控制台NetApp Cloud Manager 進行管理。

透過設計，CVO 可提供極高的效能和先進的資料管理功能，以滿足您在雲端中最嚴苛的應用程式的需求。

欲了解更多信息，請訪問"NetApp CVO 作為客戶連接存儲"

Google Cloud NetApp Volumes （NetApp Volumes）作為來賓連接存儲

可從在 VMware Engine 環境中建立的虛擬機器掛載Google Cloud NetApp Volumes共用。由於Google Cloud

NetApp Volumes支援 SMB 和 NFS 協議，因此這些磁碟區也可以安裝在 Linux 用戶端上並對應到 Windows 用
戶端上。可以透過簡單的步驟來設定Google Cloud NetApp Volumes磁碟區。

Google Cloud NetApp Volumes和 Google Cloud VMware Engine 私有雲必須位於同一區域。

欲了解更多信息，請訪問"Google Cloud NetApp Volumes （NetApp Volumes）作為來賓連接存儲"

Google Cloud VMware Engine 補充 NFS 資料儲存與Google Cloud NetApp Volumes

客戶可以使用 NFS 補充資料儲存和Google Cloud NetApp Volumes擴充 Google Cloud

VMware Engine 上的儲存容量。

概況

需要在 Google Cloud VMware Engine (GCVE) 環境上增加儲存容量的客戶可以利用 Netapp Cloud Volume

Service 作為補充 NFS 資料儲存進行安裝。將資料儲存在Google Cloud NetApp Volumes上允許客戶在區域之間
進行複製以防止災難。
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在 GCVE 上從Google Cloud NetApp Volumes (NetApp Volumes) 掛載 NFS 資料儲存區的部署步驟

配置NetApp卷 - 性能卷

Google Cloud NetApp Volumes磁碟區可以透過以下方式配置"使用 Google Cloud Console" "使用NetApp

BlueXP入口網站或 API"
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將NetApp Volumes 磁碟區標記為不可刪除

為避免在虛擬機器運行時意外刪除卷，請確保該卷標記為不可刪除，如下面的螢幕截圖所
示。

欲了解更多信息，請參閱"建立 NFS 卷"文件.

確保NetApp Volumes Tenant VPC 的 GCVE 上有專用連線。

要掛載 NFS 資料儲存區，GCVE 和NetApp Volumes 專案之間應該會有私有連線。欲了解更多信息，請參
閱"如何設定私人服務訪問"

掛載 NFS 資料存儲

有關如何在 GCVE 上掛載 NFS 資料儲存的說明，請參閱"如何使用NetApp磁碟區建立 NFS 資料存儲"

由於 vSphere 主機由 Google 管理，因此您無權安裝 NFS vSphere API for Array Integration

(VAAI) vSphere Installation Bundle (VIB)。如果您需要虛擬磁碟區 (vVol) 支持，請告知我
們。如果您想使用巨型幀，請參閱"GCP 上支援的最大 MTU 大小"

118

https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/creating-nfs-volumes#creating_an_nfs_volume
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vmware-engine/docs/vmware-ecosystem/howto-cloud-volumes-service-datastores
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu
https://cloud.google.com/vpc/docs/mtu


使用Google Cloud NetApp Volumes節省成本

若要詳細了解使用Google Cloud NetApp Volumes滿足 GCVE 儲存需求的潛在節省空間，請查看"NetApp投資報
酬率計算器"

參考連結

• "Google 部落格 - 如何使用NetApp Volumes 作為 Google Cloud VMware Engine 的資料儲存區"

• "NetApp部落格 - 將儲存豐富的應用程式遷移到 Google Cloud 的更好方法"

適用於 GCP 的NetApp儲存選項

GCP 支援透過Cloud Volumes ONTAP (CVO) 或Google Cloud NetApp Volumes (NetApp

Volumes) 連接來賓的NetApp儲存。

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP（或稱 CVO）是基於 NetApp 的ONTAP儲存軟體所建置的業界領先的雲端資料管理解決
方案，可在 Amazon Web Services (AWS)、Microsoft Azure 和 Google Cloud Platform (GCP) 上原生使用。

它是ONTAP的軟體定義版本，使用雲端原生存儲，允許您在雲端和本地使用相同的存儲軟體，從而無需重新培
訓 IT 人員採用全新方法來管理資料。

CVO 使客戶能夠無縫地將資料從邊緣移動到資料中心、雲端並返回，從而將您的混合雲整合在一起 - 所有這些
都透過單一窗格管理控制台NetApp Cloud Manager 進行管理。

CVO 的設計旨在提供極致的效能和先進的資料管理功能，以滿足您在雲端最嚴苛的應用程式

Cloud Volumes ONTAP (CVO) 作為來賓連接存儲
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在 Google Cloud 中部署Cloud Volumes ONTAP （自行部署）

可從在 GCVE 私有雲環境中建立的虛擬機器掛載Cloud Volumes ONTAP共用和 LUN。這些磁碟區還可以
安裝在 Linux 用戶端和 Windows 用戶端上，並且當透過 iSCSI 安裝時，可以在 Linux 或 Windows 用戶端
上將 LUNS 作為區塊裝置進行訪問，因為Cloud Volumes ONTAP支援 iSCSI、SMB 和 NFS 協定。只需幾
個簡單的步驟即可設定Cloud Volumes ONTAP磁碟區。

若要將磁碟區從本機環境複製到雲端以用於災難復原或遷移，請使用網站到網站 VPN 或 Cloud

Interconnect 建立與 Google Cloud 的網路連線。將資料從本地複製到Cloud Volumes ONTAP超出了本文檔
的範圍。若要在本機和Cloud Volumes ONTAP系統之間複製數據，請參閱"設定係統之間的資料複製"。

使用"Cloud Volumes ONTAP大小調整器"準確地確定Cloud Volumes ONTAP實例的大小。
也可以監控本機效能以用作Cloud Volumes ONTAP大小調整器的輸入。

1. 登入NetApp Cloud Central — 顯示 Fabric View 畫面。找到Cloud Volumes ONTAP標籤並選擇前往雲
端管理員。登入後，將顯示 Canvas 畫面。

2. 在 Cloud Manager Canvas 標籤上，按一下新增工作環境，然後選擇 Google Cloud Platform 作為雲端
和系統配置類型。然後按一下“下一步”。

3. 提供要建立的環境的詳細信息，包括環境名稱和管理員憑證。完成後，按一下“繼續”。
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4. 選擇或取消選擇Cloud Volumes ONTAP部署的附加服務，包括資料感知與合規性或備份到雲端。然後
，點擊“繼續”。

提示：停用附加服務時將顯示驗證彈出訊息。 CVO 部署後可以新增/刪除附加服務，如果從一開始就不
需要，請考慮取消選擇它們以避免成本。

5. 選擇一個位置，選擇防火牆策略，然後選取核取方塊以確認與 Google Cloud 儲存的網路連線。
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6. 選擇授權選項：按使用量付費或使用現有授權的 BYOL。在此範例中，使用了免費增值選項。然後，點
擊繼續。

7. 根據將在 AWS SDDC 上的 VMware 雲端上執行的虛擬機器上部署的工作負載類型，在幾個可用的預
先配置套件中進行選擇。

提示：將滑鼠懸停在圖塊上以查看詳細信息，或按一下「更改配置」自訂 CVO 組件和ONTAP版本。
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8. 在「審核並批准」頁面上，審核並確認選擇。若要建立Cloud Volumes ONTAP實例，請按一下「開
始」。

9. 配置Cloud Volumes ONTAP後，它會列在 Canvas 頁面上的工作環境中。
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SMB 磁碟區的附加配置

1. 工作環境準備好後，請確保 CIFS 伺服器配置了適當的 DNS 和 Active Directory 設定參數。在建立
SMB 磁碟區之前，需要執行此步驟。

提示：按一下選單圖示 (º)，選擇進階以顯示更多選項並選擇 CIFS 設定。

2. 建立 SMB 磁碟區是一個簡單的過程。在 Canvas 中，雙擊Cloud Volumes ONTAP工作環境來建立和管
理卷，然後按一下建立卷選項。選擇適當的大小，雲端管理器選擇包含的聚合或使用進階分配機制放置
在特定的聚合上。對於此演示，選擇 CIFS/SMB 作為協定。

3. 磁碟區配置完成後，它將在「磁碟區」窗格下可用。由於已配置 CIFS 共享，請授予您的使用者或群組
對檔案和資料夾的權限，並驗證這些使用者是否可以存取共用並建立檔案。如果從本機環境複製卷，則
不需要此步驟，因為檔案和資料夾權限都將作為SnapMirror複製的一部分保留。

提示：按一下音量選單 (º) 以顯示其選項。
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4. 建立磁碟區後，使用 mount 指令顯示磁碟區連線說明，然後從 Google Cloud VMware Engine 上的虛
擬機器連線到共用。

5. 複製以下路徑並使用映射網路磁碟機選項將磁碟區掛載到在 Google Cloud VMware Engine 上執行的虛
擬機器上。
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一旦映射，就可以輕鬆訪問，並且可以相應地設定 NTFS 權限。
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Cloud Volumes ONTAP上的 LUN 連接到主機

若要將雲端磁碟區ONTAP LUN 連接到主機，請完成下列步驟：

1. 在「畫布」頁面上，雙擊Cloud Volumes ONTAP工作環境以建立和管理磁碟區。

2. 按一下新增磁碟區 > 新磁碟區並選擇 iSCSI，然後按一下建立啟動器群組。按一下「Continue（繼續
）」。

3. 配置磁碟區後，選擇磁碟區選單 (º)，然後按一下目標 iQN。若要複製 iSCSI 限定名稱 (iQN)，請按一下
複製。建立從主機到 LUN 的 iSCSI 連線。

若要對駐留在 Google Cloud VMware Engine 上的主機完成相同操作：

1. 透過 RDP 連接到託管在 Google Cloud VMware Engine 上的虛擬機器。

2. 開啟 iSCSI 發起程式屬性對話方塊：伺服器管理員 > 儀表板 > 工具 > iSCSI 發起程式。

3. 在“發現”標籤中，按一下“發現入口網站”或“新增入口網站”，然後輸入 iSCSI 目標連接埠的 IP 位址。
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4. 從「目標」標籤中，選擇發現的目標，然後按一下「登入」或「連線」。

5. 選擇啟用多路徑，然後選擇電腦啟動時自動恢復此連線或將此連線新增至收藏目標清單。按一下“進階
”。

Windows 主機必須與群集中的每個節點建立 iSCSI 連線。本機 DSM 選擇要使用的最佳
路徑。

儲存虛擬機器 (SVM) 上的 LUN 對於 Windows 主機來說顯示為磁碟。主機不會自動發現任何新新增的
磁碟。透過完成以下步驟觸發手動重新掃描以發現磁碟：

a. 開啟 Windows 電腦管理公用程式：開始 > 管理工具 > 電腦管理。

b. 在導航樹中展開儲存節點。

c. 按一下“磁碟管理”。

d. 按一下操作 > 重新掃描磁碟。
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當 Windows 主機首次存取新的 LUN 時，它沒有分割區或檔案系統。初始化 LUN；並且（可選）透過
完成以下步驟使用檔案系統格式化 LUN：

a. 啟動 Windows 磁碟管理。

b. 右鍵單擊 LUN，然後選擇所需的磁碟或分割區類型。

c. 請按照精靈中的說明進行操作。在此範例中，已安裝磁碟機 F:。
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在 Linux 用戶端上，確保 iSCSI 守護程序正在執行。配置 LUN 後，請參閱此處以 Ubuntu 為例的 iSCSI 設
定詳細指南。要驗證，請從 shell 運行 lsblk cmd。
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在 Linux 用戶端上掛載Cloud Volumes ONTAP NFS 卷

若要從 Google Cloud VMware Engine 中的虛擬機器掛載Cloud Volumes ONTAP (DIY) 檔案系統，請依照
下列步驟操作：

請依照下列步驟配置磁碟區

1. 在磁碟區選項卡中，按一下建立新磁碟區。

2. 在「建立新磁碟區」頁面上，選擇磁碟區類型：

3. 在「磁碟區」標籤中，將滑鼠遊標放在磁碟區上，選擇選單圖示 (º)，然後按一下「掛載指令」。

4. 按一下“複製”。

5. 連接到指定的Linux實例。

6. 使用安全殼 (SSH) 在執行個體上開啟終端並使用適當的憑證登入。

7. 使用下列指令為磁碟區的掛載點建立目錄。
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$ sudo mkdir /cvogcvetst

8. 將Cloud Volumes ONTAP NFS 磁碟區掛載到上一個步驟所建立的目錄。

sudo mount 10.0.6.251:/cvogcvenfsvol01 /cvogcvetst

Google Cloud NetApp Volumes(NetApp區)

Google Cloud NetApp Volumes （NetApp Volumes）是一套完整的資料服務組合，可提供先進的雲端解決方
案。 NetApp Volumes 支援主要雲端供應商的多種文件存取協定（NFS 和 SMB 支援）。

其他優點和功能包括：使用快照進行資料保護和復原；在本地或雲端複製、同步和遷移資料目的地的特殊功能；
以及在專用快閃記憶體系統層級保持一致的高效能。

Google Cloud NetApp Volumes （NetApp Volumes）作為來賓連接存儲

使用 VMware Engine 設定NetApp區

可從在 VMware Engine 環境中建立的虛擬機器掛載Google Cloud NetApp Volumes共用。由於Google

Cloud NetApp Volumes支援 SMB 和 NFS 協議，因此這些磁碟區也可以安裝在 Linux 用戶端上並對應到
Windows 用戶端上。可以透過簡單的步驟來設定Google Cloud NetApp Volumes磁碟區。

Google Cloud NetApp Volumes和 Google Cloud VMware Engine 私有雲必須位於同一區域。

若要從 Google Cloud Marketplace 購買、啟用和設定適用於 Google Cloud 的 Google Google Cloud

NetApp Volumes ，請依照以下詳細說明操作"指導"。
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建立NetApp Volumes NFS 捲到 GCVE 私有雲

若要建立和掛載 NFS 卷，請完成下列步驟：

1. 從 Google 雲端控制台中的合作夥伴解決方案存取 Cloud Volumes。

2. 在 Cloud Volumes 控制台中，前往磁碟區頁面並按一下建立。

3. 在建立檔案系統頁面上，根據退款機制的需要指定磁碟區名稱和計費標籤。
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4. 選擇適當的服務。對於 GCVE，根據應用程式工作負載要求選擇NetApp Volumes-Performance 和所需
的服務級別，以改善延遲並提高效能。

5. 指定磁碟區和磁碟區路徑的 Google Cloud 區域（磁碟區路徑在專案的所有雲端磁碟區中必須是唯一的
）
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6. 選擇磁碟區的效能等級。

7. 指定磁碟區的大小和協定類型。本次測試採用的是NFSv3。

8. 在此步驟中，選擇可存取磁碟區的 VPC 網路。確保 VPC 對等連接已到位。
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提示：如果尚未完成 VPC 對等連接，則會顯示一個彈出按鈕來引導您完成對等連接命令。開啟 Cloud

Shell 會話並執行適當的命令以將您的 VPC 與Google Cloud NetApp Volumes生產者對等連接。如果您
決定提前準備 VPC 對等連接，請參閱這些說明。

9. 透過新增適當的規則來管理匯出策略規則並選取對應 NFS 版本的核取方塊。

注意：除非新增匯出策略，否則無法存取 NFS 磁碟區。

10. 按一下「儲存」以建立磁碟區。
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將 NFS 匯出掛載到在 VMware Engine 上執行的虛擬機

在準備掛載 NFS 磁碟區之前，請確保私有連線的對等狀態列為「活動」。一旦狀態為“活動”，請使用
mount 指令。

若要掛載 NFS 卷，請執行下列操作：

1. 在 Cloud Console 中，前往 Cloud Volumes > Volumes。

2. 前往卷頁面

3. 按一下要掛載 NFS 匯出的 NFS 磁碟區。

4. 捲動到右側，在“顯示更多”下按一下“安裝說明”。

若要從 VMware VM 的客戶作業系統執行安裝流程，請依照下列步驟操作：

1. 使用 SSH 用戶端並透過 SSH 連接到虛擬機器。

2. 在實例上安裝 nfs 用戶端。

a. 在 Red Hat Enterprise Linux 或 SuSE Linux 實例上：

 sudo yum install -y nfs-utils

.. 在 Ubuntu 或 Debian 實例上：

sudo apt-get install nfs-common

3. 在實例上建立一個新目錄，例如“/nimCVSNFSol01”：

sudo mkdir /nimCVSNFSol01

4. 使用適當的命令掛載卷。實驗室的範例命令如下：

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3,tcp

10.53.0.4:/nimCVSNFSol01 /nimCVSNFSol01
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建立 SMB 共用並將其掛載到在 VMware Engine 上執行的虛擬機

對於 SMB 卷，請確保在建立 SMB 磁碟區之前已設定了 Active Directory 連線。

一旦 AD 連接到位，即可建立具有所需服務等級的磁碟區。除了選擇適當的協定外，步驟與建立 NFS 磁碟
區類似。

1. 在 Cloud Volumes 控制台中，前往磁碟區頁面並按一下建立。

2. 在建立檔案系統頁面上，根據退款機制的需要指定磁碟區名稱和計費標籤。

3. 選擇適當的服務。對於 GCVE，根據工作負載要求選擇NetApp Volumes-Performance 和所需的服務級
別，以改善延遲並提高效能。
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4. 指定磁碟區和磁碟區路徑的 Google Cloud 區域（磁碟區路徑在專案的所有雲端磁碟區中必須是唯一的
）

5. 選擇磁碟區的效能等級。
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6. 指定磁碟區的大小和協定類型。本次測試中使用了 SMB。

7. 在此步驟中，選擇可存取磁碟區的 VPC 網路。確保 VPC 對等連接已到位。

提示：如果尚未完成 VPC 對等連接，則會顯示一個彈出按鈕來引導您完成對等連接命令。開啟 Cloud

Shell 會話並執行適當的命令以將您的 VPC 與Google Cloud NetApp Volumes生產者對等連接。如果您
決定提前準備 VPC 對等連接，請參閱這些"指示"。
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8. 按一下「儲存」以建立磁碟區。

若要安裝 SMB 卷，請執行以下操作：

1. 在 Cloud Console 中，前往 Cloud Volumes > Volumes。

2. 前往卷頁面

3. 按一下要對應 SMB 共享的 SMB 磁碟區。

4. 捲動到右側，在“顯示更多”下按一下“安裝說明”。

若要從 VMware VM 的 Windows 用戶作業系統執行安裝流程，請依照下列步驟操作：

1. 按一下“開始”按鈕，然後按一下“電腦”。

2. 按一下「映射網路磁碟機」。

3. 在磁碟機清單中，按一下任何可用的磁碟機號。

4. 在資料夾框中，鍵入：

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01
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若要在每次登入電腦時進行連接，請勾選「登入時重新連接」複選框。

5. 按一下“完成”。

總結與結論： NetApp為何選擇 VMware 作為混合多雲平台

NetApp Cloud Volumes 與主要超大規模企業的 VMware 解決方案為希望利用混合雲的組
織提供了巨大的潛力。本節的其餘部分提供了用例，表明整合NetApp Cloud Volumes 可以
實現真正的混合多雲功能。

用例 #1：優化存儲

當使用 RVtools 輸出執行大小調整練習時，馬力（vCPU/vMem）比例與儲存平行是顯而易見的。很多時候，組
織會發現他們所處的境地是，所需的儲存空間使叢集的規模遠遠超出了馬力所需的範圍。

透過整合NetApp Cloud Volumes，組織可以透過簡單的遷移方法實現基於 vSphere 的雲端解決方案，無需重新
平台化、無需 IP 變更、無需架構變更。此外，透過此最佳化，您可以擴充儲存空間，同時將主機數量保持在
vSphere 所需的最少量，但不會改變儲存層次結構、安全性或可用的檔案。這使您可以優化部署並將總體 TCO

降低 35–45%。透過這種集成，您還可以在幾秒鐘內將儲存空間從熱儲存擴展到生產級效能。
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用例2：雲端遷移

由於多種原因，組織面臨著將應用程式從本地資料中心遷移到公有雲的壓力：租約即將到期；財務指令要求從資
本支出 (capex) 轉向營運支出 (opex)；或者僅僅是自上而下的命令要求將所有內容遷移到雲端。

當速度至關重要時，只有簡化的遷移方法是可行的，因為重新平台化和重構應用程式以適應雲端的特定 IaaS 平
台既緩慢又昂貴，通常需要數月時間。透過將NetApp Cloud Volumes 與用於客戶端連接儲存的頻寬高效
的SnapMirror複製（包括與應用程式一致的 Snapshot 副本和 HCX 結合的 RDM、特定於雲端的遷移（例如
Azure Migrate）或用於複製虛擬機器的第三方產品）相結合，這種轉變比依賴過濾機制更容易。

用例3：資料中心擴展

當資料中心因季節性需求高峰或僅僅是穩定的有機成長而達到容量限制時，遷移到雲端託管的 VMware 以
及NetApp Cloud Volumes 是一個簡單的解決方案。利用NetApp Cloud Volumes，可以透過提供跨可用區域的高
可用性和動態擴充功能，非常輕鬆地建立、複製和擴充儲存。利用NetApp Cloud Volumes 有助於克服對延伸叢
集的需求，從而最大限度地減少主機叢集容量。

用例 #4：災難復原至雲端

在傳統方法中，如果發生災難，複製到雲端的虛擬機器需要轉換到雲端自己的虛擬機器管理程式平台才能恢復 -

這不是危機期間要處理的任務。

透過使用NetApp Cloud Volumes 進行來賓連接存儲，使用來自本地的SnapCenter和SnapMirror複製以及公共雲
虛擬化解決方案，可以設計出一種更好的災難恢復方法，允許在完全一致的 VMware SDDC 基礎架構上恢復虛
擬機副本以及特定於雲端的恢復工具（例如 Azure Site Recovery）或等效的第三方工具（如 Veeam）。這種方
法還使您能夠快速執行災難復原演習和勒索軟體復原。透過按需添加主機，您還可以擴展到全面生產以進行測試
或在災難期間進行擴展。

用例 #5：應用程式現代化

應用程式進入公有雲後，組織將希望利用數百種強大的雲端服務來實現其現代化和擴展。透過使用NetApp

Cloud Volumes，現代化是一個簡單的過程，因為應用程式資料不會被鎖定在 vSAN 中，並且允許在包括
Kubernetes 在內的廣泛用例中實現資料移動。

結論

無論您的目標是全雲還是混合雲， NetApp Cloud Volumes 都提供了出色的選項來部署和管理應用程式工作負載
以及檔案服務和區塊協議，同時透過使資料需求無縫連接到應用程式層來降低 TCO。

無論使用情況如何，選擇您最喜歡的雲端/超大規模器以及NetApp Cloud Volumes，以快速實現雲端優勢、一致
的基礎架構和跨本地和多個雲端的操作、工作負載的雙向可移植性以及企業級容量和效能。

它與用於連接儲存的熟悉的過程和程序相同。請記住，新名稱只是改變了資料的位置；工具和流程都保持不變，
NetApp Cloud Volumes 有助於優化整體部署。
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