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https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-tw/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html

@ F5 BIG-IP ATLURABIUENEE - A LURARERIEE - 737 E1TILEEE > F5 BIG-IP LUF
ITHETERE o B2 - WX EEBRY > NetAppiZ:EZE 1L —1E BIG-IP BHISEE: » LU G BRENTE -

F5 BIG-IP RAEIMEBES AR L « RSN rARMERRENE > FASR 120 WESR
©) F5 OIS B - ATAXIMEN » F5 BIG-IP AFRBHAEHLM - (I BICP VE I

B EEER A

LARRTT R FE VMware vSphere FRERE MBI o ARIBICHVAEIRIRIE > F5 Big-IP B VSR fA04ERE BT LD
BEASER=BRE - AXETHBEENSERLE - IR E SRR EUE Anthos BEA ERMAES
BB BT o

NetAppHIfR A R TR EREERFINERE TS T TRPIARZ > LUEE Anthos On-Prem BYBEIEFEEC(E
221

BUE E=Rid] BR s

F5 BIG-IPEH484% 15.0.1-0.0.11
F5 BIG-IPEAE4& 16.1.0-0.0.19
et

HELZE F5BIG-IP > AR TEER !

1. ¢ F5 THUEREAEARBERRRE (OVA) X "E1E"

@ BT =% ° R WXZAETE F5 33 o thf9% Big-IP Virtual Edition Load Balancer 127 30 X
BYEREFA] © NetAppEiEH s EN A EIPEMAKAR 10Gbps 5FA]:E ©

2 ARINEHMESEFOIEZNE OVF fi7s o SEEEE  BINEEESH 1 P TR OVARE - %
—FF—5"o

17


https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova

Deploy OVF Template

1 Select an OVF template Select an OVF template
2 Select a name and folder Select an OVF template from remote URL or local file system
3 Select a compute resource

Revi tail Enter a URL to download and install the OVF package from the Internet, or browse to a

eview aetalls

5 Select riis location accessible from your computer, such as a local hard drive, a network share, or a

>elect storage
- . . CD/DVD drive
6 Ready to complete

URL
® Local file

Choose Files | BIGIP-15.0.1-0__ALL-vmware ova

CANCEL NEXT

3 #—T '—¥) #ENTEEIRIEISERERTIERE  EIEF#FEESE - EEC0EN

EEH423H VM _Datastore » 2ABIE—TF F—% o

4. BEETHNT—EZEES B IEIRIEPEANERAER o EIMMRMIFEE VM_Network » £ S IBRL
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Deploy OVF Template

v+ 1 Select an OVF template Select networks

v 2 Select a name and folder Select a destination network for each source network

+ 3 Select a compute resource

v 4 Review details Source Network Y Destination Network
+ 5 License agreements nternal BiG-IP-Internal

v 6 Configuration Esitarria VM_Network

+ 7 Select storage

HA BIG-P-HA
8 Select networks

Management Management_Network

IP allocation Static - Manual

o
o

&

=
s

CANCEL ‘ BACK ‘ NEXT

o EERENHEEMH  IRFIAEMER > FE—T e URKRERE -

6. ERRBIBTHE  GREBIMIT - ERZTEIRME LU DHCP fiit - ZFEEER Linux > ITH

ZRZET VMware Tools » ELEE R LATE vSphere AR IRRER E1EWHAY DHCP it ©

3 BIGIP-15.0.1-0.0.11-vmware-B = actions ~

Summary Monitor Configure Permissions Datastores Networks

Name ocalhost.localdomain BIGIP-15.0.1-0.0.11-vmwa...
IP Addresses 27.20.0.254
addresse IP Addresses:
== % = Host 172.91.224101 127.20.0.254
=SS tansuin. 9 127.1.1.254
6 172 21224 20

7. FRR Web BIEE23 M EM _ E—EP RPN IP IIHEREIEE - TAREARES admin/admin » BREAR >
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REGUVIRTCEEETEETE - ARCTROE—ERS - TUAERMIEREA

fs BIG-IP Configuration Utility
- F5 Networks, Ine

Hostname Weicome to the BIG-IP Configuration Utilty.
bigip1

Log in with your username and password using the fields on the left
IP Address

172.21.224 20

Username
‘admin

Password

anee

 Login |

{c) Copyright 1996-2019. F5 Networks. Inc., Seattle. Washington. All rights reserved.
F5 Networks, Inc. Legal Notices '

8 B EEERTEAETHREERER - B— T TP BEBZEREL -

Setup Utility
To begin configuring this BIG-IP® system, please complete the Setup Utility. To begin, click the "Next" button.

Next...

0. T—EEMETRENRENTAE o BB HE MG - E T —HEHIRRETE > b EETEEEM TEEUREIR 30
ReHMbEF el e RO E R ERERIKAG AR - B— T %"
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General Properties

Base Registration Key BFXBY-PVROQ-QIHCH-NZGSZ-AZCFPDX | Revert
Adg-On Key | ||Add

Add-On Registration Key List
Edit||Delete|

Activation Method *' Automatic (requires outbound connectivity) ' Manual

Qutbound Interface mgmt v |

License Comparison Enable License Comparison

Next.. |

()  ATERENTIE  SERAE LERNEBLBENTEREHE -
10, F—EEEL > IITRIEREREGE EULA)  RHTEHOHERTIEE » T 132
=1 °

N. T—EEERELIBIRRE - UERESRILFIMRECESE « 32— T @A UIREREE -

BIG-IP system configuration has changed
Tue Nov 05 2019 1810:20

The configuration for this device has been updated. Consequentiy, the features and functionality previously
available on the BIG-IP system might have changed

Elapsed Time: 49 seconds

« Please wait while the configuration changes are verified
The BIG-IP Configuration utility will be updated momentarily

" Configuration changes have been verified
You may now confinue using the BIG-IP Configuration utility

Continue

12. RESEREM > REARBRNBTERIEEES © RS H T BAIFF IS URERR B NSELE

EETHRSBNENERDE
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Current Resource ABRCATON

CcPy — ] - .l
D (2908 L
Memary (3 8GB) HONT .
Mo  Proveanng. Liunse sy Reaurus Dok (68} Rocieed Mamoey (48]

B Management (MGHT) E WA 0 1070

Bl Uocal Trafe (LTM) ¥ | Rommnal v £ Lienaad f B4

B Apphication Secundy (ASM) Nane &g Licansad 20 1402

W Fraud Protection Service (FPS) - Nane WA 12 544

B Gobal Tramc (D85 Hang B Licensad [ 148

Lok Conirplier (LC) Nane E Uriicensed 0 s

B Accass Fokcy (APM) Hone Ep Limitad 12 Fi-Ts

B A Wisiilty and R VR ~ None B Litenaed 18 570

W Poscy Enforcement (FEM) Hana E Unicensad i ] 122

B Advanced Firewall (AFM) Nane £5 Licansag 16 1058

[l Appication Accelerabon Manager (AAM) Nona B Uniicensad 32 2050

B Secse Web Oateway (SW3) Nana Bl Uricensad 4 4054

Bl Rules Language Extensions [Rulesl i) Nane Es Licenmad 0 48

Il URLDS Mirsmai (URLDE) — Mane B Unlicenned 38 2048

Il %5L Crehastrator (SSLO) None B Uniicenzed [ 128

B Caner Grade NAT (CONAT) Mane Eg Liconsad 16 138

\:Bacik || Rver || et |

3. MEBARINTREEERAIMHTLETE—DEN - ENEERE-A DHCP REMNER IP ik «
REFELENEHLBENEE J‘/(&1%nxn2ﬁ%§ SSH f7HY °

‘General Properties
Management Config IPV4 ‘® Automatic (DHCP) ' Manual
Management Config IPV6 '® Automatic (DHCP) '~ Manual
I Host Name | Antnos-F5-Big-IP |
Host IP Address | Use Management Port IP Address v
Time Zone [Ameri York v
User
|| Disable login
Root Account Password: :l
Confim: | |
SSH Access ¥ Enabled
SSH IP Aliow | = All Aodresses v |
[Bsck |[Nost._|

14 FTRMEBEREE > CHREEHREREFRINGE - B—T T—F) FERERARRTERE
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Standard Network Configuration
Create a standard network configuration by configuring these features:

Redundancy

VLANs

NTP

DNS

Config Sync

Failover

Mirroring

Peer Device Discovery (for Redundant Configurations)

Next.

Advanced Network Configuration
Create advanced device configurations by clicking Finished and navigating {o the Main {ab of the Configuration Utility.
Finished |

15 BENE—BRENER ; REEIKKRELIE T—F - T—ERRSEEHTEE LREANENE © /7E 1.1
HFEE) OVF HPBIFE PR AAERRY VMNIC ©

Internal Network Configuration

Address: 192.168.1.11
Seff IP Netmask: 255.255.255.0
Port Lockdown: | Allow Default v
F P Address: 192.168.1.10
Port Lockdown:| Allow Default v
Internal VLAN Configuration
VLAN Name intemal
VLAN Tag ID auto
VLAN Interfaces 1.1 v
Tagging Select. v
Add
Interfaces
Edit || Delete

Cancel | Next...

UCEERFR & P (bt - SRAREAITE 1P (THHA0ZRITTFAR ATRAER ) 1P BT » LUFR(E
() - IRCEERESSRE - SMETMUEACREAERRR BN BRI
HIPYERABRS - BT RUBLARIE AL o

16. T—EHA[REREINEBAEAR - A RS S Kubernetes REFERY pod © 7 VM_Network E8[E HiEE—
EFFRE IP ~ BEMNFRERESURKRBHEREENFE P - /THE 1.2 HEES OVF BEBEPIRELC AN
VMNIC °
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External Network Configuration

External VLAN ® Create VLAN external ' Select existing VLAN
Address: 10.63.172.101
Seif IP Netmask 255.255.255.0

Port Lockdown: | Allow None v
Default Gateway 1063.172.1

Fioating (P Address: 10.63.172.100
Port Lockdown:| Aliow None v
External VLAN Configuration

VLAN Name external

VLAN Tag ID auto
VLAN interfaces 1.2 v
Tagging Select v
Add
Interfaces
Edit || Delete
| Cancel || Next..

7. T F—BH  IREERRPEHESEERRE > ETUREANES HA IR - EEEER - S HEE Self-IP
HUEAAERRES FEL - W BZREEERED 1.3 154 VLAN £20 > ZEOEHEER| OVF BABETEERN HA

AERS o

High Network C
High Availability VLAN ® Create VLAN HA " Select existing VLAN
Address: | 192.1682 11
Sell IP

Netmask: | 255.255.255.0

High Availability VLAN Configuration
VLAN Name HA

VLAN Tag ID auto

VLAN Interfaces| 1.3 v

Tagging: Select v
Add

Interfaces
| Edit || Delete

Cancel | | Next... |

18. T—HARERE NTP @RS o A%E—T F—F ) 448 DNS R7E o DNS ARSBMENIES BERZ

E4EH DHCP fARSIEA © BB T —I 1ZR AR EMALE o
19. ¥15"+%§EE’J¥'JE%‘&BQ »#B—TF TF—%) BETHEREERE » HR BB T AXIENSEE - A% —
SER) REHBE o
20. % Anthos EIRSREMRIFHHNENSEERAERZEZUERNSE - MEALAIESEFNRR > BRI
ERE  ABMBDEFE -
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System

Configuration

File Management
Certificate Management
Disk Management
Software Management
License

Resource Provisioning
Platform

High Availability
Archives

Services

Preferences

sFlow

SNMP

Crypto Officading

Logs

Logins Authentication
Support Remote Role
i Groups
21. EBTRHNEEEEREANARSE - BRELAINEIE » BIEF—EMMSEE > W% GKE-Admin © 24

BG—TEE > UBDEEMRAA User-Cluster-1 ¢ BREFE—TEERIAUGTE T —EDE|&E User-
Cluster-2 o RE®R—T T UKHIEE - nEBEEMRE > ERFHTFREDE °

||Search| | create... |

|#| |+ Name

) Anthos-Admin

) Anthos-Clustert
(L] Anthos-Cluster2

Common

oo o o

(Dae. |
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15|
R

(=3

Anthos £

EREEPEHE MBS > PRHHEESRENCEENENSEEAESS » UWEEGHTHLS > LUES

Anthos On Prem &1E o

A

26

THRIZZE GKE-Admin REDEBEERES - FERUHEAENERRELERERNT !

# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManuallLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: F5BigIP
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manuallB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: 0

# # NodePort for control plane service

# controlPlaneNodePort: 30968

# # NodePort for addon service (only needed for admin cluster)

# addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing
partition and

# # credentials

£5BigIP:
address: "172.21.224.21"
credentials:

username: "admin"
password: "admin-password"
partition: "GKE-Admin"
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
# seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation



# for LB VMs. Must contain one or two IPs.
# ipBlockFilePath: ""
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.
vrid: O
(Required) The IP announced by the master of Seesaw group
masterIP: ""
(Required) The number CPUs per machine
cpus: 4
(Required) Memory size in MB per machine
memoryMB: 8192
# (Optional) Network that the LB interface of Seesaw runs in (default:

H H= H H H= H H

cluster
# network)
# vCenter:
# vSphere network name
# networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
# enableHA: false

it MetallLB & & %728
KEF|HT MetallB 5T8& 8 & Fzs L EMRERAA o

it MetalLB & #1723

MetaILB BHTH258 VMware £RY Anthos Clusters Se2 &R > M 1.1 IRAFIBEABSIEESMERERSE

EN—EBRMITEENZE © *EFEE’JK—T—Ei% “cluster.yaml' {RABIE S LR ERE A SEtR it B 8 828 &5
b?’_uEI’J Anthos B2&E B E » MAREGEMZ RN S TFERRRAS ZPBIEBEINPER - TEARHFL
BI—@E P % IP ’é@?‘??‘fﬁlﬁﬁ?ﬂ tE FHITHERER RIS 5T E2EE8 8 Kubernetes ARFEFRFE Ehis
IR o

B Anthos &R

% Anthos BIZ S B MetalLB & & #2365 » KA JBIEEX "loadBalancer: 7Z7EH? “admin-cluster.yaml XX {5 o
RABIECINME—{EREAE “controlPlaneVIP: #illk » ZAEERE “kind: {E% MetallB o 552U T2 A B 1
7EH)
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# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# addonsvIipP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManuallB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

7 Anthos EFFHEZERUA MetalLB B & #1230 » SEFZEPTEMEEH user-cluster. yaml A BEH
RIS o 5% ) LUELY “admin-cluster.yaml X @ 8ABIEEN “controlPlaneVIP: »
ingressVIP: » # 'kind:"#HHY{E ‘loadBalancer: #8453 ° A2 TS R BEAEEH) -

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.240"
# Shared by all services for ingress traffic
ingressVIP: "10.61.181.244"
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

(D) ingressVIP IP fiib s BRI EREPHERAE MetallB EHTHIMN IP 14kt -

SRBIFEEEM T "metalLB: /NENTAELK "addressPools: FEBTE - name: A o B MBEERIL—E IP {itith
> MetalLB BRI LUE@ A U TR H—EEE 51 Hi5k4A LoadBalancer $82UAYARTS @ "addresses: Z#EAY o

28



# # (Required when using "MetallLB" kind in user clusters) Specify the
MetallB config

metallB:

# # (Required) A list of non-overlapping IP pools used by load balancer
typed services.

# # Must include ingressVIP of the cluster.

addressPools:
# # (Required) Name of the address pool

- name: "default"
# # (Required) The addresses that are part of this pool. Each address
must be either
# # in the CIDR form (1.2.3.0/24) or range form (1.2.3.1-1.2.3.5).
addresses:

- "10.61.181.244-10.61.181.249"

@ ikt el UG EE A PR A S BRI R A - R ERBIASE FRER RIS EIL > HEMRE
EF4AR AT > BRI CIDR RiERIFZ IR o

- BEr LoadBaIancer $BRIMY Kubernetes BRSPS > MetalLB & B#1 & RFST5k—1E externallP > Ai3Ei@[EIFE
ARP sARHBEEZ IP il ©

L4t SeeSaw B H T #1a3

KAEFHT SeeSaw stEEH FERHILEMRERA °

Seesaw BEZEETE VMware Anthos Clusters IRIEH (hR7s 1.6 = 1.10) WTEREERR S H T8 o
%t SeeSaw B #H T 25

SeeSaw & & F #1338 VMware E£Y Anthos Clusters 525 » T{EABIEENERABERZER TN — DT
BEEE - BXFER cluster.yaml W EENRERLIRHEEH T ERES » ABREEESEBZAIEE —E%E
SNBYPER » R IERY gkect’ THE o

SeeSaw B & F#i2a A L HA S(JF HA EEIUERE o & 7 EITILERSE > SeeSaw B #F&ZZLUIE HA
O BAZE  BRIE - WREEED > NevopltH(E FARETHE SecSaw > LIS
S o
£1 Anthos £/

A ;"i*gqﬂﬁﬁﬁ B9 > AR EEESREMEENENSEFERE SR  UEESETE2S » LUER
Anthos On-Prem BI2 o

X F=Z GKE-Admin &2 BEERNEES - EEECHAMERELERRTRNT !

loadBalancer:
# (Required) The VIPs to use for load balancing

vips:
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# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: Seesaw
# # (Required when using "ManuallB" kind) Specify pre-defined nodeports
# manuallB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: 0

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= H H

partition and
# # credentials
# f5BigIP:
# address:
# credentials:
# username:
# password:
# partition:
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
ipBlockFilePath: "admin-seesaw-block.yaml"
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.

vrid: 100

# (Required) The IP announced by the master of Seesaw group
masterIP: "10.61.181.236"

# (Required) The number CPUs per machine

cpus: 1



# (Required) Memory size in MB per machine
memoryMB: 2048
# (Optional) Network that the LB interface of Seesaw runs in (default:
cluster
# network)
vCenter:
# vSphere network name
networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
enableHA: false

SeeSaw B TA2E A BIHRIEFEE “seesaw-block.yaml G4 BEASEER I ZIZMZEE o 2 XERA(L
FAER “cluster.yaml SPE X > ABIE EEHIEIDIEETTERERIE o
#75 "admin-seesaw-block.yaml XA EELUL TS

blocks:

- netmask: "255.255.255.0"
gateway: "10.63.172.1"

ips:
- ip: "10.63.172.152"
hostname: "admin-seesaw-vm"

(D ZXfHEM T B # T s nEE S ERMNERVERMMNMRELN - UkABITEH TESMmR
BN EERRNEIE P MERLTE o

R 2 EesE M R
1% Google Cloud Console Marketplace ZE/ERE

EFEFAAN LB UN{AI{ER Google Cloud Console i3 fEFRTE I ERE F) 4514 Anthos GKE #
£ o

SO R

* BEAHIEFEAE Google Cloud Console HE A Anthos £EE8%

* 7£188Y Anthos IEFECER MetalLB BT %25

* BAERERAEXSEDRENERIRS

s MREEEZEEEHAERNERER » BJEE Google Cloud FIEEHEIRE (RI%EE)

IPEREAER
HHEAB > FAFIER Google Cloud Console i —1Ef& R WordPress fERTE T EE EIF I —1E Anthos 2=
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£ o ILEBEEANetApp ONTAPTETRSCTE & I#F LR IR MHAV A MR - AR > HFIETR T MERRNSGE
RIECAFE AR RITAERARTS > LUE MetalLB & Fi2s R EIRM IP (bR EARGEHA o

HELERANEERARER » AU TSR :

1. BB TESEINEER T ILUE Google Cloud Console 77X ©

Google Cloud Platform 8¢ AnthosDev v | Q Search Products, resources, docs (/)
@ Kubernetes Engine Kubernetes clusters CREATE DEPLOY C'REFRESH D) REGISTER
Clusters
OVERVIEW COST OPTIMIZATION
"s  Workloads
= Filter @ELEEEENTOERIVHEETRRGTEEX)  Enter property name or value
& Services & Ingress D Status Name Location Type Number of nodes Total vCPUs Total memory Notifications Labels
Applications 0O e trident-cluster registered /A Anthos 3 12 25.03 GB solutions_... : true
D (V] demo-cluster registered /A Anthos 3 12 25.03 GB solutions_... : true
F  Secrets & ConfigMaps
[  storage
“=  Object Browser
A Migrate to containers
@  Backup for GKE
@  Config Management

2. REEABEEREIEERTER - BIETEIN = EEIEEE » AREENHISNE » ERITFE—EHRED » &
AU HHE Google Cloud HimHEIE—EREAREL o

ks

'ﬁ Korketplacn Q. Segrh Mathetpiaor

Lhamvrliies 3 Subamstes ies

= fiom . Trox U fite Hubernetes apps
e e Sk WL B Sk [ ek 0 CLGRE Rl ERgRne, BN e ety 10
L) ko 10 FDOmet o CATEITT OO EETTESES: 06 i B DAty ko
-
B naie Y m
Featuad
Anghyieny e
[Ty — e} Pﬁ; " “.:‘
b amang ] JFreg Anlifactory Enserprisn Rarsen Poliesn
i g Datamtics Soldon v L Dutmetcn Sobitors It L2
Spegeer lails o B Urtergin Lirer al lrisry Attt ek leasd {SGLIUTL datuattaston) Dt Vadebitin) sl
A - ”: Popostory Maneges Bl cofrrerie Necorgiipson
=l I
[ = e
it [
fzatin LU 57 resufla
TR i#

| ® L <]

Typer 1Pasaword SCIM bricge Activehd) Merosgskin Entarpriss Edition
o 1Etanmmes B CizhAs eottisrery
i b s

e | st g Srape Matanee Artanis i

sty provder for st i ¥l PR v, ity by
Diplayrment Ememoment e i il HOGOL datatinss
Ertins (ke {=ry a—— i

3. TR ELRMNEARER > E4HIH7% WordPress °
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W Marketplace

o

Q_ wordpress

Marketplace » “wordpress” » Kubernetes apps

= Filter Type to filter

Type

Kubernetes apps

Deployment Environment
Anthos
GKE

GKE on-prem

Price
Free

Paid

Kubernetes

2 results

apps

WordPress

Google Click to Deploy containers

WordPress is an open source publishing platform for creating websites and blogs. This application supports GKE On Prem deplc
application provides Prometheus metrics, and supports Stackdriver integration.

(Anthos

Bitpoke App
Bitpoke

The Bitpoke App provides a dashboard to host, deploy, scale, manage and monitor WordPress or WooCommerce sites in a Kuber
integrates seamlessly industry-standard tools: git, Docker, Bedrock, Composer, and Grafana - Prometheus. Further integration of
possible. The solution is designed for enterprise WordPress agencies, publishers, shops, and hosting companies with millions of

[Anthos]

4. 312 WordPress FEFREZTNE » BT IEEm - MEFCE R -
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WordPress

Version: 59
Google Click to Deploy containers

Web publishing platform for websites and blogs

CONFIGURE

Click to to launch configuration page

OVERVIEW PRICING DOCUMENTATION SUPPORT

Overview

WaordPress is an open source publishing platform for creating websites and
blogs.

This application supports GKE On Prem [2 deployment.

This application provides Prometheus metrics, and supports Stackdriver
integration.

Learn more @

About Google Click to Deploy containers

Popular open stacks packaged for containers by Google. The images serve
as base images for building applications on App Engine Flexible Environment
[2, Kubernetes Engine 4, or other Docker hosts.

About Kubernetes apps

Google Kubernetes Engine [ is a managed, production-ready environment
for deploying containerized applications. Kubernetes apps are prepackaged
applications that can be deployed to Google Kubernetes Engine in minutes.

S ETF—EH » M REIEEIZERRVER - 7EHMIBVFIFHZ Demo-Cluster o FEHESIE T FAYan % 2B
FERTZNEH 4 » 1038 WordPress FEAZTURHE3Z4& MariaDB B BRI FERMFA L HITE
Ko TEEMBER T » FFIEBEEE T ONTAP-NAS-CSI #7F4ER!
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= Google Cloud Flatform Anthos-Dev. =

Deploy WordPress
CLICK TG DEPLOY ON GKE DEPLOY VIA COMMAND LINE
@ WordPress Overview
Exizting Kubemetes Cluster
Solution provided le Click to Deploy containers
demo-cluster - @ provided by Goog play i
OR CREATE & NEW CLUSTER -
Pricing
HI‘IlI’IESPﬁC(‘ ., 3 ” i - -
anthaswp e Hote: There is no usege fee for this prodoct. Charges will apply for the use of Google

Kuberneles Engine. Please refier to GCP Price List for the latest prceng
The namespace it which 19 dopley the apphcaten

App instance name * Documentation
wordpress [7]
= Usger Guside 5
th Googl Platform Pri 5 el
Shored for WordPress Application Get started with Google Clowd Platformis WordPress Kubemetes apphcation
onlap-nascsl - @ = Gotting Storled with WeordPress (£
Official WordPress documentation

Storngo sire for persistent wolumis in WordPreds Application
e @ Terms of Service

Ei'_-' :Iep.n-_nnq the software or accessing lhe SETVICE youl are agresing 1o comply with tha

¥ '|.-P|_|_|I.-:\:|- contaier
and '|he terms of applicable apen souce software licenses bundled with the software or
service. Please redew these terma ond licenses carefully for detalls about any
obligations you may have related to the software or service. To the limited extent an
open source software Hoense refated 1o the software or service axpresely supersedes the
GCP Marketplace Terms of Service, that open source software license governs your use
of that soflwere or service

SterageCiass Tor MySQL Application
onlag-nas-csi - @

{ zerooe i, GOP Marketploce terma af serane

Storage sire for petsistent volumes in MySOL Application

56: 7]

WordProes admin e-rmall sddmss *
[ alan cowlesi@netapp.com 7] I

By using thas product, you undersiand that cerlain sccount and usage mformation may
be-chared with Google Click to Deploy containers for the purposes of financia|

[] Enable public 1P access @
accounting, sales attribution, performance analysis, and suppart. (]

Enable Stackdmver Metnos Exporter
s i I P ® Google it prowiding this seltwane or Senice "a8-15" and ony suppodt lor this software of

service will be provided by Google Click to Deploy containers under their terms of

DEPLOY SCfvice

@ AEFEZRAAL IP FE - EHMEZEIL—E NodePort $8RYVARTS » sZIRTFS B AN A%
Anthos ZBEFHY ©

6. BB RIME - LERED —EREEAEFAENNER - L URFILLEmEER CLI EALAE
ERBEEEAEE o
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Google Cloud Platform  2e Anthos-Dev v Q Search Products, resources, docs (/) v

@ Kubernetes Engine & Application details C/REFRESH /' EDIT @ DELETE HIDEINFOPANEL  [E) HELP ASSISTANT X Application info

Clusters

@& wordpress

%s  Workloads

& Services & Ingress

DETAILS EVENTS YAML VERSION HISTORY
Applicati
G Cluster demo-cluster

=] Secrets & ConfigMaps Namespace anthos-wp

Created May 12, 2022, 12:38:34 PM
B  storage Labels No labels set

Annotations Not set
= Object Browser
A Migrate to containers Components
®  Backup for GKE Type Name 4 Status

No rows to display

L ) Config Management

W  Marketplace

FEiEMIT < RENE AR mAZERT pod ER > AJLUER CLI B REREENEFRIARAS
kubectl get pods -n anthos-wp °
'G) acowles@ac-rhel7:~ — O X

ubuntu@gke-admin-ws-2022-05-83:~% kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-lh2bz  ©/1 Error ]
wordpress-mysql-@ 0/2 ContainerCreating ©
wordpress-wordpress-@ e/2 ContainerCreating ©
ubuntu@gke-admin-ws-2022-85-83:~%

EEE > IPEERENE — ERERASRENERRE < BRER o It pod £ Google
©) Cloud Console FRskas ETEFRRRLAVRAN pos » EEEIS poo MIBIIIE BT RETH

8. hzlz#% » BRREHNERREXEEETET
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G) acowles@ac-rhel7:~

ubuntu@gke-admin-ws-2622-85-83:~% kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error 2]
wordpress-mysql-@ 2/2 Running @
wordpress-wordpress-@ 2/2 Running 1 (2m22s ago)
ubuntu@gke-admin-ws-2022-05-83:~%

AREARER
EARMER  CAMBEAEZIUBEDE—ERIKATZEN IP o

£/ Google Cloud Console

&EI LAEFE Google Cloud Console ARMERER > WE 2B PRIBARTER YAML 8 LR E A AREES
IP o 1t » FBHITIATHER

1. 1£ Google Cloud Console A » Bh3EE BB PRYARTFEFAO ©
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€ [ 9] E‘| httpssy/consele cloud.google com/kubemetes/discovery Tproject=anthos-dey- 25 1020 &pageSt

Google Cloud Platforrn S Anthos-Dev + Q, Search Products, resources, docs (/)
@ Kubernetes Engine Services & Ingress CneFresH [ CREATE INGRESS W DELETE
Cluster Namespace
it Clusters dema-cluster - anthas-wp - RESET SAVE
% Workicads SERVICES INGRESS

Services & Ingress
Services are sets of Pods with a network endpoint that can be used for discovery and

Applications load balancing. Ingresses are collections of rules {or routing external HTTR{S) traffic to
Services.
H  Sectets & Confightaps
= Filter @SRRI Rx)  Filler services and ingresses
B Storage
D Name “f Sratus Type Endpoints Pods Namespace Clusters
B bR B [0  wordpress-apache-exportersve & OK Clusteri®  Nane 11 anthas-wp demo-cluster
A Migrate to containers. O wordpress-mysgl-sve & ok Cluster 1P Mone 111 anthos-wp demo-cluster
D wordpress-mysald-exporter-sve & ok Ciuster P Mone 111 anthos-wp demo-cluster
@  Backup for GRE
D wordpresswordpress-sve & oK Cluster |P 10,96 8.66 11 anthos-wp demo-cluster

®  Config Management

1%

Marketplace

£ Release Notes

2. BhiE "wordpress-wordpress-sve iRFS o EiFFTFARISEBFEM o B TEEIR 4REE %R o

- Y O id-google com/kubemelesfsenice/meylpZ ClalmRIBWETY2: o
Google Cloud Platform & AnthosDev = | _Q_S&arch Products, resources, docs (f)
@ Kubernetes Engine & Service details (2 REFRESH W DELETE @& OPERATIONS
i+ Cluslers

& wordpress-wordpress-sve
%2 Workloads

OVERWVIEW DETAILS EVENTS LOGS YAML

& Services & Ingress
i Applications O  Select the Cloud Monitoring account to see charts
B  secrets & ConfigMaps
1 storage Cluster dema-clusler

MNamespace anthos-w)
= Object Browser pae i

Labels app kubernetes io/com...: wordpress-webserver app.kubernetes. io/name: wordpress
@i Migrate to containers Type Clusterl®
@  Backup for GKE

Cluster IP
¥ Config Management Cluster P 10.96.8.66

¥ Marketplace Serving pods

Marmie Status Endpaints Restarts Created on

[E  Release Notes wordpress wordpress-0 @ Runinig 192.168.1.18 1 May 19, 2022, 17:18:58 AM

<l

3. FHRN TREERFEHFAER BE » EPESZRBEN YAML Bl c A T EEEZIBE spec: " ZHH
“type: {H ' BEA “ClusterIP e FILEEE% LoadBalancer Ml #3EREFI%EH ©
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- y & O E; htipsy/console cloud google.com/ky fmveylpZCIGEmARWELY 2y 1e3RICIsImShBWUIICi LT Isb2Nhd Glubal i st f}

Google Cloud Platform e AnthosDev w | @ Search Products, resources, docs (/)

@ Kubernetes Engine & Editing Service details (C REFRESH " EDIT W DELETE & OPERATIONS

it Clusters
& wordpress-wordpress-svc

B2 Workloads

OVERVIEW DETAILS EVENTS LOGS YAaML
& Services & ingress
SAVE CANGEL Meopy

= Applications Press Alt+F1 for Accessibility Options,

Wi 5 L TARC o =t te-Bato-dnab e f1ctm
B Secrets & Confighlaps il g . T
i) Fod 1-41 35 - a%6% dasgazatiehil
B storage i
. 3. L]
= Object Browser
dh Migrate to containers 0h
&
@  Backup for GRE i
Fli
L] Config Management M
)
o 16la FEY Al kuberpetes. lo/ componegt § wordpress -wehiservar
}1 Minckeipince 6 b i i HII dpress
7
B Release Notes i
=1 i
Hi}
LF]
4l
= & T & https://console cloud.google.comikubernetes/serice/miey) pZCISIMAIBWELY 2x1 cARIcHsIm ShBWUICH ILCIsb2M hdGivbilGlilsin . £

Google Cloud Platform 3= Anthos-Dev + | @ Search Products; resources, docs (/)

@ Kubernetes Engine & Editing Service details (P REFRESH  F EDIT [ DELETE % OPERATIONS

4+ Clusters
& wordpress-wordpress-sve

- Workloads

OVERVIEW DETAILS EVENTS LoGS YAML
& Services & Ingress
CANCEL [ cory

i Applications Press Alt+F1 for Accessibility Options

] ' bieb.af 3e-gaf-a6Es2cf 1o fal
E Secrets & ConﬁgMaps W reevers i “FaFI6ES"
o { daFeried-o6d3- 4135 - 4565 - A0EHI0T 16hTL
o] Starage ol SpHse
L] clustorir: 10.96.H.66
Lt L5 ]
“E  Object Browser
5 w1 Cluster
-y Migrate to containers L iptFamilies:
oF 1ty
13 ipramilyPolicy: sinplestack
)  Backup for GKE * =J
1}
[ ] Config Management "
i 38 =)
'3 i http
T
- i s ] P RsBErnELES . 10 component 1 wirdpress -Nebserver I
4 Marketplace
L’ pakiacti s i HIve o rame s wordpress
1T c ity:
adalanc e
E P ;: . Loadpalancer
20 laadNaTameers )
a A1

- BIREIRFEEEE@EF 0 Type: IR7ESIH "LoadBalancer # “External endpoints: ##{i5H T ¢ MetalLB
MAECH 1P (UK FE R a7 BNV ERR R o
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Google Cloud Platform

0 & niy

ol BEY 2% 1 e3R s imS hWU DL fsb2 N hd Glvint el '{}

e cloud.google.com/kubemetes/service/miey

Q, Search Products, resources, docs (/)

2 Anthos-Dev = !

Kubernetes Engine

£ Clusters
T Workloads
= Services & Ingress

1 Applications

B secrets & ConfighMaps
a Storage

= (bject Browser

& Mgrate to containers
@  Backup for GKE

1] Config Management

- Marketplace
E" Hetease Motes

<l

£/ Kubect! (&8RS

&« Service details (& REFRESH # EDIT W DELETE SHOW INFO PANEL % OPERATIONS
& wordpress-wordpress-sve
DVERVIEW DETAILS EVENTS LOGS FAML

0  Select the Cloud Monitoning account to see charis

demo-cluster
anthos-wp

Kuberneles.fcom.. . wordpress-webserver app. kubermetes io/name: wordpress
LoadBakancer

10.61,181.245:80 (2

Load Balancer

Cluster 1P 10.:96.8.66
Load balancer 1P 10.61.181.245
Logd balancer ada70i 297964341 35356 5408029771007

Serving pods

Hame Status Endgpaints Restaris Created an /]

EBILAEA CLI # “kubectl patch’ #p < SRIECLE R ERE W 52 TE Al ARITFEXRY IP o A1t » sESERA T H8R ¢

1. AU TR HEGRZERT Pod BAHAYARTS "kubect! get services -n anthos-wp &< ©
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ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svce  ClusterIP  None <none> 9117/TCP
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 91e4/TCP
wordpress-wordpress-svc ClusterIP 10.56.8.66 <none> 80/TCP
ubuntu@gke-admin-ws-2822-85-83:~%

2. (EMARTEHEE! “ClusterlP A "Loadbalancer MU &% .

kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type":
"LoadBalancer"}}' -n anthos-wp'.

IEFTARTSARAL & B B¢ MetallB MA45k—ERT FARY IP firtt o

G) acowles@ac-rhel7:~

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
wordpress-apache-exporter-svc  ClusterIP  None <none> 9117/TCP  119m
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP  119m
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 9104/TCP  115m
wordpress-wordpress-sve ClusterIP 10.96.8.66 <none> 80/TCP 119m
ubuntu@gke-admin-ws-2022-05-03:~% kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type": "LoadBalancer"}}' -n anthos-wp
service/wordpress-wordpress-svec patched

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svc  ClusterIP None <none> 9117/TCP
wordpress-mysql-svc ClusterIP None <none> 33e6/TCP
wordpress-mysqld-exporter-svc  ClusterIP None Lneme 91e4/TCP
wordpress-wordpress-svc LoadBalancer 10.96.8.66 ( 10.61.181.245) 80:30836/TCP
ubuntu@gke-admin-ws-2022-85-03:~%




EEBRIMNRIP LEFEERRER
RECEEEBAIARGFIN IP (U AR T RARER » S UGEARESFIER WordPress Bl o

& wordpress — Application detail: X  \§}) WordPress on Google Kuberne' X +

<« c O 8 1061.181.245 % ® @ =

WordPress on Google Kubernetes Engine Sample Page

Hello world!

Welcome to WordPress. This is your first post. Edit or delete it, then start writing!

May 12, 2022

EMET U EIEZER
2T HRBRAXEPHEINEENESER » SFEFUTHEL !
* NetAppX#&
"https://docs.netapp.com/"
* NetApp Trident>X4&
"https://docs.netapp.com/us-en/trident/index.html"
* Anthos Clusters on VMware #g
"https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview"
* Anthos on Bare Metal X#&

"https://cloud.google.com/anthos/clusters/docs/bare-metal/latest”

* VMware vSphere X1

"https://docs.vmware.com/"

42


https://docs.netapp.com/
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https://docs.vmware.com
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