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Run on Power Powered by Red Hat CadeReady Containers.
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Downloads

Openshift installer

Download and extract the install program for your operating system and place the file in the directory where you will store the installation configuration files. Note: The
OpenShift install program is only available for Linux and macQS at this time.

Linux b d Download installer

Pullsecret

Download or copy your pull secret. The install program will prompt you for your pull secret during installation.

Download pull secret f& Copy pull secret

Command-line interface

Download the OpenShift command-line tools and add them to your EATH.

Linux A4 ’ Download command-line tools

When the installer is complete you will see the console URL and credentials for accessing your new cluster. A kubecon£ig file will also be generated for you to use with
the oc CLI tools you downloaded.
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Azure NetApp Files
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BIgE EE o
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NetApp ElementEiBE2 £ QoS
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[netapp-user@rhel’7 ~]$ tar -xzf trident-installer-22.01.0.tar.gz
[netapp-user@rhel7 ~]$ cd trident-installer/
[netapp-user@rhel’7 trident-installer]$

{#F Helm ZZTrident Operator

1. B EA &R kubeconfig XHHERIRIREE » BREMALSIAE » BATrident AERREIELL

X o

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. #17 Helm 1551 helm B4 89 tarball Z8ETridentEEFT > [EIREFRAEZE PRI trident AiRZER ©

22

[netapp-user@rhel’7 trident-installer]$ helm install trident
helm/trident-operator-22.01.0.tgz —--create-namespace —--namespace trident
NAME: trident

LAST DEPLOYED: Fri May 7 12:54:25 2021

NAMESPACE: trident

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

Thank you for installing trident-operator, which will deploy and manage
NetApp's Trident CSI

storage provisioner for Kubernetes.

Your release is named 'trident' and is installed into the 'trident'
namespace.

Please note that there must be only one instance of Trident (and
trident-operator) in a Kubernetes cluster.

To configure Trident to manage storage resources, you will need a copy
of tridentctl, which is

available in pre-packaged Trident releases. You may find all Trident
releases and source code

online at https://github.com/NetApp/trident.

To learn more about the release, try:

$ helm status trident
$ helm get all trident



3. AU BB a2 TP #ITH pod B tridentctl ZE IS EIGE B LREMIRAKEEE Trident2 S
FRINZREE o

[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-5z451 1/2 Running 2 30s
trident-csi-696b685cf8-htdb2 6/6 Running 0 30s
trident-csi-b74p2 2/2 Running 0 30s
trident-csi-lrwédn 2/2 Running 0 30s
trident-operator-7c748d957-gr2gw 1/1 Running 0 36s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

fom e oo +
| SERVER VERSION | CLIENT VERSION |
Fom e o +
| 22.01.0 | 22.01.0 |
Fom o oo +

@ ERLEERT  ERRIEAEZEERWNETridentZfE c TELIER T > AT UAFEIZ & Tridenti®
EFFE BB FEEUBETEE ©
FE%# Trident Operator
1. 85> RERF &R kubeconfig XIHEAIRIREE » BAEMANSIHE » A& Trident R B EIBREIR
e o

[netapp-user@rhel’ trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. 35 “trident-installer Bt B R ERFMBEVEZRIVEE o EABERIFE » BJE TridentOrchestrator B3] &
RESR ©

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
customresourcedefinition.apiextensions.k8s.io/tridentorchestrators.tride

nt.netapp.io created

3. MRAIFE > FERRMIBEETEEPREIUTridentsp R ZER o

[netapp-user@rhel’7 trident-installer]$ oc apply -f deploy/namespace.yaml
namespace/trident created
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4. B Tridenti2EEZPEFREMNE R > HIU0 Servicerccount HWINIRIEERIR > ClusterRole

5.

‘ClusterRoleBinding & ‘“ServiceAccount * —{EZEFIRY "PodSecurityPolicy SR {EE RS o

[netapp-user@rhel7 trident-installer]$ oc create -f deploy/bundle.yaml
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created

podsecuritypolicy.policy/tridentoperatorpods created

AR TR SN BIRER BT LR -

[netapp-user@rhel’ trident-installer]$ oc get deployment -n trident

NAME READY UP-TO-DATE AVATILABLE AGE
trident-operator 1/1 1 1 23s
[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-operator-66£48895cc-1lzczk 1/1 Running 0 41s

6. EIZEER > BFIRETUERERZETrident c EEEAIE—1E TridentOrchestrator ©

24

[netapp-user@rhel7 trident-installer]$ oc create -f
deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created
[netapp-user@rhel7 trident-installer]$ oc describe torc trident
Name : trident

Namespace:
Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator

Metadata:
Creation Timestamp: 2021-05-07T17:00:28%
Generation: 1

Managed Fields:
API Version: trident.netapp.io/vl
Fields Type: FieldsVl

fieldsVl:
f:spec:
f:debug:
f:namespace:
Manager: kubectl-create
Operation: Update



Time: 2021-05-07T17:00:287%
API Version: trident.netapp.io/vl
Fields Type: FieldsVl
fieldsVl:

f:status:

f:currentInstallationParams:

:IPvG6:
rautosupportHostname:
:autosupportimage:
rautosupportProxy:
:autosupportSerialNumber:
:debug:
:enableNodePrep:
:imagePullSecrets:
:imageRegistry:
:k8sTimeout:
:kubeletDir:
:logFormat:

Hh Fh Hh Fh Fh Fh Fh Fh Fh Fh Fh Fh Hhoe

:silenceAutosupport:
f:tridentimage:

f:message:

f:namespace:

f:status:

f:version:

Manager: trident-operator
Operation: Update
Time: 2021-05-07T17:00:28%
Resource Version: 931421
Self Link:
/apis/trident.netapp.io/vl/tridentorchestrators/trident
UID: 8a26a7a6-dde8-4d55-9b66-a7126754d81f
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPvG6: false

Autosupport Hostname:

Autosupport image: netapp/trident-autosupport:21.01
Autosupport Proxy:

Autosupport Serial Number:

Debug: true

Enable Node Prep: false

Image Pull Secrets:



Image Registry:

k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident image: netapp/trident:22.01.0
Message: Trident installed
Namespace: trident
Status: Installed
Version: v22.01.0
Events:
Type Reason Age From Message

Normal Installing 80s trident-operator.netapp.io Installing
Trident

Normal Installed 68s trident-operator.netapp.io Trident
installed

7. eI LGS BB E s R E R PP HITH pod SAEAA tridentctl ZHE(IERIEE B LM AREEE TridentE2 5
PRINZ R o

[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-bb64c6cb4d-1md6h 6/6 Running 0 82s
trident-csi-gn59qg 2/2 Running 0 82s
trident-csi-mé4szj 2/2 Running 0 82s
trident-csi-sb9k9 2/2 Running 0 82s
trident-operator-66£f48895cc-1zczk 1/1 Running 0 2m39s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

fom e frmm e +
| SERVER VERSION | CLIENT VERSION |
Fom e o +
| 22.01.0 | 22.01.0 |
Fom e e +

S (8 TR R LUR T TR 8
NFS

AKZH Kubernetes ZE1ThREBMITETER LEERI AR ENEL NFS BiIRHVERECFERTER > 81F Red Hat
OpenShift ©

B > ¥t NFSV3 » RATER P inil{EAREs Z 7 m i 2 p9tkHl] o FIIE - SBAFERE R i sunrpc HEIEXRIFE
HERAHEL AR LXENERD » LUEEMR NFS ERHRENEE » MERARSSRNERBIRE R
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HHONTAP » Z1EH sunrpe IGEERIZFENRABES 128 » BIONTAP—XR A LIGRIE 128 @i 2% NFS 553K ©
B2 > ¥8:Z15M T > Red Hat CoreOS/Red Hat Enterprise Linux S{EE4R5&E %A 65,536 {E sunrpc fEFERIE
B o RFIEERILERES 128 > SrIIUfEH OpenShift 189 Machine Config Operator (MCO) 52K ©

EE{E OpenShift TEENEEF IR K sunrpe iFERIKBEE > A TP ©

1. Z A OCP {HIRIZH| AW EEE Compute > Machine Configs o BHSEFE 4230 E o B AL F YAML X5
» RB¥—T TiEIL) o

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:

name: 98-worker-nfs-rpc-slot-tables

labels:

machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64,b3B0aWoucyBzdW5ycGMgdGNwX21heF9zbGO0X3RhYmx1X2VudHIpZXMOMTI4Cg=

filesystem: root
mode: 420
path: /etc/modprobe.d/sunrpc.conf

2. 3 MCO & > REEFIE LIFHiR LERARTZE —EM/AE) - BEBEARNFTE20FI30978E o EAUT
LB IRARECER S EER oc get mep'd AREAR T A B S EtE B o

[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl35e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfdlfebbc True False
False

iSCSI
FEFETIRERRIUASTER iISCS| HEMSBRIRHTE » EURTRENENERSEIRZIZZIIAE
£ Red Hat OpenShift /1 > BIEMERERRE MCO (HBRECEIRFE) RANEEREED -

27



E TEERRGLAENIT iSCSI BRFS » 5B FHIZPER -

K

aE

1. Z A OCP {HIRIZH| S EEE Compute > Machine Configs o BHEEFE 4230 E o B AL F YAML X4
) RE—T T8I o

TMERZRRIEH

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker

name: 99-worker-element-iscsi

spec:
config:
ignition:
version: 3.2.0
systemd:
units:

- name: iscsid.service
enabled: true
state: started

osImageURL: ""
RS RRISHT ¢
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apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:

name: 99-worker-ontap-iscsi

labels:

machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64d, ZGVmYXVsdHMgewogICAgICAgIHVZZXJfZnJpZW5kbH]1 fomFt ZXMgbm8KICAgICA
gICBmaWbkX211bHRpcGF0aHMgbm8K{fQoKYmxhY2tsaXN0X2V4Y2VwdGlvbnMgewogICAgICA
gIHByb3B1lcnR5ICIOUONTSVOJREVOVEI8SUREVIAOKSIKEQoKYmxhY2tsaXNOIHsKfQoK
verification: {}

filesystem: root

mode: 400
path: /etc/multipath.conf
systemd:
units:

- name: iscsid.service
enabled: true
state: started
- name: multipathd.service
enabled: true
state: started
osImageURL: ""

2. BB % » KB E 20 B 30 HEREEERZI TIESMMLERHBATH o FRUTHTHEERRLER
BEEH "oc get mep MR T AR SRECE M E Bi#T o O EILIE A TIREIRLZREESD iscsid ARFSIETEHIT
(MNRFEAZ I > B multipathd ARFFIEFE#IT) ©
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[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfd4lfeb7bc True False
False

[netapp-user@rhel’7 openshift-deploy]$ ssh core@10.61.181.22 sudo
systemctl status iscsid
® iscsid.service - Open-iSCSI

Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled;
vendor preset: disabled)

Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago

Docs: man:iscsid (8)
man:iscsiadm(8)

Main PID: 1242 (iscsid)

Status: "Ready to process requests"
Tasks: 1
Memory: 4.9M
CPU: 9ms

CGroup: /system.slice/iscsid.service
L1242 /usr/sbin/iscsid -f

[netapp-user@rhel’ openshift-deploy]$ ssh core@l10.61.181.22 sudo
systemctl status multipathd
® multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled;
vendor preset: enabled)
Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago
Main PID: 918 (multipathd)
Status: "up"
Tasks: 7
Memory: 13.7M
CPU: 57ms
CGroup: /system.slice/multipathd.service
L—918 /sbin/multipathd -d -s

@ AT LSBT T dn < KR MachineConfig B R IHFEF BARTS E aNFEHARREN “oc debug’

HHEERSNRS ©

BIURFERRRR

FeAkTrident Operator 228518 » AR IEEERANITENetAppEFFARTE RN © R TENEGEFER T

=
ax
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* "NetApp ONTAP NFS"
* "NetApp ONTAP iSCSI"
* "NetApp Element iSCSI"

NetApp ONTAP NFS fZ&

B TridentENetApp ONTAPRFRAER » A BE —(ERE B HEFERAREN
ﬁiﬁ'ﬁ °

1. TEMZEEZPIRME T B IHXH sample-input BRI B RAERE o HHLARTS NFS BINetApp ONTAPZ
4 » #88 "backend-ontap-nas.json' X &8 TEB SR AREEZ XM ©

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/ontap-nas/backend-ontap-nas.json ./
[netapp-user@rhel7 trident-installer]$ vi backend-ontap-nas.json

2. 4EEEIEREZEHAY backendName ~ managementLIF « dataLIF ~ svm ~ username # password {& ©

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nas+10.61.181.221",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.221",

"svm": "trident svm",

"username": "cluster-admin",

"password": "password"

(D RIEMIERE E5T backendName {EEF % storageDriverName #1235 NFS e HARFEHY
dataLIF B94E& » LUERHR ©

3. AT EE®RREXMY » EITU TS RRIZENE BRI
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create

backend -f backend-ontap-nas.json

Fommmmmmeceseseses == Fommmmmmmmemem===
Fommmmmmmmoososorreresmemememeoememmm o Fommomome Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e Fommmmmmomoomooms
- fom—————— Fom - +

| ontap-nas+10.61.181.221 | ontap-nas | be7a619d-c81d-445c-b80c-
5¢87a73cbble | online | 0 |

o Fom e
Fommmmmmemsseseseses s s e e i Fommmmmm== +

Bigint ?%'FEEJZ\ZEL?LE%T‘ 85 o BB IE—1X ﬁ EEEHIEEFEERI X4 > FTLURYR sample-inputs
BrRPRHIVRIEETRE - REERE TFERIETOENREURMBEZIIN R °

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

S. Bt A —REMARERER backendType IHERE AIE LN BIHIFFRBEZRNRE - BEZ
EREEIE » ZEXREREDEPSIA -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

() B ETRTEES fsType BRIDEEXARERM o T NFS BRI -

6. 17 “oc' s L AL ATFLER ©

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

7. BIfEFERRNE 0 CUERIE—ERFACHIREE S (PVC) - B—EEEH pvc-basic.yam! th A I #AT
i} sample-inputs ARV ILEIRIERIFEZE ©
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[netapp-user@rhel’7 trident-installer]$ cp sample-input/pvc-samples/pvc-
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

8. ¥T¢t$€1¢ﬂﬁ—a§ﬁ1ﬁﬂlﬂ’3 #miEEFE(R “storageClassName' FEXBLHIMIZ LBV FERARRT © PVC EHRAIURIEE
ENTIFEHENERE—TERIEE-

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. FAEW oc'fT o BIIETIAERE LR 0 AREBUARBIEMNEMNSHNAN » EtEaIUTERIRTM R
HRZZBIE ©

[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-b4370d37-0fad4-4cl7-bd86-94f96c94b42d 1Gi

RWO basic-csi s

NetApp ONTAP iSCSI :&2E

EEIHTridentE2NetApp ONTAPHEFERANER @ BB —EFcs B R F R AR
B o

1. TERMZEEZEPIRM T 4 BIFX Y sample-input BEEI R BRAEHE o ¥HYARTS iSCSI BINetApp ONTAP
Z 47t > #85Y "backend-ontap-san.json’ X EIEH TVEB SR AREREZ M ©

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/ontap-san/backend-ontap-san.json ./

[netapp-user@rhel’ trident-installer]$ vi backend-ontap-san.json
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2. 4eEE It S7 A managementLIF ~ dataLIF ~ svm ~ {EFELBINRIEE o

"version": 1,

"storageDriverName": "ontap-san",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.240",

"svm": "trident svm",

"username": "admin",

"password": "password"

3. BT EERIRXMG - BITU TS RAIRERNE B o

[netapp-user@rhel7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-san.json

et b e e e

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et t-—— to———————- +

| ontapsan 10.61.181.241 | ontap-san | 6788533c-7fea-4a35-b797-
fb9bb3322b91 | online | 0 |

et ittt e et

Rt bt e F—————— o +

4. BURIKE - BTRMGARIEFER - BERRE—K > A—ESEGHEFRIXM > ATLURIE sample-inputs
BERRPRHVIRIFETRE - REERE TFERLETHENREURMREZIIA R

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’7 trident-installer]$ vi storage-class-basic.yaml

S. WX M—REMAVARERES backendType RHEREAFE LR IHIFFREEANRE - BET
EREEAIE » ZEURERETEDSIA -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

B—EREFRER fsType BREEEXMHRERH £ iISCSI #&if > AJLIRILERES

O BEOLnGERRASED (FS > x4 B) TMIRLL Openshit AEERBERER

n,

6. 17 ‘oc an L ARZBILIATFLER!

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

7. BB BB E—EFACHEEES (PVC) - E—{EEf "pvc-basic.yaml| tha] R #1T
ilh? sample-inputs ARRYIEEIEVERIREEE ©

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel7 trident-installer]$ vi pvc-basic.yaml

8. %]‘Jttﬁdfl:ﬂﬁ—fﬁﬁﬁﬂlﬁ’l #REEETE(R "storageClassName' FEREMIAIR I F BT o PVC ER A MUIRIERE

ENLFEHNEEE—TERIE -

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. FEBEH "oc'mn < © RIZTRETE LR - ARIURINFTAIZNBEHENAR/) > BIErRIUTERIE TR E
: &
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[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-T7ceaclba-0189-43¢c7-8£98-094719f7956¢C 1Gi

RWO basic-csi 3s

NetApp Element iSCSI fC &
EE N TridentEdNetApp Elementf#EFERAINER > BRI —ERB IR » WUEREA iSCSI
W E BLEF R EI TR ©

1. FTEHLEERPIRM T EAE RS sample-input BRIRERAERE o B ARFSH iSCSI BINetApp
Element&#4t > #85¢ “backend-solidfire.json' X4 ZI1E M T 1EE $R M AR EREZ 1S ©

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/solidfire/backend-solidfire.json ./
[netapp-user@rhel’ trident-installer]$ vi ./backend-solidfire.json

a. {RER(EAE « ZHEF MVIP {& "EndPoint 43 o
b. #45%8 "SVIP{&(H

"version": 1,
"storageDriverName": "solidfire-san",
"Endpoint": "https://trident:password@172.21.224.150/json-
rpc/8.0",
"SVIP": "10.61.180.200:3260",
"TenantName": "trident",
"Types": [{"Type": "Bronze", "Qos": {"minIOPS": 1000, "maxIOPS":
2000, "burstIOPS": 4000}},
{"Type": "Silver", "Qos": {"minIOPS": 4000, "maxIOPS":
6000, "burstIOPS": 8000}},
{"Type": "Gold", "Qos": {"minIOPS": 6000, "maxIOPS":

8000, "burstIOPS": 10000}}]
}

2. BT EE®REXHE  BTUTHTREIBENE (R
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create
backend -f backend-solidfire.json

E frosssssammmasae=s
fes========scscsessssossssssss==ss=sa=s fem=m==== fos======= 4

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e

o fomm - fomm - +

| solidfire 10.61.180.200 | solidfire-san | b90783ece-e0c9-49af-8d26-
3ea87ce?2efdf | online | 0 |

Fmm fomm e

fessmssee s se s o s s s e e fremem==== fossmmm=== I

3. BIUBIRE - T RUBERIUHFER - BRin—1% > A—(ERAIEFERXMH > FTLURER sample-inputs
BERRPRHVIRIFETRE - REERE TFERIETHENREURMREZIAR

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

4. HEXHHE—FREMAVRERER backendType R{ERE MBI R IHIIHEFRIEANGE - BET
EREEIE » ZEXREREDEPSIA -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "solidfire-san"

B—(ERRTRIES fsType BRIDSEXARERN o 75 ISCS #1 » TLUSILERES
() BEM Linux ERGIED (XFS - ext4 %) > HETMMIRELUH OpenShitt AT EF
WEER A

o. 17 ‘oc' s L IIBILATFARR ©

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

6. BIUEFERE > SN ERIE—ERFACHIFEE S (PVC) - E—{E#EH "pvc-basic.yaml th Al L #TT
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it sample-inputs AAYIEIRERIREZE ©

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

7. B —REBIAREEEFE(R “storageClassName' FER MBI BYF ERARR o PVC ERAILRIRE
RENTIFEHENER2E-—P TR -

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

8. FEEEL "oc'mn < © RIZFRETE—LRE - ARIUANFIEIZIHENENAR/) » BRI TERIZTTE
BRI -

[netapp-user@rhel7 trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel7 trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc—-3445b5cc-df24-453d-ale6-b484e874349d 1Gi

RWO basic-csi 5s

EFEAc BT
RREH T EER
IZRREH #3358 . Red Hat OpenShift EiNetApp

RZEIBEMT » Red Hat OpenShift B8 FHEE AR A HINAER - BB ARSI H
SMNER AT IZENAY A FB AR A RRARTS © OpenShift BRI L{ERAEZNRHEEEIRFSE:R
BYImEL AR RSN A P imte (e i an A AR ©
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AMERLFERT > ERAEXEERENLEFTR B H T EHIRARBEZIARTE o NetApp Trident Protect
ME—EFF - BT MEEEEK » BHFFHETHZETAHTHHEE c AHENBTHNZEMEE -

M TEHEEZ AR Red Hat OpenShift EiNetAppfR A ZHEEEN & & T RENE L EH !

* "MetalLB"
« "F5 BIG-IP"

ZEE MetalLB & &, F#%23 : Red Hat OpenShift £iNetApp

ABHHT MetallB B & T #ZsfILEMRERPA o

MetallLB 2% 4£7E OpenShift #&E B S & F 23 > AIEATERHER LRITHEEDETERaE
#2389 OpenShift ARFS ° MetalLB H[Ex 5 LoadBalancer BRFSHIM{E £ B INEE Bt D ECAIEINES

MetalLB fig E3E18
1R#E MetallLB A E R Bc4a OpenShift #& Z MY LoadBalancer RFEEY IP it » ©UAMIEETNEE ¢

* *55 2 BRI o *TEUEEIUT > OpenShift &5 RBV—EERREMER ZBRFSHIFNEHE » WM EIEZ IP BY ARP 55
’ L/(ﬁﬂ?“ £ OpenShift ZEIMNBAIFE - BN RBEHRES IP > FItAREREMKIEEEERE I‘mEI’JﬁE%'J °
BRIFAER » BA2RXIE EE" -

* *BGP &3 o *7EULMEINT » OpenShift BERIPAA BiRLES S IR A3 1L BGP ¥]‘«—ra R Ry g==
R EEIX R R IP - BIRILB MR REH SN MetallLB BZATRR RIVERHRES - HNBGPHHIIEHA
HH - ERRFHVIPEIENBEIRGYE EEMER > §RE—EMRE - MTHEEZER » S%%I%ﬁﬁd’%"i%@" °

() aTEmmED > BAES 2 BEXTRE Vetals -

224t MetalLB & & F- %783

1. T MetalLB BE ©

[netapp-user@rhel7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/name
space.yaml

[netapp-user@rhel7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/meta
11b.yaml

2. {REE M “metallb.yaml il “spec.template.spec.securityContext 2k B 8320 B 152 25
DaemonSet °

EMIFRRTT

securityContext:
runAsNonRoot: true
runAsUser: 65534

39
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3. B "metallb-system s =R o

[netapp-user@rhel’7 ~]$ oc create -f namespace.yaml

namespace/metallb-system created

4. 3237 MetalLB CR

5. 7TFCE MetalLB 15E823 7 71 »

[netapp-user@rhel7 ~]$ oc create -f metallb.yaml

podsecuritypolicy.policy/controller created

podsecuritypolicy.policy/speaker created

serviceaccount/controller created

serviceaccount/speaker created

clusterrole.rbac.authorization.k8s.io/metallb-system:controller created

clusterrole.rbac.authorization.k8s.io/metallb-system:speaker created

role.rbac.authorization.

role.rbac.authorization.

role.rbac.authorization
clusterrolebinding.rbac
created
clusterrolebinding.rbac
created

k8s.io/config-watcher created
k8s.io/pod-lister created

.k8s.io/controller created
.authorization.k8s.io/metallb-system:controller

.authorization.k8s.io/metallb-system:speaker

rolebinding.rbac.authorization.k8s.io/config-watcher created

rolebinding.rbac.authorization.k8s.io/pod-lister created

rolebinding.rbac.authorization.k8s.io/controller created

daemonset.apps/speaker created

deployment.apps/controller created

THUMERACE o

X T =88 DaemonSet IRARIMEIR » UEECRILINITEE & T &8 T(EFr

[netapp-user@rhel’7 ~]$ oc adm policy add-scc-to-user privileged -n

metallb-system -z speaker

clusterrole.rbac.authorization.k8s.io/system:openshift:scc:privileged

added: "speaker"

6. FEBEIIFLE MetalLB "ConfigMap'7E “metallb-system #5£4ZER] o
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[netapp-user@rhel’7 ~]$ vim metallb-config.yaml

apiVersion: vl

kind: ConfigMap

metadata:
namespace: metallb-system
name: config

data:
config: |

address-pools:

- name: default
protocol: layer?
addresses:

- 10.63.17.10-10.63.17.200

[netapp-user@rhel’7 ~]$ oc create -f metallb-config.yaml
configmap/config created

7. IR7E » BRIV B TSRS ° MetalLB B ARTFEIER—1E externallP » M13EB[CIFE ARP :E RGBS Z
IP {33k o

() RCREE BOP TR Melalls » 3D LHRIFH 6 LIHTE MolalLB XIS
BEITIRIE IS -

L4 F5 BIG-IP &8, F 128

F5 BIG-IP @—EFERR 11428 (ADC) » EiREE ZMNEREEKREEEBNZ 2R
> YN L4-L7 B2 &1 ~ SSL/TLS EDEL ~ DNS ~ BANIESE o BLERIEAKIES 7 FERARERA
B M ~ Z2MFREE

F5 BIG-IP RIUAZEA REPEFGER > AT ERER L - R in{EA AR ERRE o sA2RILENXGE
RIBERIFERMELE F5 BIG-IP ©

T4 F5 BIG-IP BR%52 Red Hat OpenShift B3R » F5 12T BIG-IP AR ALBRH (CIS) o CIS fE& 24|
A ERLEE > FRESIE OpenShift API FIVRELEEFTEIREZ (CRD) W EIE F5 BIG-IP RAACE o F5 BIG-IP
CIS AILARRTE A% HI OpenShift FREYARTSEEE! LoadBalancers #1 Routes ©

IESh » 2377 BENMEIK IP 43RS LoadBalancer 8RR MARTS - {KRILAFIA F5 IPAM ZHl8S o F5 IPAM =485
{E# 28 pod %24 » EfEMA ipamLabel 53##857 LoadBalancer AR#5HY OpenShift APl » ARETRSCECE 73
Fc IP fisit o

AEBFHT F5BIG-IP CIS #l IPAM ZHISIH L EMRERA o (ERTRIFN » LR RERELESFFAIR F5
BIG-IP %4 - EEXJAETS SDN ARFRIETA > :ZARFTRKR B S 7 BIG-IP VE BAFAIsEH o

@ F5 BIG-IP RILUEII Sk EAE TV ERE o 23 7 EITULERE - F5 BIG-IP LUBIEREE - BHNEE
B8 » RYFEF BIG-IP EBELUB R ERAKE o
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F5 BIG-IP RMEFTLUBIES AR L « EWSFATMERRENE  IABR 12 UER
() Fscis®a - ATATHINER > F5 BIGIP AMREEAEFIAME » IR BIG-IP VE iR

zlg o
EERBhR A
Rl BEEhR s
4ThE OpenShift 46 EUS 47
F5 BIG-IP VE Rz 16.1.0
F5 Bas AR 2.5.1
F5 IPAM 324128 0.1.4
F5AS3 3.30.0
s

1. %4 F5 FEAARTS 3 IRIFTAELIAET BIG-IP R#t#%= JSON FRRTEMAEM L © BifE "F5 AS3 GitHub fi#
FE"» W FHRMHIRPMAES o

2. A F5BIG-IP &4t » EEZ iApps > Package Management LX 2535 Import ©
3. BRERBSMESO{ AN T EAY AS3 RPM X1 » #—THEE » RBR—TFLE -

Import Package

I File Mame | Choose File | f5-appsves-3.30 0-5.noarch rpm

Cancel || Upload |

4. HEED AS3 EFTINAEEMINERE o

mpart
s Ve =1} Fachag Taz
Bt 1300 3 I5-appevcs- 3 308 agarch PLUGH

S 1 FRECE OpenShiftilBIG-IPR#MEZ BIEMFARNE R - BI/EBTE BIG-IP ##E % OpenShift SDN 1L
VXLAN 538 7T EISR7E OpenShift #l BIG-IP falfRkas 2 BRI HE - BEREMER > BE > REXM > #— T4l
B > AR RREERER vxlan @ 2 ARERERSHE - MARTEEN LRI — T 5TM -
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Mabwoal o Tusmals @ Profiles @ VILAMN o B

Gansral Propedies
| e
Praresd Profis wakan -
Descnpton |
Sattivgh
Pon @]
Fceing Tipe Rulticas

6. BT > 8 > BEYIR - B— TR > ARBARENRBAAR P (it B2 F—ES R

BB EX > ABR—T T o

Network » Tunnels : Tunnel List » MNew Tunnal...

Configuration
I Marme

Descripion
Key
Profile

I Local Address
Secondary Address
Remote Address
Mode
MTU
Use PMTU
TOS

Auto-Last Hop
Traffic Group

| Cance! || Repeat || Finished

7. (FREEEIEEMRE A Red Hat OpenShift £ o
8. 7£ OpenShift £ F5 BIG-IP fAliR232 3 —1@E hostsubnet > & F4AERHE OpenShift ZHEEEEZR F5 BIG-IP A

| openshift_vxlan

1]

anmiipaint

[ 10.63.172.239

| Any |
A s
Bidirectional ~

Enabled

| Preserve. »

| Defaull

| None

AR2S o TEIFHFAEE YAML EZ ©

wget https://github.com/F5Networks/k8s-bigip-
ctlr/blob/master/docs/config examples/openshift/f5-kctlr-openshift-

hostsubnet.yaml

9. {REE T FARFEZRI A OpenShift SDN #1% BIG-IP VTEP (VXLAN B3&E) IP o



apiVersion: vl
kind: HostSubnet
metadata:
name: fb5-server
annotations:
pod.network.openshift.io/fixed-vnid-host: "QO"
pod.network.openshift.io/assign-subnet: "true"
# provide a name for the node that will serve as BIG-IP's entry into the
cluster
host: f5-server
# The hostIP address will be the BIG-IP interface address routable to
the
# OpenShift Origin nodes.
# This address is the BIG-IP VTEP in the SDN's VXLAN.
hostIP: 10.63.172.239

() RECESNEREE hostiP MMM -

10. 337 HostSubnet &R o

[admin@rhel-7 ~]$ oc create -f f5-kctlr-openshift-hostsubnet.yaml

hostsubnet.network.openshift.io/f5-server created

1. BX1S% F5 BIG-IP {EiRSSFAEIM AV T4 FAERAIEEE 1P FAEREEE o
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[admin@rhel-7 ~]$ oc get hostsubnet

NAME HOST HOST IP
SUBNET EGRESS CIDRS EGRESS TIPS

f5-server f5-server 10.63.172.239
10.131.0.0/23

ocp-vmw-nszws-master-0 ocp-vmw-nszws-master-0 10.63.172.44
10.128.0.0/23

ocp-vmw-nszws-master-1 ocp-vmw-nszws-master-1 10.63.172.47
10.130.0.0/23

ocp-vmw-nszws-master-2 ocp-vmw-nszws-master-2 10.63.172.48
10.129.0.0/23

ocp-vmw-nszws-worker-r8fh4 ocp-vmw-nszws-worker-r8fhi 10.63.172.7
10.130.2.0/23

ocp-vmw-nszws—-worker—-tvr46 ocp-vmw-nszws-worker—-tvr46 10.63.172.11
10.129.2.0/23

ocp-vmw-nszws-worker-wdxhg ocp-vmw-nszws-worker-wdxhg 10.63.172.24
10.128.2.0/23

ocp-vmw-nszws-worker-wg8r4 ocp-vmw-nszws-worker-wg8r4 10.63.172.15
10.131.2.0/23

ocp-vmw-nszws—-worker-wtgfw ocp-vmw-nszws-worker-wtgfw 10.63.172.17

10.128.4.0/23

12. 7£ OpenShift VXLAN EEIT—EBE IP > H IP i 8 F5 BIG-IP fAlfRes £ FERY OpenShift 1% FAEERETE
A o EA F5BIG-IP 4% » EEZEMEIE > BF IP > 2ABKR—TEIL c #iAZ F5 BIG-IP 14 F4ERFrEIIA
FE IP TR IP 5 3EIE VXLAN B53E » ABEAEMEEMER o ABI—T TR ©

Metwork » Self IPs » New Self IP...

Configuration

Name | 10.131.0.60 |
IP Address | 10.131.0.60 |
Netmask | 255.252.0.0 ]
VLAN / Tunnel openshiff_vzla » |

Port Lockdown Allow Al >

= e

Senvice Palicy Nonge v

| Cancel || Repeat || Finished

13. 1 F5 BIG-IP R EI—ED&E > UEE CIS —EERENER - EBEERM > £HE > HE7IR » #H—
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TRIZ > ARWAGHASTN o ARIZ— T 5T ©

System » Users : Partition List » New Partition...

Properties

I Partition Name oCp-Vmw

Partition Default Route Domain | [0 v |

Description

[] Extend Text Area
[ wrap Text

Redundant Device Configuration /

' ® Inherit device group from root folder

Mone s

Device Group

' @ inherit traffic group from root folder

traffic-group-1 {floating) ~

Traffic Group

| Cancel || Repeat || Finished |

(D) FsmsfEs Cls EENABETFHRE -

14. {3 E OperatorHub FIRIEE %4 F5 BIG-IP CIS ° {8 cluster-admin #FE& A Red Hat OpenShift £
Bf > WM F5 BIG-IP R4E ARFEEIL—1E secret > SRIZIEENIFTRIEH o

[admin@rhel-7 ~]$ oc create secret generic bigip-login -n kube-system
-—from-literal=username=admin --from-literal=password=admin

secret/bigip-login created
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15. 228 F5 CIS CRD ©

[admin@rhel-7 ~]$ oc apply -f
https://raw.githubusercontent.com/F5Networks/k8s-bigip-
ctlr/master/docs/config examples/crd/Install/customresourcedefinitions.y
ml

customresourcedefinition.apiextensions.k8s.io/virtualservers.cis.f5.com
created
customresourcedefinition.apiextensions.k8s.io/tlsprofiles.cis.f5.com
created
customresourcedefinition.apiextensions.k8s.io/transportservers.cis.f5.co
m created
customresourcedefinition.apiextensions.k8s.io/externaldnss.cis.f5.com
created
customresourcedefinition.apiextensions.k8s.io/ingresslinks.cis.f5.com
created

16. EEZE Operators > OperatorHub > £ ZRIETF F5 > A% —T F5 Container Ingress Service h84 ©

17.

OperatorHub

ce commercial software

d services 1o your

Al ltems
i Titemns
Al Machine Leaming 3
Application Runtime
Big Data
Cloud Prosddie:
~
Datahase @
Developer Taols F5 Container lngress Services
Development Tools y
Evivers And Plugins Operator 1 ingtall FS Containeg
Ingress Services (C15 BIG-IP

Irtegrathon & Delivery
Logaging & Tracing
Modemization & Migration

Monitorting

FIEIREEE ML R RE -
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F5 Container Ingress Services
LED provided by FS Nebwosia inc

Latest version
180

Capabliity level
& Basic lresnall
L]
Seamieis Upgradss
v
Full Lifecychs
1
L) Deap nsightn
)
() Aute Pilat

Provider type
Cetified

Provider
F5 Networks Ing,

Repository
httpafigithub.com/FoMet
works/kBs-bigip-ctir

Container Image
registry.connect.redhat.co
my/fSnetworks/&kBs-bigip-

Introduction

This Operator Installs FS Container Ingress Services (CI5) for BIG-IP In your Cluster, This enables o
canfigure and deploy CIS wsing Helm Charts.

FS Container Ingress Services for BIG-IP

F5 Container Ingress Services (CI5) Integrates with container archestration emvironments 1o
dynamically create L4/L7 services an F5 BIG-IP systems, and lnad balance netwark traffic across the
services Monitoring the orchestration AP server, CIS 12 able 1o modify the BIG-IP system canfiguration
based on changes made to containernized applications

Documentation

Aefer 10 F5 documentation

+ CIS on OpenShift (https fclowddocs fS comy/containersylatest/userguide fopenshift /) - OpenShift
Routes (hittpsffclouddocs s comfcontainersTatest fuserguidefroutes himl)

Prerequisites

Create BIG-IP login credentials for use with Operator Helm charts. A basic way be,

ot craate jecret generic <SECRET-MAME
AMEr - -From-literal=password=<PASSHORD»

=0 kube-system --from-1iteral=usernase=<USERN

18. TRRIBMEEEE L - RBFMAERSY > RER—TRE-
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Operatoddub »  Ooeraldr Ingladlation

Install Operator

Uipdate channe

& beta

Installation mode *

& Al namespaces on the clugter

JpErito wil B ieailinbis mn all N
0 Aspecific namespace on the clustes
Do wil e avallible I a-single Namespace only
Installed Namespace *
&) coenshift-operators
Approval strategy

& Automatic

O fanssal

m | ¢ i

19. ZEIRFERE—KRER- -

@ F5 Container Ingress Services
1.8.0 provided by FS Networks Inc

Installing Operator

= F5 Container Ingrtss Services

twari Ing

Presvided APis

G13 FeBigipCir

Thes CRD provides kind FERigIpttls o
configute and deploy FS BIG-IP

Comtiglher

The Operator is being installed. This may take a few minutes.

View installed Operatars in Namespace openshift-operators

20. BEERRTME - BT [ZRMIN

%ﬂ l%\ °

21. EEZE Operators > Installed Operators » ¥—T F5 Container Ingress Service > #A1&¥&—T F5BiglpCtir [&

IR TFHI Create Instance ©
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Project: openshift-operators

Installed Operators * Operator details

@ F5 Container Ingress Services
1.8.0 provided by F5 Networks Inc.

Details YAML  Subscription Events  F5BiglpCtir

Provided APIs

7118 F5BiglpCtlr

This CRD provides kind F5BigIpCtlr to
configure and deploy F5 BIG-IP
Controller.

(® Create instance

22. B YAML View > BN EMSEEE EUITAR ©

CD EHZH bigip partition®  openshift_sdn_name > ‘bigip_url'#l "bigip_login_secret’
EEMRNAZA > BAEEUTHRENE °
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apiVersion: cis.f5.com/vl1
kind: F5BigIpCtlr
metadata:
name: fb5-server
namespace: openshift-operators
spec:
args:
log as3 response: true
agent: as3
log level: DEBUG
bigip partition: ocp-vmw
openshift sdn name: /Common/openshift vxlan
bigip url: 10.61.181.19
insecure: true
pool-member-type: cluster
custom resource mode: true
as3 validation: true
ipam: true
manage configmaps: true
bigip login secret: bigip-login
image:
pullPolicy: Always
repo: fS5networks/cntr-ingress-svcs
user: registry.connect.redhat.com
namespace: kube-system
rbac:
Create: true
resources: {}
serviceAccount:
Create: true

version: latest
23. R EItER%E 0 #—T &I ° EETE kube-system 4 ZEfEIHRZEEE CIS pod ©

Pocs

Name 1 Status Ready Rectarts Crwnar Memary CcPU



FE:R1ER T > Red Hat OpenShift 12t 7 — & & ERAAMIRIEUEIR L7 8HTFHNEE% o
WLE’J OpenShift B2 B E S EMEIRELRHENRE o B2 » HEIUERTE F5 CIS LUE
iBIMEB F5 BIG-IP R4AZIBIRH » 2R A I UM EAEEBIRHEZET » I UEARBR
@ OpenShift B&HZFAVELRIETT o CIS 7£ BIG-IP RGP EY —EEHRERES » TE
OpenShn"t ESEHAVER 2T » M BIG-IP B REESHIRERE - BRAILLIISENZ28HNE
» A2 RILERIXAE - FHAR » BLESETT apps/vl APl % OpenShift Deployment =i
/}_E%E’J Ft > EigELEE F5BiglpCtlr iR cis.f5.com/vl APl —iEfEAR > B 28 %TE

FREFR () BBRA TR () °

24. (RiE4E CIS BIRFREIL N2 HEIE 1pam true M “custom resource mode: true ° BLEREEE
Fi CIS £ IPAM #4838 S FTAERRY © BB F5 IPAM BiRREE CIS SR ERUH IPAM B4 o

[admin@rhel-7 ~]$ oc get f5ipam -n kube-system

NAMESPACE NAME AGE
kube-system ipam.10.61.181.19.0ocp-vmw 43s

25. #2137 F5 IPAM $ZEHIZRFIRRIARTFSIRE « ABMAGHE o B —E YAML LR EUTRR °
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[admin@rhel-7 ~]1$ vi f5-ipam-rbac.yaml

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: ipam-ctlr-clusterrole

rules:
- apiGroups: ["fic.f5.com"]
resources: ["ipams","ipams/status"]
verbs: ["get", "list", "watch", "update", "patch"]

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: ipam-ctlr-clusterrole-binding
namespace: kube-system
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: ipam-ctlr-clusterrole
subjects:
- apiGroup: ""
kind: ServiceAccount
name: ipam-ctlr
namespace: kube-system
apiVersion: vl
kind: ServiceAccount
metadata:
name: ipam-ctlr

namespace: kube-system

26. AIREIR

[admin@rhel-7 ~]$ oc create -f fb-ipam-rbac.yaml

clusterrole.rbac.authorization.k8s.io/ipam-ctlr-clusterrole created
clusterrolebinding.rbac.authorization.k8s.io/ipam-ctlr-clusterrole-
binding created

serviceaccount/ipam-ctlr created

27. 337 —E YAML FEZE 05 E T EIRMEAY F5 IPAM SfEES ©



@ B T mEA spec.template.spec.containers[0].args F#Y ip-range 2 &Lz BRER IR A8 EARES
FERY ipamLabels 1 IP {i it #i[E o

@ ipamiZ#[ range1 1 ‘range2 £ F A BV fIAR] FEZ LoadBalancer 8B AIARTSETTEERE »
LUE IPAM $EHIZ3 A E =BV EE A= RINE TSR 1P {irdt o

[admin@rhel-7 ~]$ vi f5-ipam-deployment.yaml

apiversion: apps/vl
kind: Deployment
metadata:
labels:
name: f5-ipam-controller
name: f5-ipam-controller
namespace: kube-system
spec:
replicas: 1
selector:
matchLabels:
app: fb-ipam-controller
template:
metadata:
creationTimestamp: null
labels:
app: fb-ipam-controller
spec:
containers:
- args:
- —-orchestration=openshift
- —--ip-range='{"rangel":"10.63.172.242-10.63.172.249",
"range2":"10.63.170.111-10.63.170.129"}"
- —-log-level=DEBUG
command :
- /app/bin/f5-ipam-controller
image: registry.connect.redhat.com/fbnetworks/f5-ipam-
controller:latest
imagePullPolicy: IfNotPresent
name: f5-ipam-controller
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
serviceAccount: ipam-ctlr
serviceAccountName: ipam-ctlr



28. 3237 F5 IPAM 1423502 o

[admin@rhel-7 ~]$ oc create -f fbh-ipam-deployment.yaml

deployment/f5-ipam-controller created
29. 558 F5 IPAM #ZH88 pod BE ETEELF ©

[admin@rhel-7 ~]$ oc get pods -n kube-system

NAME READY STATUS RESTARTS
AGE

f5-ipam-controller-5986cff5bd-2bvno 1/1 Running 0

30s

f5-server-£f5-bigip-ctlr-5d7578667d-gxdg] 1/1 Running 0

14m

30. 337 F5 IPAM 185 o

[admin@rhel-7 ~]$ oc create -f
https://raw.githubusercontent.com/F5Networks/f5-ipam-
controller/main/docs/ static/schemas/ipam schema.yaml

customresourcedefinition.apiextensions.k8s.io/ipams.fic.f5.com

=7
it

1. 337 LoadBalancer 8EHIARFS
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[admin@rhel-7 ~]$ vi example svc.yaml

apiVersion: vl
kind: Service
metadata:

annotations:

cis.f5.com/ipamLabel: rangel

labels:
app: f5-demo-test
name: f5-demo-test
namespace: default
spec:
ports:
- name: fb5-demo-test
port: 80
protocol: TCP
targetPort: 80
selector:
app: fb-demo-test
sessionAffinity: None
type: LoadBalancer

[admin@rhel-7 ~]1$ oc create -f example svc.yaml

service/f5-demo-test created

2. 158 IPAM ZHIBR BB AEIEK T IMNE 1P o

3. B ERENFAEIR LoadBalancer RS ©

56

[admin@rhel-7 ~]$ oc get svc

NAME TYPE

PORT (S) AGE
f5-demo-test LoadBalancer
80:32605/TCP 27s

CLUSTER-IP

172.30.210.108

EXTERNAL-IP

10.63.172.242



[admin@rhel-7 ~]$ vi example deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
app: fb5-demo-test
name: f5-demo-test
spec:
replicas: 2
selector:
matchLabels:
app: fb5-demo-test
template:
metadata:
labels:
app: fb5-demo-test
spec:
containers:

- env:
— name: Service_name

value: f5-demo-test
image: nginx
imagePullPolicy: Always
name: f5-demo-test

ports:
- containerPort: 80

protocol: TCP
[admin@rhel-7 ~]1$ oc create -f example deployment.yaml
deployment/f5-demo-test created

4. 1838 pod BHIEEEE ©

[admin@rhel-7 ~]$ oc get pods

NAME READY STATUS RESTARTS AGE
f5-demo-test-57c46£6£98-47wwp 1/1 Running 0 27s
f5-demo-test-57c46f6£98-c12m8 1/1 Running 0 27s

5. IR EBIG-IPRAATFE S AOpenShiftfiLoadBalancerfE R M ARFS L 7 B FEM EHHFEIIRSS - EEE A HE
> EfMAIRES > EHEARESEE -
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Ehabis || Chiabls || Clasibs

BILWAREREE

I AZE Red Hat OpenShift i » £ AR "Quay.io"Z5#& "DockerHub"mE X
LHYERMER o 2AM ° BEREF A ZEEMMBE CHNAMARERE R o

A2 e s A L R TridentfINetApp ONTAPIZEAYIF A FEIE & 1B RUFA A BRME SR ©

@ Trident Protect EE— (A& &SR T E AstraR 2sFF BRI SR o LU TEF D7 487E Red Hat
OpenShift F=5 _FE&EFAA G RUB XTI Z 8 Trident Protect FrEERYBRRBY S B o

BuUNARGREE

1. %Eﬁﬁﬁ%ﬁ%ﬁﬁﬁﬂuqﬂﬂﬂﬂﬁﬁﬁ%ﬁﬁ » A% Trident SXERAVGETFLER!EERES OpenShift &R ERITER TR
I| o

[netapp-user@rhel7 ~]$ oc patch storageclass thin -p '{"metadata":
{"annotations": {"storageclass.kubernetes.io/is-default-class":
"false"}}}!

storageclass.storage.k8s.io/thin patched

[netapp-user@rhel7 ~]$ oc patch storageclass ocp-trident -p
'{"metadata": {"annotations": {"storageclass.kubernetes.io/is-default-

class": "true"}}}'!
storageclass.storage.k8s.10/ocp-trident patched

2. FAEUTUERAUTHEFSHRARE imageregistry #BERT “spec &5 °

[netapp-user@rhel7 ~]1$ oc edit
configs.imageregistry.operator.openshift.io

storage:
pvc:
claim:

3. 7% ‘spec’ BINEILAA BT L EHY OpenShift BREIRIERS o HTFILRE o
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https://quay.io
https://hub.docker.com

routes:
- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com

name: netapp-astra-route

SRAE

BT A BB E ET IR TERS » FTLUER IR ERCE o MBEAE OpenShift Iz
() BsmERTwemEnms  AEUETHISEHEE spec 815 :

‘defaultRoute:
true ©°

B TLS5EE
EER BT TR TIAR > FRIERNT © ©EEA OpenShift Ingress #RERMTER TLS AL
B8R CIUARRINEE] TLS BB - Alt > #RRUTHHE -

a. EFREARY TLS RENTIBET —EWE -

[netapp-user@rhel7 ~]$ oc create secret tls astra-route-tls -n

openshift-image-registry —-cert/home/admin/netapp-astra/tls.crt
-—key=/home/admin/netapp-astra/tls.key

b. #7#E imageregistry IR1ERT » L TH2E "spec'FH ©

[netapp-user@rhel7 ~]$ oc edit

configs.imageregistry.operator.openshift.io

routes:

- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com

name: netapp-astra-route

secretName: astra-route-tls

4. BR4REEimageregistry Operator > #§OperatorfIEIEAREENZ "Managed AREE o E7FLRE o

oc edit configs.imageregistry/cluster

managementState: Managed

o WMSRim B ORI » BIERMBREEMRIEIL PVC ~ pod FIARTS - 20 iE% > sEHHRMERE) -

[netapp-user@rhel’7 ~]Soc get all -n openshift-image-registry

NAME READY STATUS
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RESTARTS AGE

pod/cluster-image-registry-operator-74f6d954b6-rb7zr

3 90d
pod/image-pruner-1627257600-£5cp]
0 2d9%h
pod/image-pruner-1627344000-swgx9
0 33h
pod/image-pruner-1627430400-rv5nt
0 9h
pod/image-registry-6758b547f-6pnj8
0 76m

pod/node-ca-bwb5r

0 90d
pod/node-ca-f8w54

0 90d
pod/node-ca-gjx7h

0 90d
pod/node-ca-lcx4k

0 33d
pod/node-ca-v7zmx

0 7d21h
pod/node-ca-xpppp

0 89d

NAME

IP PORT (S) AGE
service/image-registry
5000/TCP 15h

service/image-registry-operator
60000/TCP 90d

NAME DESIRED
AVATLABLE NODE SELECTOR
daemonset.apps/node-ca 6
kubernetes.io/os=1linux 90d
NAME

AVATILABLE AGE
deployment.apps/cluster-image-regi
90d

deployment.apps/image-registry

15h

NAME
CURRENT READY AGE

1/1

0/1

0/1

0/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

TYPE CLUSTER-IP

Running

Completed

Completed

Completed

Running

Running

Running

Running

Running

Running

Running

EXTERNAL-

ClusterIP 172.30.196.167 <none>

ClusterIP None

CURRENT READY
AGE

stry-operator

<none>

UP-TO-DATE

READY

1/1

1/1

replicaset.apps/cluster-image-registry-operator-74f6d954b6

6
UP-TO-DATE
1 1
1 1
DESIRED
1 1



1 90d

replicaset.apps/image-registry-6758b547f 1 1
1 76m

replicaset.apps/image-registry-78bfbd7£59 0 0
0 15h

replicaset.apps/image-registry-7fcc8décc8 0 0
0 80m

replicaset.apps/image-registry-864f88f5b 0 0
0 15h

replicaset.apps/image-registry-cb47fffb 0 0
0 10h

NAME COMPLETIONS DURATION AGE
job.batch/image-pruner-1627257600 1/1 10s 2d9%h
job.batch/image-pruner-1627344000 1/1 63 33h
job.batch/image-pruner-1627430400 1/1 5s 9h

NAME SCHEDULE SUSPEND ACTIVE LAST
SCHEDULE AGE

cronjob.batch/image-pruner O 0 = # = False 0 %5h

90d

NAME HOST/PORT

PATH SERVICES PORT TERMINATION WILDCARD
route.route.openshift.io/public-routes astra-registry.apps.ocp-
vmw.cle.netapp.com image-registry <all> reencrypt None

6. NREIEESALIRIER OpensShift EEkEMEATER TLS 5#E > BIATUUEA T <BUS TLS 588& -

[netapp-user@rhel’7 ~]$ oc extract secret/router-ca --keys=tls.crt -n
openshift-ingress-operator

7. %7 #A5F OpenShift BiRGFERIEEE B PIRENRR > FR/REHIEZE OpenShift &iR5 LAY docker AR o
7£ “openshift-config' saf Z=EEIE A TLS /SRR M HIEME EEMREREUEREREE

[netapp-user@rhel’7 ~]$ oc create configmap astra-ca -n openshift-config
—-—from-file=astra-registry.apps.ocp-vmw.cie.netapp.com=tls.crt

[netapp-user@rhel7 ~]$ oc patch image.config.openshift.io/cluster

—--patch '{"spec":{"additionalTrustedCA":{"name":"astra-ca"}}}"

-—type=merge

8. OpenShift AEZPEMRAF P EREIESF o FiB OpenShiftfE A& £ v] L fFEXOpenShiftE iz » (BEAFERE
A THRRMEBUR AR E R o
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a. BEAHFFERER—EERENERPIRINER » WEAAEREISK registry-viewer B o

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-viewer

ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-viewer
ocp-user-group

b. EEAERAENEREHETAMEIREG » WERBRERGEMRFEERAR -

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-editor
ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-editor
ocp-user-group

9. %7 38 OpenShift EiFt 77 IS SR IE I X SHIENIRR > (MR EREHIENER ©

[netapp-user@rhel’7 ~]$ oc create secret docker-registry astra-registry-
credentials --docker-server=astra-registry.apps.ocp-vmw.cie.netapp.com
—--docker-username=ocp-user --docker-password=password

10. A& R LGRS (BRI B ZE M I AR TR P STE R AR pod E&EFSIA ©
a. AEREEMEIRBIRS » BFAIT M o

[netapp-user@rhel7 ~]$ oc secrets link <service account name> astra-
registry-credentials --for=pull

b. ZE7E pod EET3|F pull secret » EHE FFIBEEIEE “spec ZpH ©

imagePullSecrets:
- name: astra-registry-credentials

EEM OpenShift BRGNS T {EuLHEE LRI AR > :B5Sh R ER ©
a. 1% TLS /ReEFIEZE docker FH PR ©
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[netapp-user@rhel”7 ~]$ sudo mkdir /etc/docker/certs.d/astra-

registry.apps.ocp-vmw.cie.netapp.com

[netapp-user@rhel’7 ~]$ sudo cp /path/to/tls.crt
/etc/docker/certs.d/astra-registry.apps.ocp-vmw.cie.netapp.com

b. 5 oc login ¥§< & A OpenShift °

[netapp-user@rhel7 ~]$ oc login --token=sha256~D49SpB lesSrJYwrMOLIO
-VRcjWHu0a27vKa0 --server=https://api.ocp-vmw.cie.netapp.com:6443

C. £/ OpenShift 5 & /&858 podman/docker 3§ & AGE MR ©

[R5

podman

[netapp-user@rhel’7 ~]$ podman login astra-registry.apps.ocp-
vmw.cile.netapp.com -u kubeadmin -p $(oc whoami -t) --tls

-verify=false

+ A MRERERA kubeadmin EREZANLAZMP O - ARERTHEMAZEE

BEERT A

[netapp-user@rhel7 ~]$ docker login astra-registry.apps.ocp-

vmw.cle.netapp.com -u kubeadmin -p $(oc whoami -t)

+ A% MRERER kubeadmin EREZANMAZMP O » ARERATHEMAZEHE

d. #ERXERHIE AR o
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podman

[netapp-user@rhel7 ~]$ podman push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel7 ~]$ podman pull astra-registry.apps.ocp-
vmw.cie.netapp.com/netapp-astra/vault-controller:latest

BRI A

[netapp-user@rhel7 ~]$ docker push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel7 ~]$ docker pull astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

R Z BRI AR
R ZEaE BB © Red Hat OpenShift £2NetApp
B RHAEHIZE Red Hat OpenShift ENetAppHIfE RS ZZEEEF AR o

* “FERFAMEETFEE Jenkins CI/CD BEiE"

* "{EFANetApp7E Red Hat OpenShift L2 EZHA"

* "f2#NetApp ONTAP HJRed Hat OpenShift FE#{L"

* "NetAppi#8/ Red Hat OpenShift £ Kubernetes B P E E 1"

ERIFAMETZEZE Jenkins CI/ICD &3E . Red Hat OpenShift EiNetApp

RETRMAER Jenkins BREFHEE S/FFERIEERE (CI/CD) EE UBRERR 7 FEFRY
p

i JenkinsEPEFFENER
EEREIUEE Jenkins FERRRXFAENEIR > B THE .
1. B —{E%7% Jenkins HURTEZEE o

64
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Create Project

Name *

Jenkins|

Display Name

Description

Cancel

2. [EEEGFH > BFISET ABFAMMEFR Jenkins © A7 Z#F Jenkins 1812 » 351 PVC - BB ZR#E
> FAMEER > ARB—TRUKAMEER - EERRRINRETE  BESATEREZARE

#jenkins » FEEZFEENAX/NIFEIER » ABIR—TEL -
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Project: jenkins «

Create Persistent Volume Claim Edit YAML

Storage Class

@ basic -

Storage class Tor the new claim.

Persistent Volume Claim Name *

jenkins

A unigue name for the storage claim within the project.

Access Mode *

& Single User (RWQO) () Shared Access (RWX) (0 Read Only (ROX)
Fermissions to the mounted drive.

Size *

10d GIB

Desired storage capacity.

[l Use label selectors to request storage

Use label selectors to define how storage is created.

ERFAMFHEEIE Jenkins
EEFEAFAMEIZENE Jenkins » A5 FILER ¢

1. EELA BABKREEEEEAMBEAS - B8 NI EERE B - TREARFERRF » 85
jenkins o EERBFAMRETFH Jenkins RS o
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Project: jenkins =

Developer Catalog

Add shared apps, services, or source-to-image builders to your project from the Developer Catalog. Cluster admins can install additional apps which will show up here automatical

I All ltems All ltems
Languages
{enkins Group By: None
Databases
Middleware
Cl/CcD

Other @ Template @ Template @ Template

Jenkins (Ephemeral)

by Red Hat, Inc.

Type Jenkins Jenkins
¥ Operator Backed (0) provide

ided by Red Hat, Inc provide

ed Hat, Inc pr

[ Helm Charts (0)

@ Builder Image (D)

Jenkins service, with persistent
storage. NOTE: You must have

persistent volumes available in..

Jenkins service, with persistent
storage. NOTE: You must have
persistent volumes available in...

Jenkins service, without
persistent storage. WARNING:
Any data stored will be lost upon...

@ Template (4)

Service Class (0)

@ Template

Jenkins (Ephemeral)

provided by Red Hat, inc

Jenkins service, without
persistent storage. WARNING:

2. Bh3% Instantiate Template ©

Jenkins X
Provided by Red Hat, Inc.

Instantiate Template

Provider Description
Red Hat, Inc.
Jenkins service, with persistent storage.
Support
MNOTE: You must have persistent volumes available in your cluster to use this template.
Get support @
Documentation
Created At

https://docs.okd.io/latest/using_images/other_images/jenkins.html =
@ May 26, 3:58 am tpsi// /latest/using_images/ ges/i

3. FERERT » BIEA Jenkins FEFATRINHIHAE o BIFTCHER » BB B o ILBEEIET
7 OpenShift E3%1E Jenkins FREEMIFRAEIR ©
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Instantiate Template

Namespace *
G jonkins -

Jenkinz Service Name

jenkins

The name of the OpenShift Service exposed for the Jenking container,
Jenkins JNLF Service Mame

jenkins=jnlp

The name af the service used for master/slave commmication

Enable OAuth in Jenkins

Trug

Whasther to enable Ofuth OpenShift integration. If false, the statlc account "admin’ will
beinitislized with the password "password .

Mamory Limit
=

Maxirmum amount of memary the container can use

Volume Capacity *
S00GI

Volume space available for dista, eqg. 5120, 261

Jenkins ImageStream NMamespace

openshift

The OpenShift Namespace where the Jenkins ImageStream resides
Disable memory intensive administrative monitors

false

Whether to perform memary intensive, possibly slaw, synchranization with the Jenkins
Update Center on start. It true, the Jankins core update monitor and site wamings
monitor are disabled

Jenkins ImageStreamTag

jenkins:2

MName of the imageSweamTag 10 be used for the-Jenkins image.

Fatal Errer Leg File
false:

When a fatal eror occurs, an error log is created with informiation and the state
obtained at the time of the faral error.

Allows use of Jenkins Update Center repository with invalid SSL certificate

fakse

Whether to allow use of a-Jenkins Update Center that uses invalid certificate {self-
sigued, unknown CA), Hany value othes than fatse’, certificate check s bypassed, By
default, certificate check is enforced

- JE=

4. Jenkins pod A#EE 10 Zll 12 DEEA BB ATLAEARRE o

68

Jenkins
INSTANT-APP JENKING
View documentation(g® Get support g

Jenkins service, with persistent storage.

MOTE: You must have persistent volumes available in your cluster to wuse this template.

The foliowing rescurces will be created:

DeploymentConfig
PerststentvolumeCiaim
RoleBinding

= Route

= Service

= ServiceAccount



Project: jenkins

Pods

Filter by name...

0 | CrashLoopBackOff | | 1] Completed 0 | Failed 0 | Unknown

1) Running | | O | Pending | | O Terminating

Select all filters 1of 2 Items

Name 1 Namespace Status Ready Owner Memory CPU

@ jenkins-1- @ jenkins < Running 171 G® jenkins-1 - 0.004 cores H
c77n9

5. BRI Pod 18 » BEZE THEEE) > KA1 o HERIRL Jenkins 49H > BERLEE jenkins BREIEMAI URL ©
Project: jenkins =

Routes

Create Route Filter by name...

1] Accepted | | O/ Rejected | | O Pending | Selectallfilters 1ltem
Name | Namespace Status Location Service
@ jenkins jenkins @ Accepted https://jenkins- ejenkms H

jenkins.apps.rhv-ocp-
clustercie.netapp.com &

6. F7EERIT Jenkins FEFRTZFFE A T OpenShift OAuth » E It iEIR— T OpenShift Z A ©



9 Jenkins £ 5T uirr

1E In to Jenkins using your OpenShift credentials

Log in with OpenShift

7. ¥R Jenkins BRFEIR S ZEX OpenShift EF# o

Authorize Access

Service account jenkins in project jenkins is requesting permission to access your account (kube:admin)

Requested permissions

# user:info

¥ user:check-access

Allow selected permissions Deny

8. HEEAT Jenkins EUEM - AARKFIERMIE Maven 11 > FrLIEES TSR Maven &4 - EfiE“E1E
Jenkins”>Z2IY T AFRCE” » JABTE ‘Maven" FIZERiZ— T i Maven” o A GEEIZERNABI EIREIE T
BHZ75I8 o 38— lSave (f#7F) 1 °

Maven
Maven installations Add Maven
Maven
Name | o
¥ Install automatically @

Install from Apache
Version 383 ¥

Delete Installer

Add Installer ~

Delete Maven

Add Maven

List of Maven installations on this system
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9. IREE O LI —EAEERTE CI/ICD TIERIZ o X B L > M—TEAIThHEERTR TEILHFEE) = T
BE o

@ kube:admin | log out

Jenkins ENABLEALS st
= New ltem #add description
& People Welcome to Jenkins!

“ Build History )

Flease create new jObS to get started.
o Manage Jenkins

&. My Views

' Open Blua Ocean

%4 Lockable Resources

A. Credentials

Bl New View

Build Queue =

No builds in the queue
Build Executor Status =

1 Idle
2 Idle

10. TRUYEERE L > BIAGEZENRTE > BEEE > ARG THE -

Enter an item name

sample-demo

Required field

‘_"\ Freestyle project
/' This is the central feature of Jenkins. Jenkins will build your project, combining any SCM with any build system, and this can be even
used for something other than software build.

Pipeline
J"‘J Orchestrates long-running activities that can span multiple build agents. Suitable for building pipelines (formerly known as workflows)
: and/or organizing complex activities that do not easily fit in free-style job type.

] Multi-configuration project
& ! Suitable for projects that need a large number of different configurations, such as testing on multiple environments. platform-specific
builds, etc.

Bitbucket Team/Project
Scans a Bitbucket Cloud Team (or Bitbucket Server Project) for all repositories matching some defined markers.

g

-

= Folder

D Creates a container that stores nested items in it. Useful for grouping things together. Unlike view, which is just a filter, a folder creates a
separate namespace, so you can have multiple things of the same name as long as they are in different folders.

GitHub Organization
a GitHub organization (or user account) for all repositories matching some defined markers.

‘ OK ‘ ) i
rranch Pipeline
< a set of Pinpline nroiects aceording in detected branches in one SCM renository

N EEEEEE | - REHMLHIEE ThEEED > B2 Github + Maven  ZRIEEHEEA © 2—T lSave
(f#F 1 o
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General Build Triggers Advanced Project Options Pipeline

Advanced...
Pipeline
Definition Pipeline script v
- 1~ node .
Script i S GitHub + Maven v ©
Jiw stage('Preparation’) { // for display purposes
4 // Get some code from a GitHub repository
5 git 'https://github.com/jglick/simple-maven-project-with-tests.git®
6 // Get the Maven tool.
7 Jf ** HNOTE: This ‘M3' Maven tool must be configured
g o in the global configuration.
9 mvnHome = tool 'M3°
18
19 - stage('Build’) {
12 // Run the maven build
13'w withEnv ([ "MVN_HOME=%mvnHome"]) {
14 - if (isUnix()) {
15 sh '"$MVN_HOME/bin/mvn" -Dmaven.test.failure.ignore clean package’
16 = } else {
17 bat (/"%MVN_HOME%\bin\mvn" -Dmaven.test.failure.ignore clean package/) >
# Use Groovy Sandbox
Pipeline Syntax
m e ‘
—_ = NEZ 3= JHI| =1 REE EL = 4 0 — + ot g=m
12. #—T TIREVEE) WEB%EE - BEMAEMEREERE - cHEEREBETBREEE RIS

72
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Jenkins sample-demo

& Back to Dashboard = =

Pipeline sample-demo
Status

~» Changes

u_) Build Now

@ Delete Pipeline

)

=, Last Successful Artifacts

A Configure L. [ ] simple-maven-project-with-tests-1.0-SNAPSHOT jar 1.71 KB view
QU
| Full Stage View s Recent Changes
@ Open Blue Ccean ‘ )
~» Rename "
Stage View
€) Pipeline Syntax
Preparation Build Results
Build History trend =
25 45 69ms
find
@ # 27, 202 P D
May 27 @ Ig 4s
: 08:53
[ Atom feed for all (] Atom feed for failures
D Latest Test Result (no failures)
Permalinks

« Last build #1),_1 min 23 sec ago

« Last stable build (#1),_1 min 23 sec ago

« | ast successful build (#1), 1 min 23 sec ago
« Last completed build (#1),_1 min 23 sec ago

13. S ERBE EAAEMEER » MU EREEREMTRANEEE - KMBRGEERSFERN  #H—
T TRIAEE) APERE E—RRALORIVEE -
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Jenkins sample-demo

4 Back to Dashboard

Pipeline sample-demo

) Status
—» Changes
&) Build Now
(S Delete Pipeline A=, Last Successiul Artifacts
Ar Configure —= [E] simple-maven-project-with-tests-1 0-SNAPSHOT jar 1.71 KB view
L Full Stage View | ==#* Recent Changes
—~ b
ina Open Blue Ocean
— Rename .
Stage View
Q Pipeline Syntax
Preparation Build Results
Build History trend =
25 4s 86ms
find
2

o #2 T - &

. e 4s
@n May 27, 2020 3:53 PM 08:56

) Atom feed for all £ Atom feed for failures &
May 27 @ 25 45
08:53
ﬂ Latest Test Result (no failures)
Permalinks

= Last build (#2), 19 sec ago

« Last stable buiid (#2). 15 sec ago

« Last successiul build (#2), 19 sec ago
= Last completed build (#2), 19 sec ago

BcEZTER
{EFANetApp7E Red Hat OpenShift F:2EZIHE

R ERE LT EERESXSH TEafEaERR AEERARERN R TFaHIE
—{[E Red Hat OpenShift &£ ° EFEMMIEIHERRERN N TIEa R ETREIREE » B
{EMBENR V2 2R © B2 » AEERRAEXIEERL Red Hat OpenShift RE 2
RK—ZRYEE - BEMT XN EETHIENESESEEENSERE > ANARERARERH
ERERMIEMNT A - MR T BB AIERM o

77 RARELERIRE - AJUE RBTEE— Red Hat OpenShift BEFHITABRARANLIFGS o BEBHERHNRE
T ERREENERAZERIEIENEZ — —ELFEHTNENRERPEIEB ARSI S —ETTFE
& WMIEAR EEHE o b5 > ARTERRBEERDECRE > FIt—ERARARATZIEG A BB RE S &
5 —ERAIZIVRIRIEE

EILE > 4B SR AESOFRBEM /5 M IEZRRTT R > HIM - AFFMAIEE—SREPETHREILFEH > ARSEE
TraHREEREENED -

—{EBE MBI RTTZE2TE Red Hat OpenShift ERREZHAR - ZHAR—RBASZEEFER—E=ELHF
BUZRME  HER - KEMFETEENIRE - Tt ETXH > HARARRAEETRNTE  KEABRERE
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FRERHERNRERBR™M o 7 Red Hat OpenShift & LR EZHRABUTES !

BHEERT RNV ESZ HMEES
* RREEN SRR
* FELIFEHERZERFNIGHR
* FRELFEHRERERFAERNZINUEE T
HRTEBRIRPZIAS OpensShift & » WARBRARERFNEFT RECEACEMMRE - BF - /7
B Z2MF  BARPIELBRSRTRET AR RBNFELESE » ERFATENEBEER NetApp

ONTAP & TridentNetApp 2 BcHIEEE R LA & 210 P 2R FREEN(R5€[E— Red Hat OpenShift &5 EZ{E T
EE B PRARTS S EAMEEIBIONTAPEES ©

S

BB NetApp ONTAPSZ1ER Red Hat OpenShlft FTridentTER AR E T E& & 2 BIRFRRE
 BEMRE TR AREEZHARNEZINGE c &7 BiFtIEAZTEHANetApp ONTAPX
%E’JTridentE’J Red Hat OpenShift & R ZHAPRASE » EHRMEE—EEE—
AT SRAVEEFI A EAE TR ©

{858 —(E4AB47E Red Hat OpenShift ¥ FITRE T FEE > &S MEREE K EEETHmESERN—3
Do BETEEHMNEREBERTridenttENetApp ONTAP NAS EBIREIREECER PVC L o -%a.%&%gz%ém
ETFafRt—ESHERASE  TREANELERNER  WHEEER2MNNEE  TESINAS
Lo e F R TR HBRTS VR o

T E#%t 7 FANetApp ONTAP #EHY B A Tridentfy Red Hat OpenShift &5 R ZHABRBRFE o
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& RedHat
OpenShift

pad-1 pod-2 pod-3 pod-1 pod-2

puc-1 pvc=2 pvc-3 pve-1 pic=2
praject:] project-1 storageclhass project-2 storageclass P~
entap-nas backend antap-nas backend "

[praject-1) |project-2]

TRIDENT NetApp

SV [project-1] SWM [project-2] "
NetApp

RATER
1. NetApp ONTAP{#/z# &

2. Red Hat OpenShift #&
3. Trident

Red Hat OpenShift — £ &R

1€ Red Hat OpenShift =&ERNAERE > BAERBINEEETREZE o OpensShift EEAIUEFR—EREE
IR > ERE{E OpenShift REBI DB ZEERESE - FHIt - ERBRNVIFHSEESHFIRM T EHR -

ETREEEEPAE RBAC - RIEMEZZFIERZAEESDHIRMEE (IdP) PR E—ITBEE N TIEa A
BE|E—FHEEHH - Red Hat OpenShift 25F |dP BEFEAZEERY » RMASFIFKE |dP FUEREFEE
HEAZZED - EENEECEERERANEREZENEEE RN EEIRB AN EZERZNFHE AT
,%Hj’(jfﬁéﬁ'ﬁBEFEIJ¥¢Eﬁ%§$ﬁﬁﬂ’9ﬂ§$§%mﬁﬂy o BETEER IdP £ Red Hat OpenShift BEMEZEE » F2
RIS Hg 542" o

NetApp ONTAP

PRBE(F23 Red Hat OpenShift REMNFAMRFREENHBREAFIFEER - URRESESERNHFT LEILN
AR @B AR IR BT BB RF A LI —HK o 31t > 557ENetApp ONTAP LRI B HEH T F&
HHEMEBH SVM (EEESRHKLS) - TEE SVM EAR—ELF&aH -

76


https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html
https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html
https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html
https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html
https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html

Trident

7ENetApp ONTAP_ LA FRREHEZERZEZEI AER SVM & » HBREE SVM HEEIRE/Tridentfis o Trident E
B8 imfic B BRENF A 1722 OpenShift BEERMOEE » I B EEHEER] SVM BIHEE:N - EE/VEZER
IR ERREIIET c E ' EAHEERNAEHELRES » UAMBREN X/ NSRS ERERERS o B
MR Tridentf&inEZAVEME N URE 518" o

Red Hat OpenShift — F#FE R

RETridentiBin{g » T—H R E StorageClasses ° FL BB IFHEHRENHFLE » ASEGBFHEIRHEE—
E1& im B BN & B EVERR o FPIRTLATERE 17485 {EF storagePools 28 StorageClass HFEEAFE
BTridenti il o E&EFEFHERBHAE N AT UEEERE E42" o AL » ¢ StorageClass ETridentBim{EE—
H—MgY > ZBREHEM—E SVM © & Al RGBTSR Z 2 M StorageClass e HMIFT A #EEHYBERR
ZEZEM SVM 1IRMHARTS ©

AR EFENIAEHRAEMER » HANARFRS —EmGZTEHERZP pod H—EZZNFHEFEERNNGEZ
BEAIELR ? B ZE2F A ResourceQuotas °© ResourceQuotas B iEH|SEREE REFERENYIGE - ©rILR
FBZDYEIDEENE REENEE - KFEEEMNERE I LUER ResourceQuotas 2KFRHI » B4R
ResourceQuotas ] E B4R A H R A B RE EiC & B E HFEMERMI M AT P ET o FA2EXIE "EE" THRE

% o

HEERA > RPIFZRFIFEERPH pod IEEANHEZNHGFERNTEREE - ALt > KAIFES
30 5% T 2R PR B L 7R 48 R B A 4 B 23 BE “<storage-class-
name>.storageclass.storage.k8s.io/persistentvolumeclaims’ 2 0 o Itt5h » BEEIEES N BRFREZRFNREA
BREEEIRACE

[}

HRERZSHERERSE  HAEREESFEFIELAIRN=ERR - BIL  (FAZH
FEREN—IMERENREERERZIDIZEEES  FFEESNSEERNFA
HABZM

TREI T AEERERZNTHREES -

B £75
£rEES AAENERERAX TFa &EIIEE
# storage-admin #2137 ClusterRoles 1 RoleBindings

AAZEABRIABNARHTE  TARHRBEEREN
FEVER

[FI#E] Fo & 1H B U EfiRs LERE Pod

HEEIE 7ENetApp ONTAP_L#1I7 SVM
EEA7 Trident?® i
B EFEER
B EIRACRE

MEAE BB TEIE EERPEIHER PVC 3 Pod HIHERR
S E S —EFEZPEINER PVC 3 Pod BIHERR
RISt ARIEIEE ~ BIRECERNETZLRRRUREIR
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=
LU F 2 EANetAppTE Red Hat OpenShift 5% 20 BRIz RIEE o

FoRIEME

* NetApp ONTAP# &

* Red Hat OpenShift &

* fEsEE F LM Trident

* ZET tridentctl Ml oc TEMHIEE $PATH FIEIES TFih
* ONTAPEIEEZEV#ERR

* ZEEIESFE OpenShift =&

* EEHEGDIRMEER

* BB B MiREEUERES TREBKRFAER

il | EEEEEH

Red Hat OpenShift ZEEIEE#1T FIEF -

1. UHEEBIEE 5% A Red Hat OpenShift #£ o
2. BUMEIER » DRIHEARRRIRE -

oc create namespace project-1

oc create namespace project-2

3. % project-1 B RAEASAE o

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
namespace: project-1

name: developer-project-1

rules:

- verbs:

— T %1
apiGroups:

- apps
- batch
- autoscaling
- extensions

- networking.k8s.io
- policy
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- apps.openshift.io

- build.openshift.io

- image.openshift.io

- ingress.operator.openshift.io

- route.openshift.io

- snapshot.storage.k8s.io

- template.openshift.io
resources:

I T |

- verbs:

B B |

apiGroups:

L}

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
- podtemplates
- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:
Tk

apiGroups:
- trident.netapp.io

resources:
- tridentsnapshots

EOF

(D FERHENABCERRIE—EHA - WARBRAERAENERREEZRZABHASE -

1. B4 > % project-2 BIBIEAEAE o

2. Ffi OpensShift MINetAppfi#fr BB T H#FEIESEIE - 7 EIESMNFEHERE R Trident R 2 12AY
trident #REE A EIER - FRILZS > FEEFEESEFERFE ResourceQuotas JRIZFIEFAHFERL R o

3. B —ERNEIEEEPREEZEM ResourceQuotas AR » WG EHMMNEIEEEIES -



cat << EOF | oc create -f -
kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: resource-quotas-role
rules:
- verbs:

I |

apiGroups:

L}

resources:
- resourcequotas
- verbs:
— T %0
apiGroups:
- gquota.openshift.io
resources:

B T |

EOF

4. BEEELEENG DIRMESR > LAEREMEAREHERY - UTHABTINREEEHEEER
BN ERAERERD -

$ oc get groups

NAME USERS
ocp-netapp-storage-admins ocp-netapp-storage-admin
ocp-project-1 ocp-project-l-user
ocp-project-2 ocp-project-2-user

1. A#FEEESFRE ClusterRoleBindings ©
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cat << EOF | oc create -f -
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/v1l
metadata:
name: netapp-storage-admin-trident-operator
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-operator
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: netapp-storage-admin-resource-quotas-cr
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: resource-quotas-role
EQOF

@ HNWHEEESES » WEHTEMERAE : trident-operator # resource-quotas ©

1. ABI%E I RoleBindings » #&developer-project-1 A &48E 2| project-1 ¥ FERIEL4E (ocp-project-1) ©
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cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: project-l-developer
namespace: project-1
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-project-1
roleRef:
apiGroup: rbac.authorization.k8s.io

kind: Role
name: developer-project-1
EQOF

2. [N > 1Eproject-2mh 2RI %E T RoleBindings » fRE5E A AT DI SRR ERE B o
e : REEEEFH
HFEEEEWEREUTER

1. LBIEE 59 % ANetApp ONTAPZEE o

2. BMEIRE-AEERE > ABR—THYE - FERHAENGFAREE > BumE SVM » —ERAREZE 1
S—ERANEZE 2 - hEZET—E vsadmin IREREIE SVM REER ©
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Add Storage VM X

STORAGEYM HAME

project-1-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Enabls SMB/CIFS
B ersbi=nirs

B Allow NFS client acoess

Add at least one ruls to sllow NFS cliznts to socezs volumes in this storage VL @

EXPORT PCLICY

Default
Rule Index Clients Access Protocols Read-Only R... Read/Wr
1062 181.0/24 Any Ary Any
+ Add
DEFAUT LANGUAEE (3
c.utf_& b

RETWORK INTERFACE

Use multiple network interfaces when.client traffic is high.

K8s-Ontap-01

IPADDREES SUBNET MASK GATEWRY SROADCAST DOMEIN
10.61.181.224 24 Add-optiona| Defaultd v
gateway

- UREEEEE S DE A Red Hat OpenShift &£ ©

. 75 project-1 B BT H I FEREH AN ZEZIM SVM o NetAppZE:&#EA SVM BY vsadmin 1RF &% i

T SVM > MAEERONTAPEREETIES o
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cat << EOF | tridentctl -n trident create backend -f
{

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "nfs project 1",
"managementLIF": "172.21.224.210",
"dataLIF": "10.61.181.224",

"svm": "project-l-svm",
"username": "vsadmin",

"password": "NetAppl23"

EOF

() BAELLEHHRER ontap-nas EEITER < RIEAAIETHBFERELNEDRES -

@ AR TridentERERTE trident FA o

1. 8B A project-2 FEIL Trident{® im g L H FERIZ Y project-2 BY SVM o

2. BT » EIATFEER o A project-1 I (#7748 » WiFHBRE storagePools 2B HEEAFAEAR
project-1 BYBImf{#ETFEA o

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: project-1-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: ontap-nas
storagePools: "nfs project 1:.*"
EOF

3. [A#% > % project-2 BILfEF RN HECE R ERERN project-2 Ry IRfETFM o
4. #2137 ResourceQuota 3R project-1 RHVE R E AR HthBE RN FHEFLER FAREE o
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-l-sc-rqg
namespace: project-1
spec:
hard:
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
EOF

S. #a{blth > 37 —1{E ResourceQuota ZRFR project-2 FRVERIEE AR HithE RN REFER FPHKEHERE

AERENESRPEENSHAP RS » 555N FIITER

ERSBTEIE E R PEEIL PVC T Pod YRR
1. LA ocp-project-1-user ~ project-1 FHIBAEAEEDEA o
2. IRERIHHIEE R ©

oc create ns sub-project-1

3. {FERA1EIKAS project-1 BIETZEERITE project-1 FREEIL PVC ©

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EQOF
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4. & PVC AR PV o

oc get pv

5. E&:E PV RREIIEE ST ENetApp ONTAP_EE AR project-1 B SVM I o

volume show -vserver project-l-svm

6. 7£ project-1 H I —1E pod - M E _E—ESERFRAEEIIA PVC

cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod
namespace: project-1
spec:
volumes:
- name: test-pvc-project-1
persistentVolumeClaim:
claimName: test-pvc-project-1
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: test-pvc-project-1
EOF

7. 188 pod BEETEFURRELETHIEE -
oc describe pods test-pvc-pod -n project-1
g RS —(EHEPEIL PVC 5 Pod ERERN S —EERNERIFEIUER

1. LA ocp-project-1-user ~ project-1 FHIBIEAE SN EA o
2. {FHIEIRA project-2 BIETFEERITE project-1 HHEEIL PVC ©
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cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1l-sc-2
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-2-sc
EQOF

3. ¥£ project-2 HEEIL PVC

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-2-sc-1
namespace: project-2
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF

4. FE{® PVC “test-pvc-project-1-sc-2'#1 “test-pvc-project-2-sc-1 R HAlliE o

oc get pvc -n project-1

oc get pvc -n project-2

3. 7£ project-2 FEIL—1@ pod °



cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod

namespace: project-1

spec:
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
EOF

IR RANREIRE « BRECEEMFEF IR
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. 2L ocp-project-1-user ~ project-1 FHIFREAEFDEA

WMERIFIAR AR o

oc create ns sub-project-1

REEERENEFEER -

oc get ns

BEFAEED LIS S4REE project-1 H9HY ResourceQuotas ©

oc get resourcequotas -n project-1
oc edit resourcequotas project-l-sc-rg -n project-1

- B RE RS AT EREE -

oc get sc

- IREFEERR U FERR o
- BRR B REHEFERER -

oc edit sc project-1-sc



B AR EZIER

TEZHEAREEY  MEAAREFERNMAEREZBINNVEEURFRIERZSHEARIR
Al - EEEZHPEETMEEZIER > AU TR !

1. L#FEEEE S DB ANetApp ONTAPEEE o

2. BMiZE Storage — Storage VMs WiEE aAdd o BI—EZEAR project-3 BYFTF SVM o thE T —1E
vsadmin IRE K EE SVM KEHER o
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Add Storage VM

STORAGE WM NEME

project-3-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Ensble SME/TIFS
BB ersblenrs

B Allow NFS client access

Add st lezst one rule to allow NFS clients to sccess volumes inthiz storsge L ()

EXPORT 2ELICY

Default
HLULEE
Rule Index Clients
10621810724
=+ Add

DEFRULTLANGUEEE (D)

cutf &

NETWORK INTERFACE

Access Protocols

Ay

Uze multiple network interfaces when client traffic is high.

K8s-Ontap-01

IPADORESE |

m

MET MASK

10,61.181.223 4

GATEWAY
Add optional
oaAtEwWaY

1. LUEEBEE S 9% A Red Hat OpenShift #£& o
2. BIHRIER o
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oc create ns project-3

Read-Only R... Read/Wr

Ay Ay

SROADCAST DOMANN

Default-4 e



3. HERTE IdP EEEIL T project-3 FUEF & B¥4H B2 OpenShift BERY o

oc get groups

4. % project-3 B FHEAEAE o

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
namespace: project-3
name: developer-project-3
rules:
- verbs:
— T X1
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.io
- template.openshift.io
resources:

I |

- verbs:

B B |

apiGroups:

L]

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
- podtemplates



- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:
— T %1
apiGroups:
- trident.netapp.io
resources:
- tridentsnapshots
EOF

(D FERUNABERRR—(EHE - KL ARBEREZEAENERREEZFLEASHASR -

1. 7 project-3 FAIRHEE A 217 RoleBinding ° #& development-project-3 A BAIEE] project-3 ¥ FEREFAR
(ocp-project-3) ©

cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: project-3-developer

namespace: project-3
subjects:

- kind: Group

apiGroup: rbac.authorization.k8s.io

name: ocp-project-3

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-3

EOF

2. LfEEFEEE SS9 E A Red Hat OpenShift 8%

3. B TridentBiIm A EHEFEEIF AR project-3 B SVM o NetAppiE:&fEA SVM B vsadmin IRE 5 1& Ui
#3 SVM > MAEERAONTAPEEEIES o
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cat << EOF | tridentctl -n trident create backend -f
{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "nfs project 3",

"managementLIF": "172.21.224.210",

"dataLIF": "10.61.181.228",

"svm": "project-3-svm",
"username": "vsadmin",
"password": "NetApp!23"

EOF

() BAELLEHIHRER ontap-nas BEEITER - RIEMAMIEAEEEEIRIRTER -

() HMERTident BRI trident FEH o

1. 73 project-3 BIL{EFF AR NS HECEAERERN project-3 RYRIR#TFM o

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: project-3-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
storagePools: "nfs project 3:.*"
EOF

2. 317 ResourceQuota 3&PR| project-3 FRVE IR E AN Hith FRAHEFEER PAERHT o



cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-3-sc-rg
namespace: project-3
spec:
hard:
project-l-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: 0
EOF

3. EfEEZERA ResourceQuotas » MUIRFIELEERZHHNERFIERI project-3 RUEFRRIN#T

oc patch resourcequotas project-l-sc-rg -n project-1 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'
oc patch resourcequotas project-2-sc-rg -n project-2 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'

Kubernetes (NS EZEEE

Kubernetes IS5 EE1TE | Red Hat OpenShift EiNetApp - #Eit

lEERCEAREXNAZEEILEE » SFZAEMBTEZLE Red Hat OpenShift &R
EZERERARRFEE o [ - 488 F7E OpenShift FE FTELERREERHT
EEa#H - At » SEAMSRALESTEIE—4HERE > M OpenShift HIEE B HEEINIBE
g > BIEIEMAEEE S ERMEBERPOMABEN—RIIRIEFHZEESR - 27T RHESE
LEPKEL ° Red Hat #H 7 $tH#t Kubernetes S EHZEETIE o

Red Hat Advanced Cluster Management for Kubernetes :B/EAESTHITIA TIETS ¢

1. BEEARODMAREEIL - EAMBIESEERH

2. WE—EHEHNENEESERE LNERAERXS TIEaH

3. BRI D AR SR BRI ZEMNIRAS

4. B REIMITESERENLZE2 SR
Red Hat Advanced Cluster Management for Kubernetes £ Red Hat OpenShift 25K N % aE » i
ZEEEAEHMBIRENRIRIERSE - WEHBATOER > EATREART —(EEETENERDISMER
B - BIBEMEETIETIEAEAREIMNFIA EM OpenShift BEMHPLEESIE > UBATERE-E

TETEER LR E T —E% A Klusterlet BIRIE > IEPIEREIROERY > WinEREREmERERE  RARE
NEBHIEE « TRRENLZ 2 SRR REEERIEX
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o
OPENSHIFT CONTAINER PLATFORM

Cluster Application Gowvernance, Risk

EREEAER » sA2RXIE 512" o
7 Kubernetes & ACM

7 Kubernetes SPESMEEEEE

NEIN 4B EFINetAppfE Red Hat OpenShift E¥t Kubernetes E1TEEEESIE o

SR
1. ARFILEER Red Hat OpenShift =5 (St 4.5 krZs)
2. ANEEEEM Red Hat OpenShift #& (B 4.4.3 Ar4s)

3. EEEIFEFH Red Hat OpenShift #£
4. Red Hat TR Kubernetes Bt E SR

=fEEEEIERE OpenShift &R —EMNTTH - RILRFER O EEREPERITHEE - HEREERE—EN

ERMRSH - THEERNNEEELZESELEME - EEXMN "EE" THRESHE -

HE > MRAPOREEBFANTEEEREETHNERER > TEEGRETEEMM L XRSHEEEEER
H" o

B EREM RS LM FTIE A B EMEIESS c ELHAENBESRNE &1
7 Kubernetes S ESEE=EEIE
EE1E OpenShift & %4 Kubernetes EPEHEEEIE > T TS ER :

1. 42— OpenShift SEBIEATOER > MFAEHEIEESERBEA o
2. BEZ Operators > Operators Hub {882 Kubernetes M S PEEEEIE o
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https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html/install/installing#installing-on-infra-node

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

& Administrator

Project: default

Home
| Anitems All ltems
Overview .
Projects Al/Machine Learning Filter by keyword... 430 items
Application Runtime
Si h
e Big Data
Explore Cloud Provider Community @ i
Events Database
Developer Tools 3scale APl Management Advanced Cluster Management Akka Cluster Operator
Operators Bevelgpmant ool A e forKji_be ffi,_ P g
Drivers And Plugins 3scale Operator to provision ) N o Run Akka Cluster applications on
OperatorHub e 3scale and publish/manage API Advanced provisioning and Kubernetes,
management of OpenShift and
Installed Operators Logging & Tracing Kubemetes clusters
Modernization & Migration
yee =5 [tb =5 SR e ]
3. $8Z Kubernetes NEEEREEIE » RERK—TXRE o
Advanced Cluster Management for Kubernetes X
22 3 provided by Red Hat
Install
Latest version Red Hat Advanced Cluster Management for Kubernetes provides the multicluster hub, a central
223 management censole for managing multiple Kubernetes-based clusters across data centers, public
clouds, and private clouds. You can use the hub to create Red Hat OpenShift Container Platform
Capability level clusters on selected providers, or import existing Kubernetes-based clusters. After the clusters are
@ Basic Install managed, you can set compliance requirements to ensure that the clusters maintain the specified
1
® Scamless Upgrades security requirements. You can also deploy business applications across your clusters.
1

Red Hat Advanced Cluster Management for Kubernetes also provides the following operators:

o Multicluster subscriptions: An operator that provides application management capabilties including
subscribing to resources from a channel and deploying those resources on MCH-managed
Provider type Kubernetes clusters based on placement rules.
Red Hat » Hive for Red Hat OpenShift: An operator that provides APIs for provisioning and performing initial
configuration of OpenShift clusters. These operators are used by the multicluster hub to provide its
Provider provisioning and application-management capabilities.
Red Hat

How to Install

Infrastructure features s y : y
Use of this Red Hat product requires a licensing and subscription agreement.
Disconnected

4. 17 TRE4RFE) EEL > REXSENFEER (NetAppZRRETERSH) AIR—T L) -
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OperzmorHub *  Operstor Instailaton

Install Operator

Install your Operator birsubscribing to one of the update channels to keep the Operator up todate The strateqgy determines either manual or automatic updates

Update channel ™
D release-20
2 release-2]

W relegse-22

Installation mode *

This mode s not supported by this Operator
i A specific namespace on the cluster

Ciperator will be avadlable m a single Namespace only

Installed Mamespace *
® Operator recommended Namespace @l open-cluster-management

) Namespace creation
Mamespacs open-cluster-management doss not eost and will be ceated.

0 SelectaMNamespace

Approval strategy ©
Wl Automabc

O Manual

Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat -

Installing Operator
The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace open-cluster-management

6. ZitipfEE% > — T MultiClusterHub ©
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Advanced Cluster Management for Kubernetes o
2.2.3 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom rescurce to be able
to use this Operator.

MultiClusterHub @ Required
Advanced provisioning and management of OpenShift and Kubernetes clusters

Create MultiClusterHub

View installed Operators in Namespace open-cluster-management

7. 7E3237 MultiClusterHub EE L » REFMENBIZE—TREIY - SRS ERERBNZE -

Project: open-cluster-management

Advanced Cluster Management for Kubernetes » Create MultiClusterHub

Create MultiClusterHub

Create by completing the form. Default values may be provided by the Operator authors.

Configure via: & Formview O YAML view

MultiClusterHub
o Note: Some fields may not be represented in this form view. Please select "YAML view" for full control. provided by Red Hat

MultiClusterHub defines the configuration for an instance of the MultiCluster Hub

Name *

multiclusterhub

Labels

app=frontend

» Advanced configuration

8. & open-cluster-management &3 2= AYFTAE pod #BE %A Running AREE » il HIR2{FE88 % Succeeded ik
BEf% » Kubernetes S EEEMLETNT ©
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Project: open-cluster-management  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create

an Operator and ClusterServiceVersion using the Operator SDK .

Name « Search by name... #

Name 1 Managed Namespaces

Advanced Cluster
Management for

Kubernetes
2.2.3 provided by Red Hat

open-cluster-management

- SERERBREERRELERE > TR 0 SEERERSREANEFER

Installed Operators > Operator details

¥

Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat

Details  YAML  Subscription Events  Allinstances
MultiClusterHubs

Name Search by name... /

Name T Kind

multiclusterhub MultiClusterHub

Status

@ Succeeded
Up to date

MultiClusterHub

Status

Phase:® Running

ClusterManager

Provided APlIs

MultiClusterHub .
ClusterManager

ClusterDeployment

ClusterState

View 25 more...

A
rm
o

X

%

Actions =

ClusterDeployment  ClusterSt.

Create MultiClusterHub

Labels

No labels s

10. E7£ open-cluster-management a4 2= BRI — KR H o EIFFIRBHPHIURL » FEE MR ESIEITH)
LA (o]

[ |

Project: open-cluster-management v

Routes
Y Filter ~ Name ~  mul 7
Name mul X Clear all filters
Name T Status Location
@ multicloud-console @ Accepted https:/multicloud-

console.apps.ocp-
vmwareZ2.cie.netapp.com

Create Route

Service

© management-ingress :
H
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SR EaERERE
ZEERER OpenShift &£2f » LAIUBIEMHSEMEAEREREE -

1. BREME BECERRE>RE -
BRI OpenShift 8¢ » AT THER :

a. BURMESEE | EMERMHERRTE—TEER  RIEEMBERHERIBHEIMEFEER
» REIE—THIE o

Select a provider and enter basic information
Prowider * &

aws Amazon Web Services v
Connection name * @

nik-hcl-aws
Namespace " &

default -
Configure your provider connection

Base DNS domain &

dleneiapp.com

AWS access key 1D * @

AKIATCFBZDOIASDSAH

AWS secret access key * (&

Red Hat OpenShift pull secret *

FuS3phbktvaHplNFcZMEZ sbmtBVGNE TktmUIZXcHoOW It EZw G 0lY Zid 3cjdob Gy JeDBONOKIZEOye GMSQ0Zw ZkSRRZUanlxMaNUM2IRBOFIb -
UF]NC1BYIpEWVZEOI—Itl’.\kHTMDZPU\;pD\--.IFPHEC\.atHEIDG"‘R SYIJRaTIxblALT 20y 3pveUdfNIwc ENSaZYyOUsyLWZGSFVINA==""email""Nikhilk. ¥

utkamignetapp.com”}, registry.redhatio” -
SSHprivate key * @
----- BEGIN OFENSSH PRIVATE KEY----- -
b3BlbnMNzaCIrZxktdjEAAAAABGSVEBMUAA AAEDbasdadssadmMBUZOAAARAASAAABAAAAMYARAALZCZgEEW i
QyNTUxOQAAACCLowLgAVSIHAEP DeviRMNzaG2zkNre MIZ/ UHyfOUWVAAAAA b/ wabxfEaGu =
%
SSH publickey * &
ssh-ed 25519 AAAACINZECIZDIINTESAAAAZAUACTI6agdh21c B4/ 4NG/VEINobbOG2t42vna 0f J/RRa8A root@nik-rhel2
4

AREUNER  FEME SRR ARER—TWEER > BU LR - RMUSEHERREENFAE
B REB—T FL_LJ °
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~ Configuration

Cluster name *

rh-aws

~ Distribution

Select the type of Kubemetes distribution to use for your cluster

‘ Red Hat
OpenShift

Sslect an infrastructurs provider to host your Red Hat OpenShift cluster

Amazon
aWS . Google Cloud A Microsoft Azure
e Web Services
f VMware C—=1 Bare
vSphere — Metal
I |
Release image *
quay.io/openshift-release-dev/ocp-release:4.712-x86_64 o -
Provider connection * &
nik-hcl-aws 0o -

Add a connection

C. mERITME 0 HIRAREBET  iKEH/Ready °
3. REEARBER  AMAUATIR
a. B EERIARIMEER>EARAER
b. MARERLTE » MEHFEEALELRENE - BTRIMERARENHT -

C. B—TNERGMT  EEMLEFORENEE FNTZHC - EREEEE LV ERENRE > BHIE
BIZTTRR > mERU Mok IREHIRERERET -
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Mame *

ocp-vmw]

Additional labels

Onee you chek on "Savemport 2nd generate code”, the information you snterad will be vted to generate the code and cannot be
micdafped ENyMone, i yeu wish to change any informabon, you will have 10 delete and re-mpont this cluster

Code generated successfully & import saved

Run a command

1. Copy this command

Click the button to have the command automatically copled to your clipboard,

Copy command !

2. Run this command with kubect] configured for your targeted cluster to start the import

Login to the existing cluster in your terminal and run the command.

View cluster L Import another

4. BUNMEASERES  CAURE— A EENEEEM o
ERREREHBREE
EEU—EERREALE—EEEEET

1. EREMERE SEEARR > AR T ERAER  RETEERTNRAERNHEEE 2k
B—T Thitz) o
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Applications

Create an application @D v or =

Name* ®

demo-app

Namespace* (D

default X -

~. Repository location for resources

~ Repository types

Select the type of repository where resources that you want to deploy are located

o@ Git

URL* @)

hitps)//aithub.com/open-cluster-management/acm-hive-openshift-releases.qit X -
Branch (@)

main X -

Path ()

clusterimageSets/fast/47 X -

2. EARATHRETHE ARG HIRERES -

ApplicatiOnS C Refresh every 155 ~

Last update: 7:36:23 PM

Overview Advanced configuration Create application

Q, Search
Name Namespace Clusters ®  Resource ®  Time window ®  Created
demo-app default Local Git & 8 days ago :

1-Tofl = 1 of 1
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3. RIS A EEiEf B AER -
pr=pdEyEl

LEINREFI RIS A A RN R EE R SRR I FEREEE TR o SRR E R IGE
EJZ?H&EH%%EIL&%EEUE’J TR ©

1. feREWEEE DREMER)

2. BERUSHRMRE  FR—TRIERR > BARBRENFEREE » AREEFMETILREHESE - IR
‘”*E'E@JWIELJQJIIJBEB%E’\JH% » SRR TINRIRASREIIT) BIFE > ARZR—T N#iL o
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Governanceand sk / Policies /[

Create policy @ @ v o

Mame *

policy-complianceoperator

Mamespace * (i)

default -

Specifications * (i)

@ ComplianceOperator v

Cluster selector (i)

@ local-cluster: "true’ o

Standards (i)

@E® nisT-csF -

Categories (i)

@' PR.IP Information Protection Processes and Procedures »
Controls (i)
@ FR.IP-1 Baseline Configuration ¥

I:I Enforce if supported (i)

D Disable pelicy (i)

3. REEFMA R ERNRIRE - I EREEEEPEENEETARBIEEERTS -
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Governance and risk ®

Summary 1 Standards ~

NIST-CSF

No vielations found

fry standards, there are no cluster or
Q, Find paolicies
Cluster
Policy name Namespace Remediation  viclations
default inform @ 0N

PIERERE

Standards

NIST-CSF

+ Filter C Refresheveryi0s +

Lastupdate 25401 FPM

Create policy

Policies Cluster violations

Categories Controls Created |
PRIP Information PR IP-1 Baseline 32 minutes ago i
Protection Processesand  Configuration
Procedures
1=-1o0f1 = 1 of 1

Kubernetes (USRS EBIBIR M 7 —BEIEFIARETRIEIRS « pod » BARINIIES

EVTTIE o

1. SEFHRIREG > 5 -
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= Red Hat

= Advanced Cluster Management for Kubernetes EEEEILY S &  kubeadmin ~

Q

Overview + Add provider connection

ey

Other

3

Cluster

Summary

0 3 1 1 20 135

Applications Clusters Kubernetes type Region Nodes Pods

Cluster compliance 2 Pods 13z Cluster status 2

Red Hat

kube:admi
Advanced Cluster Management for Kubernetes ube:admi

Search

Saved searches = Open new search tab [
3 Related cluster 673 Related secret 20 Related node 8 Related persistentvolumeclaim
8 Related persistentvolume 1 Related provisioning 7 Related searchcollector 3 Related iampolicycontroller

Show all (38) ‘

~  Pod (1135)

Name

Namespace

Cluster

Status
Restarts
Host IP
Pod IP

Created 4 days ago

Labels

controller-uid=dd259738-2cce-40e2-85d3-6ccf56904basd

3. BB EERNRHBREPNFIABNRETEEMDN - REERFILURAT BERRFEEN -
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Search

Savedsearches W Open new search tab[#

3 Related cluster 1k Related pod 12 Related service

‘ Show all (3)

v Node (20)

Name 1 Cluster Role Architecture OSimage cPU Created Labels
ocp-bare-  master; amd64 Red Hat Enterprise Linux CoreOS 48 amonthago  betakubemetesio/arch-amd64  beta kubermetesiofos=linux H
metal worker 47.83202103292105-0 (Ootpa)

kubernetesio/arch-amd64 5 more

ocp-bare- master, amde4 Red Hat Enterprise Linux CoreOS 48 amonthage beta kubernetes iofarch=amd64  bets kubernetes.io/os=linux s

metal worker

kubernetesio/arch=amd64 5 mare

ocp-bare- master; amde4 Red Hat Ent
metal worker 47.83.2¢

prise Linux Core0S 48 amonthage  betakubemnetesiofarch=amd64  beta kubernetesio/os=linux i
92105-0 (Octpa)

kubemnetesio/arch=amd64 5 more

4. FMERERRBEFANEEERMBECETERITMNAER - T TER JEEEHFEEN -

Search

Saved searches w Open new search tab &
3k Related secret 787 Related pod 15 Related persistentvalumeciaim 17 Related node | Related application
15 Related persistentvolume 1 Related searchcollector 8 Related clusterclaim 3 Related resourcequota 5 Related identity

Show all (159)

v Cluster (2)

Name T  Available Hub accepted Joined Nodes Kubernetes version cPU Memory Console URL Labels
local- True True True 8 v120.0+c8905da 84 418501Mi Launch cloud=VSphere  clusterlD=148632d9-69d5-4ae4-98e=-8dff886463c3
cluster
installecname=multiclusterhub 4 more
ocp-vmw True True True 8 v1.20.0+df9<c838 28 MogiMi Launch cloud=VSphere  clusterlD=9d76ac4e-4aae-4d45-a2e8-11b6b54282fe  name=ocp-vmw I more

TEZEEE LRUER

Kubernetes NS fEEEEIE AR FERENEN SRRT—AHZEXEEZELEIER °
B0 > MRIEERERILELHER OpenShift £2f » Bt &R BN FAINetApp ONTAPE
B i WHRBRETERELEECE PVC » B EETEEME LAY (+) 58 « AABREBEIEERT
PVC HIEEEE > B FEE YAML » 2ABIR— TN
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Create resource Cancel

Clusters | Select the clusters where the resource(s) will be deployed.

Resource configuration | Enter the configuration manifest for the resource(s).

YAML

1
2
3
4
5
6
7
8
=]

iy
L]

=
=

£ Trident Protect %3 A2 E A2 ERIX IR HE N RE
AR TR RN A Trident Protect $1A 28I R ST ERHRIEMEE o

1. BRA7E OpenShift Container F AR A REARRNBEILIRBMNED URRPERNFMAES - F2H"EE

" s

2. BRATE OpenShift Container & _EEBERY OpenShift Virtualization I FE EREED MG E »
H2RE"EE" o

ERAE =1 TAEHAERAREIMERKESETERHRE

R A ZEETRIUAEREL Red Hat OpenShift Container FE&HH OADP 121EEE &R
Velero B A 23 E R 2RI TERHREEIRIE ©

1. BRA7E OpenShift Container FAHREIMIRERREARNFEHNFMES » F2HEBE" -

2. BRATE OpenShift Container & _EEBER OpenShift Virtualization I FINE EREED MG E »
E2REE -

7 75 R Red Hat OpenShift E#1CENetAppHEFESREM
=P

EREMER  ELEERIBHAMEZIEF SN EZRFEHAONTAPEHE « BIEMRE
{E Red Hat OpenShift Virtualization FIEE Z & o

* NetAppX#&
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https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-tp.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-tp.html
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https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-tp.html
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https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-velero-solution.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-velero-solution.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html

"https://docs.netapp.com/"

* TridentX1g

"https://docs.netapp.com/us-en/trident/index.html"

* Red Hat OpenShift 3 #&

"https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/"

* Red Hat OpenStack & Xi&

"https://access.redhat.com/documentation/en-us/red_hat_openstack_platform/16.1/"

* Red Hat E#HHMEXHE

"https://access.redhat.com/documentation/en-us/red_hat_virtualization/4.4/"

* VMware vSphere 31

"https://docs.vmware.com/"
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