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NetApp上的 VMware vSphere 基礎

開始

了解如何在 VMware vSphere 8 的ONTAP儲存系統上使用 NFS v3 資料存儲

NetApp ONTAP和 VMware vSphere 8 協同工作，使用NetApp全快閃陣列為混合雲環境提
供可擴展且安全的基於 NFS v3 的儲存解決方案。了解 VMware vSphere Foundation 支援
的儲存選項和主要用例，包括用於災難復原的 VMware Live Site Recovery 和用於 NFS 儲
存的 NetApp 自主勒索軟體防護 (ARP)。

將 NFS v3 與 vSphere 8 和ONTAP儲存系統結合使用

本文檔提供有關使用NetApp全快閃陣列的 VMware Cloud vSphere Foundation 可用的儲存選項的資訊。支援的
儲存選項包含部署 NFS 資料儲存的具體說明。此外，也示範了用於 NFS 資料儲存災難復原的 VMware Live

Site Recovery。最後，回顧了 NetApp 針對 NFS 儲存的自主勒索軟體防護。

用例

本文檔涵蓋的用例：

• 為尋求跨私有雲和公有雲的統一環境的客戶提供儲存選項。

• 為工作負載部署虛擬基礎架構。

• 可擴充的儲存解決方案可滿足不斷變化的需求，即使與運算資源需求不直接相關。

• 使用適用SnapCenter Plug-in for VMware vSphere保護虛擬機器和資料儲存區。

• 使用 VMware Live Site Recovery 對 NFS 資料儲存進行災難復原。

• 勒索軟體偵測策略，包括 ESXi 主機和客戶 VM 層級的多層保護。

對象

此解決方案適用於以下人群：

• 解決方案架構師正在為 VMware 環境尋找更靈活的儲存選項，以最大程度地提高 TCO。

• 解決方案架構師正在尋找能夠為主要雲端供應商提供資料保護和災難復原選項的 VVF 儲存選項。

• 儲存管理員希望獲得有關如何使用 NFS 儲存配置 VVF 的具體指導。

• 儲存管理員希望獲得有關如何保護ONTAP儲存上的虛擬機器和資料儲存區的具體說明。

技術概述

vSphere 8 的 NFS v3 VVF 參考指南由下列主要元件組成：

VMware vSphere 基金會

VMware vCenter 是 vSphere Foundation 的核心元件，它是一個集中式管理平台，用於提供 vSphere 環境的配
置、控制和管理。 vCenter 是管理虛擬化基礎架構的基礎，可讓管理員在虛擬環境中部署、監控和管理虛擬機
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器、容器和 ESXi 主機。

VVF 解決方案支援原生 Kubernetes 和基於虛擬機器的工作負載。關鍵組件包括：

• VMware vSphere

• VMware vSAN

• Aria 標準

• VMware vSphere Kubernetes vSphere

• vSphere 分散式交換機

有關 VVF 所含組件的更多信息，請參閱架構和規劃，請參閱 "VMware vSphere 產品即時比較"。

VVF 儲存選項

成功且強大的虛擬環境的核心是儲存。無論是透過 VMware 資料儲存區還是透過來賓連接的用例進行存儲，都
可以釋放您的工作負載的功能，因為您可以選擇每 GB 的最佳價格，以提供最大的價值，同時減少利用不足。近
二十年來， ONTAP一直是 VMware vSphere 環境的領先儲存解決方案，並不斷添加創新功能以簡化管理並降低
成本。

VMware 儲存選項通常分為傳統儲存和軟體定義儲存產品。傳統儲存模型包括本地儲存和網路存儲，而軟體定義
儲存模型包括 vSAN 和 VMware 虛擬磁碟區 (vVols)。

 

參考 "vSphere 環境中的儲存簡介"有關 VMware vSphere Foundation 支援的儲存類型的詳細資訊。

NetApp ONTAP

數以萬計的客戶選擇ONTAP作為 vSphere 的主要儲存解決方案，有許多令人信服的理由。其中包括：

1. 統一儲存系統： ONTAP提供支援 SAN 和 NAS 協定的統一儲存系統。這種多功能性允許在單一解決方案中
無縫整合各種儲存技術。

2. 強大的資料保護： ONTAP透過節省空間的快照提供強大的資料保護功能。這些快照可以實現高效的備份和
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復原過程，確保應用程式資料的安全性和完整性。

3. 全面的管理工具： ONTAP提供了豐富的工具，旨在幫助有效地管理應用程式資料。這些工具簡化了儲存管
理任務，提高了營運效率並簡化了管理。

4. 儲存效率： ONTAP包含多個預設啟用的儲存效率功能，旨在優化儲存利用率、降低成本並提高整體系統效
能。

當滿足特定的應用程式需求時，將ONTAP與 VMware 結合使用可提供極大的靈活性。使用ONTAP支援以下協定
作為 VMware 資料儲存：* FCP * FCoE * NVMe/FC * NVMe/TCP * iSCSI * NFS v3 * NFS v4.1

使用與虛擬機器管理程式分離的儲存系統可讓您卸載許多功能並最大化您對 vSphere 主機系統的投資。這種方
法不僅可以確保您的主機資源專注於應用程式工作負載，還可以避免儲存操作對應用程式的隨機效能產生影響。

ONTAP與 vSphere 結合使用是一種很好的組合，可讓您減少主機硬體和 VMware 軟體的費用。您還可以以較低
的成本保護您的資料並保持一致的高效能。由於虛擬化工作負載是移動的，您可以探索使用 Storage vMotion 的
不同方法在同一儲存系統上跨 VMFS、NFS 或vVols資料儲存移動虛擬機器。

NetApp全快閃陣列

NetApp AFF （All Flash FAS）是全快閃儲存陣列的產品線。它旨在為企業工作負載提供高效能、低延遲的儲存
解決方案。 AFF系列將快閃記憶體技術的優勢與 NetApp 的資料管理功能結合，為企業提供強大且有效率的儲存
平台。

AFF系列包括 A 系列和 C 系列型號。

NetApp A 系列全 NVMe 快閃記憶體陣列專為高效能工作負載而設計，提供超低延遲和高彈性，使其適用於關鍵
任務應用程式。

 

C 系列 QLC 快閃記憶體陣列針對更高容量的用例，提供快閃記憶體的速度和混合快閃記憶體的經濟性。

儲存協定支援

AFF支援用於虛擬化的所有標準協議，包括資料儲存和客戶機連接存儲，包括 NFS、SMB、iSCSI、光纖通道
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(FC)、乙太網路光纖通道 (FCoE)、NVME over fabrics 和 S3。客戶可以自由選擇最適合其工作負載和應用程
式的解決方案。

NFS - NetApp AFF提供對 NFS 的支持，允許基於檔案存取 VMware 資料儲存。許多 ESXi 主機的 NFS 連線資
料儲存遠遠超出了對 VMFS 檔案系統施加的限制。將 NFS 與 vSphere 結合使用可提供一些易用性和儲存效率
可見性優勢。 ONTAP包括適用於 NFS 協定的檔案存取功能。您可以啟用 NFS 伺服器並匯出磁碟區或 qtree。

有關 NFS 配置的設計指導，請參閱 "NAS 儲存管理文檔"。

iSCSI - NetApp AFF為 iSCSI 提供強大的支持，允許透過 IP 網路對儲存裝置進行區塊級存取。它提供與 iSCSI

啟動器的無縫集成，從而實現 iSCSI LUN 的高效配置和管理。 ONTAP 的進階功能，例如多路徑、CHAP 驗證
和 ALUA 支援。

有關 iSCSI 配置的設計指導，請參閱 "SAN 配置參考文檔"。

光纖通道 - NetApp AFF為光纖通道 (FC) 提供全面支持，光纖通道是一種常用於儲存區域網路 (SAN) 的高速網
路技術。 ONTAP與 FC 基礎架構無縫集成，提供可靠、高效的儲存設備區塊級存取。它提供分區、多路徑和結
構登入（FLOGI）等功能，以優化效能、增強安全性並確保 FC 環境中的無縫連接。

有關光纖通道配置的設計指導，請參閱 "SAN 配置參考文檔"。

NVMe over Fabrics - NetApp ONTAP支援 NVMe over fabrics。 NVMe/FC 支援透過光纖通道基礎架構使用
NVMe 儲存設備，並透過儲存 IP 網路使用 NVMe/TCP。

有關 NVMe 的設計指導，請參閱 "NVMe 配置、支援和限制"。

雙活技術

NetApp全快閃陣列可透過兩個控制器實現主動-主動路徑，從而無需主機作業系統等待主動路徑發生故障後再啟
動備用路徑。這意味著主機可以利用所有控制器上的所有可用路徑，確保無論系統處於穩定狀態還是正在進行控
制器故障轉移操作，活動路徑始終存在。

有關詳細信息，請參閱 "資料保護和災難復原"文件.

儲存保證

NetApp透過NetApp全快閃陣列提供一套獨特的儲存保證。其獨特的優勢包括：

*儲存效率保證：*透過儲存效率保證，在最大限度地降低儲存成本的同時實現高效能。對於 SAN 工作負載而言
，比例為 4:1。 *勒索軟體復原保證：*在發生勒索軟體攻擊時保證資料恢復。

有關詳細信息，請參閱 "NetApp AFF登入頁面"。

適用於 VMware vSphere 的NetApp ONTAP工具

vCenter 的一個強大組件是能夠整合插件或擴展，從而進一步增強其功能並提供額外的特性和能力。這些外掛程
式擴展了 vCenter 的管理功能，並允許管理員將第三方解決方案、工具和服務整合到他們的 vSphere 環境中。

NetApp ONTAP工具 for VMware 是一套全面的工具，旨在透過其 vCenter 外掛程式架構促進 VMware 環境中的
虛擬機器生命週期管理。這些工具與 VMware 生態系統無縫集成，可實現高效的資料儲存配置並為虛擬機器提
供必要的保護。透過適用於 VMware vSphere 的ONTAP工具，管理員可以輕鬆管理儲存生命週期管理任務。

全面的ONTAP工具 10 個資源可供尋找 "ONTAP tools for VMware vSphere文件資源"。
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查看ONTAP Tools 10 部署解決方案"使用ONTAP工具 10 為 vSphere 8 設定 NFS 資料儲存區"

適用於 VMware VAAI 的NetApp NFS 插件

適用於 VAAI（陣列整合的 vStorage API）的NetApp NFS 外掛程式可透過將某些任務卸載到NetApp儲存系統來
增強儲存操作，從而提高效能和效率。這包括完整複製、區塊清零和硬體輔助鎖定等操作。此外，VAAI 外掛程
式可透過減少虛擬機器配置和複製操作期間透過網路傳輸的資料量來優化儲存利用率。

可從NetApp支援站點下載適用於 VAAI 的NetApp NFS 插件，然後使用適用ONTAP tools for VMware vSphere

將其上傳並安裝在 ESXi 主機上。

參考 "適用於 VMware VAAI 的NetApp NFS 外掛程式文檔"了解更多。

SnapCenter Plug-in for VMware vSphere

SnapCenter Plug-in for VMware vSphere (SCV) 是NetApp推出的軟體解決方案，可為 VMware vSphere 環境提
供全面的資料保護。它旨在簡化和精簡保護和管理虛擬機器 (VM) 和資料儲存的過程。 SCV 使用基於儲存的快
照和複製到輔助陣列來滿足較低的復原時間目標。

SnapCenter Plug-in for VMware vSphere在統一介面中提供以下功能，並與 vSphere 用戶端整合：

基於政策的快照 - SnapCenter可讓您定義用於建立和管理 VMware vSphere 中虛擬機器 (VM) 的應用程式一致
性快照的政策。

自動化－根據定義的策略自動建立和管理快照有助於確保一致、有效率的資料保護。

虛擬機器等級保護 - 虛擬機器層級的細微保護允許對單一虛擬機器進行有效的管理和復原。

儲存效率功能 - 與NetApp儲存技術整合可提供儲存效率功能，如快照的重複資料刪除和壓縮，從而最大限度地
減少儲存需求。

SnapCenter插件可以協調虛擬機器的靜止狀態以及NetApp儲存陣列上基於硬體的快照。 SnapMirror技術用於將
備份副本複製到包括雲端中的二級儲存系統。

更多資訊請參閱 "SnapCenter Plug-in for VMware vSphere文檔"。

NetApp Backup and Recovery支援將資料副本擴展到雲端物件儲存的備份策略。

有關NetApp Backup and Recovery備份策略的更多信息，請訪問"NetApp Backup and Recovery文檔"。

有關SnapCenter插件的逐步部署說明，請參閱解決方案"使用SnapCenter Plug-in for VMware vSphere保護 VCF

工作負載域上的虛擬機"。

儲存注意事項

利用ONTAP NFS 資料儲存庫和 VMware vSphere 可實現高效能、易於管理且可擴展的環境，從而提供基於區
塊的儲存協定無法實現的虛擬機器與資料儲存庫比率。這種架構可以使資料儲存密度增加十倍，同時資料儲存數
量也相應減少。

nConnect for NFS：使用 NFS 的另一個好處是能夠利用 nConnect 功能。 nConnect 為 NFS v3 資料儲存卷啟
用多個 TCP 連接，從而實現更高的吞吐量。這有助於提高並行性和 NFS 資料儲存。使用 NFS 版本 3 部署資料
儲存的客戶可以增加與 NFS 伺服器的連線數量，從而最大限度地提高高速網路介面卡的使用率。
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有關 nConnect 的詳細信息，請參閱"VMware 和NetApp的 NFS nConnect 功能"。

*NFS 會話中繼：*從ONTAP 9.14.1 開始，使用 NFSv4.1 的用戶端可以利用會話中繼與 NFS 伺服器上的各種
LIF 建立多個連線。透過利用多路徑，可以實現更快的資料傳輸並增強彈性。當將FlexVol磁碟區匯出到支援中繼
的客戶端（例如 VMware 和 Linux 用戶端）時，或在使用 NFS over RDMA、TCP 或 pNFS 協定時，中繼特別
有用。

參考 "NFS 中繼概述"了解更多。

• FlexVol磁碟區：* NetApp建議對大多數 NFS 資料儲存使用 * FlexVol* 磁碟區。雖然更大的資料儲存庫可以
提高儲存效率和營運優勢，但建議考慮使用至少四個資料儲存庫（FlexVol磁碟區）在單一ONTAP控制器上
儲存虛擬機器。通常，管理員會部署由FlexVol磁碟區支援的資料儲存庫，容量範圍為 4TB 到 8TB。這種規
模在效能、易於管理和資料保護之間取得了良好的平衡。管理員可以從小規模開始，並根據需要擴展資料儲
存（最多可達 100TB）。較小的資料儲存有利於更快地從備份或災難中恢復，並且可以在叢集中快速移動。
這種方法可以最大限度地利用硬體資源的效能，並支援具有不同復原策略的資料儲存。

• FlexGroup磁碟區：對於需要大型資料儲存的場景， NetApp建議使用 * FlexGroup 磁碟區。 FlexGroup磁
碟區幾乎沒有容量或檔案數量限制，使管理員能夠輕鬆配置龐大的單一命名空間。使用FlexGroup磁碟區不
會產生額外的維護或管理開銷。 FlexGroup磁碟區的效能不需要多個資料存儲，因為它們本身就可以擴展。
透過將ONTAP和FlexGroup磁碟區與 VMware vSphere 結合使用，您可以建立簡單且可擴充的資料儲存庫，
充分利用整個ONTAP叢集的全部功能。

勒索軟體防護

NetApp ONTAP資料管理軟體具有一套全面的整合技術，可協助您保護、偵測和復原勒索軟體攻擊。 ONTAP內
建的NetApp SnapLock Compliance功能可使用具有進階資料保留功能的 WORM（一次寫入，多次讀取）技術
來防止刪除已啟用磁碟區中儲存的資料。確定保留期並鎖定 Snapshot 副本後，即使具有完全系統權限的儲存管
理員或NetApp支援團隊的成員也無法刪除 Snapshot 副本。但更重要的是，擁有洩漏憑證的駭客無法刪除資
料。

NetApp保證我們能夠在符合條件的陣列上恢復您受保護的NetApp Snapshot 副本，如果我們無法恢復，我們將
對您的組織進行賠償。

有關勒索軟體恢復保證的更多信息，請參閱： "勒索軟體恢復保證" 。

請參閱 "自主勒索軟體防護概述"了解更多深入資訊。

請參閱 NetApps 解決方案文件中心的完整解決方案："自主防禦 NFS 儲存勒索軟體"

災難復原註意事項

NetApp提供全球最安全的儲存。 NetApp可以幫助保護數據和應用程式基礎架構，在本地儲存和雲端之間移動數
據，並幫助確保跨雲端的數據可用性。 ONTAP配備強大的資料保護和安全技術，可透過主動偵測威脅並快速恢
復資料和應用程式來協助保護客戶免受災難。

VMware Live Site Recovery（以前稱為 VMware Site Recovery Manager）提供簡化的、基於政策的自動化功
能，用於保護 vSphere Web 用戶端中的虛擬機器。此解決方案透過儲存複製適配器（作為ONTAP Tools for

VMware 的一部分）利用 NetApp 先進的資料管理技術。透過利用NetApp SnapMirror的基於陣列的複製功能
，VMware 環境可以從 ONTAP 最可靠、最成熟的技術之一中受益。 SnapMirror僅複製更改的檔案系統區塊（而
不是整個虛擬機器或資料儲存區），從而確保安全、高效的資料傳輸。此外，這些區塊利用了重複資料刪除、壓
縮和壓縮等節省空間的技術。透過在現代ONTAP系統中引入與版本無關的SnapMirror ，您可以靈活地選擇來源
叢集和目標叢集。 SnapMirror確實已成為一種強大的災難復原工具，並且與即時網站復原相結合時，與本地儲
存替代方案相比，它提供了增強的可擴展性、效能和成本節省。
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更多資訊請參閱 "VMware Site Recovery Manager 概述"。

請參閱 NetApps 解決方案文件中心的完整解決方案："自主防禦 NFS 儲存勒索軟體"

• NetApp Disaster Recovery是一款經濟高效的災難復原解決方案，專為在具有 NFS 資料儲存的本機ONTAP

系統上運行的 VMware 工作負載而設計。 該服務與NetApp Console集成，可輕鬆管理和自動發現 VMware

vCenter 和ONTAP儲存。 NetApp Disaster Recovery利用 ONTAP 的FlexClone技術進行空間高效的測試，
而不會影響生產資源。 與其他知名替代方案相比， NetApp Disaster Recovery Recovery以極低的成本提供
這些功能，使其成為組織使用ONTAP儲存系統為其 VMware 環境設定、測試和執行災難復原作業的有效解
決方案。它利用NetApp SnapMirror複製來防止網站中斷和資料損壞事件，例如勒索軟體攻擊。此服務已整
合至 NetApp Console，可輕鬆管理並自動偵測 VMware vCenter 和 ONTAP 儲存設備。組織可以建立和測
試災難復原計劃，透過區塊級複製實現長達 5 分鐘的復原點目標 (RPO)。NetApp Disaster Recovery 利用
ONTAP 的 FlexClone 技術，實現空間高效的測試，同時不影響生產資源。該服務協調故障轉移和故障復原
過程，使受保護的虛擬機器能夠以最少的努力在指定的災難復原站點上啟動。與其他知名替代方案相比
，NetApp Disaster Recovery 以更低的成本提供這些功能，使組織能夠高效地利用 ONTAP 儲存系統，為其
VMware 環境建立、測試及執行災難復原作業。

請造訪 NetApp 解決方案文件中心以查看完整解決方案： "使用NetApp Disaster RecoveryNFS 資料儲存進行災
難復原"

解決方案概述

本文檔涵蓋的解決方案：

• NFS nConnect 功能與NetApp和 VMware 相容。點選"這裡"了解部署步驟。

◦ 使用ONTAP工具 10 為 vSphere 8 設定 NFS 資料儲存。點選"這裡"了解部署步驟。

◦ 部署並使用SnapCenter Plug-in for VMware vSphere來保護和還原虛擬機器。點選"這裡"了解部署步
驟。

◦ 使用 VMware Site Recovery Manager 進行 NFS 資料儲存的災難復原。點選"這裡"了解部署步驟。

◦ NFS 儲存的自主勒索軟體保護。點選"這裡"了解部署步驟。

了解NetApp對 VMware vSphere 8 的支持

NetApp和 VMware 的合作夥伴關係是唯一一個透過單一儲存系統解決 VMware 定義的所
有關鍵用例的合作夥伴關係。

適用於 vSphere 8 的現代雲端連線全快閃記憶體

ONTAP部署可在各種平台上運行，包括NetApp設計的設備、通用硬體和公有雲。無論透過 SAN 還是 NAS 協定
訪問， ONTAP都能提供統一的存儲，並且支援從高速快閃記憶體到低成本媒體再到雲端儲存的各種配
置。NetApp還提供專用快閃記憶體平台，以簡化和細分您的儲存需求，而不會造成資料孤島。此外， NetApp還
提供軟體，可輕鬆實現本地和雲端之間的資料移動。最後， NetApp Console提供了一個統一的控制面板，用於
管理所有這些關係和您的儲存佔用空間。

• "NetApp平台"

了解如何將 VMware vSphere 8 與ONTAP儲存結合使用

近二十年來， ONTAP一直是 VMware vSphere 環境的領先儲存解決方案，並不斷添加創
新功能以簡化管理並降低成本。本文檔介紹了適用於 vSphere 的ONTAP解決方案，包括最
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新的產品資訊和最佳實踐，以簡化部署、降低風險並簡化管理。

欲了解更多信息，請訪問"搭載ONTAP 的VMware vSphere"

VMware vSphere 8 的新增功能

了解 VMware vSphere 8 和ONTAP 9.12 中的新功能。檢查ONTAP功能與 VMware 基礎架
構和軟體的相容性和支援。

NetApp和 VMware 技術的整合已有 20 年歷史，耗費了數千小時的工程時間。隨著 vSphere 8 和ONTAP 9.12

的問世，兩家公司都推出了能夠滿足最苛刻的客戶工作負載的產品。當這些產品在解決方案中結合在一起時，無
論是在本地還是在公有雲中，真正的客戶挑戰都得到了解決。當這些產品在解決方案中結合在一起時，無論是在
本地還是在公有雲中，真正的客戶挑戰都會得到解決。

為了幫助您確定產品、協定、作業系統等的支援能力，請查看以下資源：

• 這 "NetApp互通性表工具"（IMT）。 IMT定義了可用於建置 FC/FCoE、iSCSI、NFS 和 CIFS 配置以及與其
他外掛程式和軟體產品的整合的合格元件和版本。

• 這 "VMware 相容性指南"。 VMware 相容性指南列出了 VMware 基礎架構和軟體產品的系統、I/O、儲
存/SAN、備份相容性等。

• "適用於 VMware 的NetApp ONTAP工具" 。ONTAP tools for VMware vSphere是一個 vCenter Server 插件
，其中包括虛擬儲存控制台 (VSC)、VASA 提供者和儲存複製適配器 (SRA) 擴充功能。 OTV 9.12 完全支援
VMware vSphere 8，每天都能為客戶提供真正的價值。

NetApp ONTAP和 VMware 支援的版本

當選擇下表中的連結時，請讓頁面建立出來。

VMware vSphere 版
本

SAN NFS OTV * SnapCenter*

vSphere 8 "關聯" "關聯" "關聯" "關聯"

vSphere 8u1 "關聯" "關聯" "關聯" "關聯"

VMware vSphere 版
本

儲存系統/協定 OTV-SRA OTV – VASA 提供者 SnapCenter Plug-in

for VMware

vSphere

vSphere 8 "關聯" "關聯" "關聯" "關聯"

vSphere 8u1 "關聯" "關聯" "關聯" "關聯"

VMFS 部署指南

NetApp 的儲存解決方案和產品使客戶能夠充分利用虛擬化基礎架構的優勢。透過NetApp

解決方案，客戶可以有效率地實施全面的資料管理軟體，確保自動化、效率、資料保護和
安全功能，從而有效滿足嚴苛的效能要求。將ONTAP軟體與 VMware vSphere 結合可以減
少主機硬體和 VMware 授權費用，確保以較低的成本保護數據，並提供一致的高效能。
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介紹

虛擬化工作負載是移動的。因此，管理員使用 VMware Storage vMotion 在 VMware 虛擬機檔案系統 (VMFS)

、NFS 或vVols資料儲存之間移動虛擬機，所有虛擬機都駐留在同一個儲存系統上，因此如果使用全快閃系統則
探索不同的儲存方法，或使用具有 SAN 創新的最新ASA模型以獲得更高的成本效率。

這裡的關鍵訊息是，遷移到ONTAP可以改善客戶體驗和應用程式效能，同時提供在 FCP、iSCSI、NVMe/FC 和
NVMe/TCP 之間遷移資料和應用程式的靈活性。對於在 VMware vSphere 上投入大量資金的企業來說，考慮到
當前的市場狀況，使用ONTAP儲存是一種經濟高效的選擇，也是一個獨特的機會。現今的企業面臨新的需求，
現代 SAN 方法可以簡單、快速地解決這些需求。以下是現有和新NetApp客戶利用ONTAP增加價值的一些方
式。

• 成本效益 - 整合儲存效率使ONTAP能夠顯著降低儲存成本。 NetApp ASA系統可以在生產中運作所有儲存效
率功能，而不會對效能產生任何影響。 NetApp提供最有效的保證，讓您可以輕鬆規劃這些效率優勢。

• 資料保護 - 使用快照的SnapCenter software為在 VM 配置中部署的各種企業應用程式提供進階 VM 和應用程
式層級資料保護。

• 安全性－使用 Snapshot 副本來防禦惡意軟體和勒索軟體。使用 Snapshot 鎖定和NetApp SnapLock軟體使
Snapshot 副本不可變，從而增強保護。

• 雲端 - ONTAP提供廣泛的混合雲選項，使企業能夠結合公有雲和私有雲，提供靈活性並降低基礎架構管理開
銷。基於ONTAP產品的補充資料儲存支援允許在 Azure、AWS 和 Google 上使用 VMware Cloud 實現 TCO

最佳化部署、資料保護和業務連續性，同時避免供應商鎖定。

• 靈活性 - ONTAP能夠滿足現代組織快速變化的需求。借助ONTAP One，所有這些功能都成為ONTAP系統的
標準配置，無需額外付費。

調整規模並進行最佳化

隨著即將發生的授權變更，各組織正在積極應對總體擁有成本 (TCO) 的潛在增加。他們透過積極的資源管理和
適當的規模策略性地優化其 VMware 基礎架構，以提高資源利用率並簡化容量規劃。透過有效使用專門的工具
，組織可以有效地識別和回收浪費的資源，從而減少核心數量和整體授權費用。值得強調的是，許多組織已經將
這些實踐整合到他們的雲端評估中，展示了這些流程和工具如何有效地緩解內部環境中的成本問題，並消除了向
替代虛擬機器管理程式遷移的不必要費用。

TCO估算器

NetApp創建了一個簡單的 TCO 估算器，它可以作為開始這趟優化之旅的墊腳石。 TCO 估算器使用 RVtools 或
手動輸入方法輕鬆預測給定部署所需的主機數量，並計算節省的成本，以使用NetApp ONTAP儲存系統最佳化部
署。請記住，這是墊腳石。

只有NetApp現場團隊和合作夥伴才能使用 TCO 估算器。與NetApp客戶團隊合作評估您現有的環
境。

這是 TCO 估算器的螢幕截圖。
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Cloud Insights

一旦估算器顯示出可能的節省（對於任何給定的組織都是如此），那麼就該深入使用即時指標分析跨虛擬機器的
工作負載 IO 設定檔了。為此， NetApp提供了Cloud Insights。透過提供虛擬機器回收的詳細分析和建議，
Cloud Insights可以幫助企業就優化其虛擬機器環境做出明智的決策。它可以確定哪些地方可以回收資源或哪些
地方可以退役主機，對生產的影響最小，從而幫助企業以深思熟慮、策略性的方式應對 Broadcom 收購 VMware

帶來的變化。換句話說，Cloud Insight 幫助企業在做決策時擺脫情感因素的影響。他們不必驚慌或沮喪地應對
變化，而是可以利用Cloud Insights工具提供的洞察來做出合理的策略決策，在成本優化與營運效率和生產力之
間取得平衡。

以下是Cloud Insights的螢幕截圖。

10



進行定期評估以找出未充分利用的資源，增加虛擬機器密度和 VMware 叢集內的使用率，以控制
與新訂閱授權相關的成本上升。考慮將新購買的伺服器每個 CPU 的核心數減少到 16 個，以適應
VMware 授權模式的變化。

透過NetApp，您可以適當調整虛擬化環境的規模，並引入經濟高效的快閃儲存效能以及簡化的資料管理和勒索
軟體解決方案，以確保組織為新的訂閱模式做好準備，同時優化現有的 IT 資源。

適用於 VMware vSphere 的NetApp ONTAP工具

為了進一步增強和簡化 VMware 集成， NetApp提供了多種可與NetApp ONTAP和 VMware vSphere 一起使用的
offtap 工具，以有效管理虛擬化環境。本節將重點放在適用於 VMware 的ONTAP工具。ONTAP tools for

VMware vSphere提供了一套全面的虛擬機器生命週期管理工具，可簡化儲存管理、增強效率功能、提高可用性
以及降低儲存成本和營運開銷。這些工具與 VMware 生態系統無縫集成，促進資料儲存配置並為虛擬機器提供
基本保護。ONTAP tools for VMware vSphere10.x 版本包含作為開放虛擬設備 (OVA) 部署的水平可擴展、事件
驅動的微服務，遵循配置資料儲存區和最佳化區塊和 NFS 儲存環境的 ESXi 主機設定的最佳實踐。考慮到這些
好處，建議將 OTV 作為運行ONTAP軟體的系統使用的最佳實踐。

入門

在為 VMware 部署和配置ONTAP工具之前，請確保滿足先決條件。完成後，部署單節點配置。

部署需要三個 IP 位址 - 一個用於負載平衡器、一個用於 Kubernetes 控制平面的 IP 位址和一個用
於節點的 IP 位址。

步驟

1. 登入 vSphere 伺服器。

2. 導覽至您想要部署 OVA 的叢集或主機。

3. 右鍵單擊所需位置並選擇部署 OVF 範本。

a. 輸入 .ova 檔案的 URL 或瀏覽至儲存 .ova 檔案的資料夾，然後選擇下一步。

4. 為虛擬機器選擇名稱、資料夾、叢集/主機，然後選擇下一步。

5. 在配置視窗中，選擇簡易部署(S)、簡易部署(M)或進階部署(S)或進階部署(M)配置。
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本演練使用了簡單部署選項。

6. 選擇要部署 OVA 的資料儲存以及來源和目標網路。完成後，選擇下一步。

7. 現在是時候自訂模板>系統配置視窗了。

12



安裝成功後，Web 控制台將顯示適用ONTAP tools for VMware vSphere的狀態。
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資料儲存建立精靈支援配置 VMFS、NFS 和vVols資料儲存。

現在是時候為本次演練配置基於 ISCSI 的 VMFS 資料儲存了。

1. 使用以下方式登入 vSphere Client https://<vcenterip>/ui

2. 右鍵點選主機、主機叢集或資料存儲，然後選擇NetApp ONTAP工具 > 建立資料儲存。

3. 在類型窗格中，在資料儲存類型中選擇 VMFS。
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4. 在「名稱和協定」窗格中，輸入資料儲存名稱、大小和協定資訊。在窗格的進階選項部分中，如果要新增此
資料存儲，請選擇資料儲存叢集。

5. 在儲存窗格中選擇平台和儲存虛擬機器。在窗格的進階選項部分提供自訂啟動器群組名稱（可選）。您可以
為資料儲存體選擇現有的 igroup，也可以建立一個具有自訂名稱的新 igroup。

6. 從儲存屬性窗格中，從下拉式功能表中選擇「聚合」。從進階選項部分根據需要選擇空間預留、磁碟區選項
和啟用 QoS 選項。
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7. 查看「摘要」窗格中的資料儲存詳細信息，然後按一下「完成」。 VMFS 資料儲存區已建立並安裝在所有主
機上。

請參閱這些連結以了解 vVol、FC、NVMe/TCP 資料儲存配置。

VAAI 卸載

VAAI 原語用於常規 vSphere 操作，例如建立、複製、遷移、啟動和停止虛擬機器。為了簡單起見，這些操作可
以透過 vSphere 用戶端執行，或透過命令列執行，以便編寫腳本或獲得更準確的時間。 ESX 本身支援 SAN 的
VAAI。 VAAI 在支援的NetApp儲存系統上始終處於啟用狀態，並為 SAN 儲存體上的以下 VAAI 作業提供本機支
援：

• 複製解除安裝

• 原子測試與設定 (ATS) 鎖定

• 寫相同

• 空間不足狀況處理

• 空間回收

確保透過 ESX 進階配置選項啟用 HardwareAcceleratedMove。

確保 LUN 已啟用「空間分配」。如果未啟用，請啟用該選項並重新掃描所有 HBA。
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可以使用適用ONTAP tools for VMware vSphere輕鬆設定這些值。從概覽儀表板，前往 ESXi 主
機合規性卡並選擇應用程式建議設定選項。在「套用建議的主機設定」視窗中，選擇主機，然後
按一下「下一步」以套用NetApp建議的主機設定。

查看詳細指南"推薦的 ESXi 主機和其他ONTAP設置"。

資料保護

高效備份 VMFS 資料儲存上的虛擬機器並快速還原它們是ONTAP for vSphere 的主要優勢之一。透過與
vCenter 集成， NetApp SnapCenter software為虛擬機器提供了廣泛的備份和復原功能。它為虛擬機器、資料儲
存和 VMDK 提供快速、節省空間、崩潰一致和虛擬機器一致的備份和復原作業。它還可以與SnapCenter Server

搭配使用，使用SnapCenter特定於應用程式的插件支援 VMware 環境中基於應用程式的備份和復原作業。利用
Snapshot 副本可以快速複製虛擬機器或資料存儲，而不會對效能產生任何影響，並使用NetApp SnapMirror

或NetApp SnapVault技術進行長期異地資料保護。
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工作流程很簡單。新增主儲存系統和 SVM（如果需要SnapMirror/ SnapVault ，則新增輔助儲存系統和 SVM
）。

部署和配置的進階步驟：

1. 下載SnapCenter for VMware 外掛程式 OVA

2. 使用 vSphere Client 憑證登入

3. 部署 OVF 範本以啟動 VMware 部署精靈並完成安裝

4. 若要存取該插件，請從選單中選擇SnapCenter Plug-in for VMware vSphere

5. 新增儲存

6. 建立備份策略

7. 建立資源組

8. 備份資源組

9. 恢復整個虛擬機器或特定虛擬磁碟

為虛擬機器設定 VMware 的SnapCenter插件

為了保護虛擬機器和託管它們的 iSCSI 資料存儲，必須部署適用於 VMware 的SnapCenter插件。這是一個簡單
的 OVF 導入。

部署步驟如下：

1. 從NetApp支援網站下載開放虛擬設備 (OVA)。

2. 登入 vCenter。

3. 在 vCenter 中，以滑鼠右鍵按一下任何庫存物件（例如資料中心、資料夾、叢集或主機），然後選擇部署
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OVF 範本。

4. 選擇正確的設置，包括儲存、網路並自訂範本以更新 vCenter 及其憑證。審核後，按一下“完成”。

5. 等待 OVF 匯入和部署任務完成。

6. 一旦成功部署適用於 VMware 的SnapCenter插件，它將在 vCenter 中註冊。可以透過存取“管理”>“客戶端插
件”進行驗證

7. 若要存取插件，請導覽至 vCenter Web 用戶端頁面的左側邊欄，選擇適用於 VMware 的SnapCenter插件。

新增儲存、建立策略和資源組

新增儲存系統

下一步是新增儲存系統。應新增叢集管理端點或儲存虛擬機器 (SVM) 管理端點 IP 作為儲存系統來備份或還原虛
擬機器。新增儲存可讓 VMware 的SnapCenter外掛程式能夠識別和管理 vCenter 中的備份和復原作業。

這個過程很簡單。

1. 從左側導覽中，選擇適用於 VMware 的SnapCenter插件。

2. 選擇儲存系統。

3. 選擇新增以新增“儲存”詳細資訊。

4. 使用憑證作為驗證方法並輸入使用者名稱及其密碼，然後按一下新增以儲存設定。
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建立備份策略

全面的備份策略包括何時備份、備份什麼以及備份保留多長時間等因素。可以每小時或每天觸發快照來備份整個
資料儲存。這種方法不僅可以捕獲資料存儲，還可以備份和還原這些資料儲存中的虛擬機器和 VMDK。

在備份虛擬機器和資料儲存之前，必須建立備份策略和資源組。備份策略包括計劃和保留策略等設定。請依照以
下步驟建立備份策略。

1. 在SnapCenter Plug-in for VMware 的左側導覽器窗格中，按一下「原則」。

2. 在「策略」頁面上，按一下「建立」以啟動精靈。

3. 在新備份策略頁面，輸入策略名稱。

4. 指定保留、頻率設定和複製。

若要將 Snapshot 副本複製到鏡像或保管庫二級儲存系統，必須事先配置關係。

若要啟用 VM 一致性備份，必須安裝並執行 VMware 工具。選取 VM 一致性方塊後，VM 首
先處於靜止狀態，然後 VMware 執行 VM 一致性快照（不含記憶體），然後 VMware

的SnapCenter插件執行其備份操作，然後還原 VM 作業。
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建立策略後，下一步是建立資源組，該資源組將定義應備份的適當 iSCSI 資料儲存和虛擬機器。資源組建立
後，就該觸發備份了。

建立資源組

資源組是需要保護的虛擬機器和資料儲存的容器。可以隨時將資源新增或刪除到資源組。

請依照下列步驟建立資源組。

1. 在SnapCenter Plug-in for VMware 的左側導覽器窗格中，按一下「資源群組」。

2. 在資源組頁面上，按一下建立以啟動精靈。

建立資源組的另一種選擇是選擇單一虛擬機器或資料儲存並分別建立資源組。

3. 在資源頁面上，選擇範圍（虛擬機器或資料儲存）和資料中心。
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4. 在「跨磁碟」頁面上，選擇跨多個資料儲存區的多個 VMDK 的虛擬機器選項

5. 下一步是關聯備份策略。選擇現有策略或建立新的備份策略。

6. 在「計畫」頁面上，為每個選定的策略設定備份計畫。

7. 做出適當的選擇後，按一下「完成」。

這將建立新的資源組並新增到資源組清單中。
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備份資源組

現在是時候觸發備份了。備份操作針對資源組中定義的所有資源執行。如果資源組附加了策略並配置了計劃，則
備份將根據計劃自動進行。

1. 在 vCenter Web 用戶端頁面的左側導覽中，選擇“SnapCenter Plug-in for VMware”>“資源群組”，然後選擇
指定的資源群組。選擇立即運行以啟動臨時備份。

2. 如果資源組配置了多個策略，請在「立即備份」對話方塊中選擇備份作業的策略。

3. 選擇“確定”以啟動備份。

透過選擇視窗底部的「近期任務」或儀表板上的「作業監視器」來監視操作進度以取得更多詳細資訊。

從備份還原虛擬機

SnapCenter Plug-in for VMware 支援將虛擬機器 (VM) 還原至 vCenter。還原虛擬機器時，可以將其還原到原始
ESXi 主機上安裝的原始資料存儲，該資料存儲將使用所選的備份副本覆蓋現有內容，或者可以從備份副本還原
已刪除/重命名的虛擬機器（操作會覆蓋原始虛擬磁碟中的資料）。若要執行恢復，請依照下列步驟操作：

1. 在 VMware vSphere Web 用戶端 GUI 中，選擇工具列中的選單。選擇“庫存”，然後選擇“虛擬機器和模板”。

2. 在左側導覽中，選擇虛擬機，然後選擇設定選項卡，選擇 VMware 的SnapCenter插件下的備份。按一下需
要從中還原虛擬機器的備份作業。
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3. 選擇需要從備份中復原的虛擬機器。

4. 在“選擇範圍”頁面上，在“還原範圍”欄位中選擇“整個虛擬機器”，然後選擇“還原位置”，然後輸入應掛載備份
的目標 ESXi 資訊。如果恢復作業後需要開啟虛擬機，請啟用「重新啟動虛擬機」複選框。
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5. 在「選擇位置」頁面上，選擇主要位置的位置。

6. 查看“摘要”頁面，然後選擇“完成”。
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透過選擇螢幕底部的「最近任務」來監控操作進度。

儘管虛擬機器已恢復，但它們不會自動添加到其先前的資源組中。因此，如果需要保護這些虛擬
機，請手動將已復原的虛擬機新增至適當的資源群組。

現在如果刪除了原始虛擬機會呢？使用適用於 VMware 的SnapCenter插件，這是一項簡單的任務。可以從資料
儲存層級執行已刪除虛擬機器的復原操作。前往對應的資料儲存>設定>備份，選擇已刪除的虛擬機器並選擇還
原。

總而言之，當使用ONTAP ASA儲存優化 VMware 部署的 TCO 時，使用適用於 VMware 的SnapCenter插件作為
備份虛擬機器的簡單有效的方法。它能夠以無縫且快速的方式備份和還原虛擬機，因為快照備份只需幾秒鐘即可
完成。

參考這個"解決方案指南"和"產品文件"了解 Snapcenter 配置、備份、從主儲存系統或輔助儲存系統恢復，甚至從
儲存在物件儲存上的備份中恢復以供長期保留。

為了降低儲存成本，可以啟用FabricPool磁碟區分層功能，自動將快照副本的資料移至成本較低的儲存層。快照
副本通常使用超過 10% 的分配儲存空間。雖然這些時間點副本對於資料保護和災難復原很重要，但它們很少使
用，並且不是對高效能儲存的有效利用。透過FabricPool的「僅快照」策略，您可以輕鬆釋放高效能儲存上的空
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間。啟用此策略後，磁碟區中未被活動檔案系統使用的非活動快照副本區塊將移至物件層，讀取後，快照副本將
移至本機圖層以還原虛擬機器或整個資料儲存。此物件層可以是私有雲（例如NetApp StorageGRID）或公有雲
（例如 AWS 或 Azure）的形式。

查看詳細指南"搭載ONTAP 的VMware vSphere"。

勒索軟體防護

防範勒索軟體攻擊最有效的方法之一是實施多層安全措施。駐留在資料儲存上的每個虛擬機器都承載一個標準作
業系統。確保企業伺服器安裝反惡意軟體產品套件並定期更新，這是多層勒索軟體保護策略的重要組成部分。除
此之外，利用NetApp快照技術實施資料保護，以確保從勒索軟體攻擊中快速可靠地恢復。

勒索軟體攻擊越來越多地瞄準備份和快照恢復點，試圖在開始加密檔案之前刪除它們。但是，使用ONTAP可以
透過在主系統或輔助系統上建立防篡改快照來防止這種情況"NetApp Snapshot 副本鎖定"在ONTAP中。這些
Snapshot 副本無法被勒索軟體攻擊者或惡意管理員刪除或更改，因此即使在受到攻擊後它們仍然可用。您可以
在幾秒鐘內恢復虛擬機器數據，最大限度地減少組織的停機時間。此外，您可以靈活地選擇適合您組織的快照計
劃和鎖定持續時間。
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作為新增多層方法的一部分，還有一個本機內建ONTAP解決方案，用於保護未經授權刪除備份 Snapshot 副
本。它被稱為多管理員驗證或 MAV，可在ONTAP 9.11.1 及更高版本中使用。理想的方法是使用查詢來執行
MAV 特定的操作。

若要了解有關 MAV 的更多資訊以及如何配置其保護功能，請參閱"多管理員驗證概述"。

遷移

許多 IT 組織在轉型階段都採用混合雲優先方法。客戶正在評估其目前的 IT 基礎設施，並根據此評估和發現將其
工作負載轉移到雲端。遷移到雲端的原因多種多樣，可能包括彈性和爆發、資料中心退出、資料中心整合、生命
週期終止場景、合併、收購等因素。每個組織的遷移理由取決於其特定的業務優先級，其中成本最佳化是最高優
先級。在遷移到混合雲時，選擇正確的雲端儲存至關重要，因為它可以釋放雲端部署和彈性的力量。

透過在每個超標量上整合由NetApp支援的 1P 服務，組織可以透過簡單的遷移方法實現基於 vSphere 的雲端解
決方案，無需重新平台化、無需 IP 變更、無需架構變更。此外，透過此最佳化，您可以擴充儲存空間，同時將
主機數量保持在 vSphere 所需的最少量，但不會改變儲存層次結構、安全性或可用的檔案。

• 查看詳細指南"將工作負載遷移到 FSx ONTAP資料存儲"。

• 查看詳細指南"將工作負載遷移到Azure NetApp Files資料存儲"。

• 查看詳細指南"將工作負載遷移到Google Cloud NetApp Volumes資料儲存區"。

災難復原

本地站點之間的災難復原

更多詳情請訪問 "使用NetApp Disaster Recovery技術為 VMFS 資料儲存提供災難復原服務"
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任何超標量環境中本地和 VMware Cloud 之間的災難復原

對於希望在任何超標量上使用 VMware Cloud 作為災難復原目標的客戶，可以使用ONTAP儲存支援的資料儲存
區（Azure NetApp Files、FSx ONTAP、Google Cloud NetApp區）透過任何經過驗證的提供 VM 複製功能的第
三方解決方案從本機複製資料。透過新增由ONTAP儲存支援的資料儲存區，它將能夠在具有較少 ESXi 主機數
量的目標上實現成本優化的災難復原。這也使得在本地環境中停用輔助站點成為可能，從而節省大量成本。

• 查看詳細指南"災難復原至 FSx ONTAP資料存儲"。

• 查看詳細指南"災難復原到Azure NetApp Files資料存儲"。

• 查看詳細指南"災難復原至Google Cloud NetApp Volumes資料儲存區"。

結論

此解決方案展示了使用ONTAP SAN 技術和 Offtap 工具為現在和未來的企業提供基本 IT 服務的最佳方法。這些
優勢對於在 SAN 設定中執行 VMware vSphere 的虛擬化環境尤其有益。借助NetApp儲存系統的靈活性和可擴
充性，組織可以為更新和調整其基礎架構奠定基礎，從而滿足不斷變化的業務需求。該系統可以處理目前的工作
負載並提高基礎設施效率，從而降低營運成本並為未來的工作負載做好準備。

在 NFS v3 資料儲存上使用 nConnect 來提高資料儲存效能

使用 NFS nConnect 功能來提高 VMware vSphere 8 環境中的資料儲存效能。此過程包括
為每個 NFS 資料儲存託管虛擬機器、提升 NFS 資料儲存效能以及為基於虛擬機器和容器
的應用程式配置更高層級。

從 VMware vSphere 8.0 U1（作為技術預覽版）開始，nconnect 功能為 NFS v3 資料儲存磁碟區啟用多個 TCP

連線以實現更高的吞吐量。使用 NFS 資料儲存的客戶現在可以增加與 NFS 伺服器的連接數量，從而最大限度
地利用高速網路介面卡。

此功能通常適用於 8.0 U2 的 NFS v3，請參閱儲存部分"VMware vSphere 8.0 Update 2 發行說
明"。 vSphere 8.0 U3 新增了 NFS v4.1 支援。有關更多信息，請查看"vSphere 8.0 Update 3 發
行說明"

用例

• 在同一台主機上為每個 NFS 資料儲存託管更多虛擬機器。

• 提高 NFS 資料儲存效能。

• 為基於 VM 和容器的應用程式提供更高層級的服務選項。

技術細節

nconnect 的目的是為 vSphere 主機上的每個 NFS 資料儲存提供多個 TCP 連線。這有助於提高 NFS 資料儲存
的並行性和效能。在ONTAP中，建立 NFS 掛載時，會建立連線 ID (CID)。此 CID 可提供最多 128 個同時飛行
中操作。當客戶端超過該數量時， ONTAP會實施某種形式的流量控制，直到其他操作完成時它可以釋放一些可
用資源。這些暫停通常只有幾微秒，但在數百萬次操作的過程中，這些暫停會累積起來並產生效能問題。
Nconnect 可以採用 128 的限制並將其乘以客戶端上的 nconnect 會話數，從而為每個 CID 提供更多的並發操作
，並可能增加效能優勢。更多詳細資訊請參閱"NFS 最佳實務與實施指南"
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預設 NFS 資料存儲

為了解決 NFS 資料儲存單一連線的效能限制，需要掛載額外的資料儲存或增加額外的主機來增加連線。

使用 nConnect NFS 資料存儲

使用ONTAP工具或其他選項建立 NFS 資料儲存庫後，可以使用 vSphere CLI、PowerCLI、govc 工具或其他
API 選項修改每個 NFS 資料儲存庫的連線數。為了避免 vMotion 出現效能問題，請保持 vSphere 群集中所有
vSphere 主機上的 NFS 資料儲存的連線數相同。
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先決條件

要使用 nconnect 功能，應滿足下列依賴關係。

ONTAP版本 vSphere 版本 評論

9.8或以上 8 更新 1 技術預覽，可選擇增加連線數量。必須卸載資料儲存以
減少連線數。

9.8或以上 8 更新 2 通常可以選擇增加或減少連接數量。

9.8或以上 8 更新 3 NFS 4.1 和多路徑支援。

更新與 NFS 資料儲存的連線數

使用ONTAP工具或 vCenter 建立 NFS 資料儲存庫時，使用單一 TCP 連線。若要增加連線數量，可以使用
vSphere CLI。參考命令如下圖所示。

# Increase the number of connections while creating the NFS v3 datastore.

esxcli storage nfs add -H <NFS_Server_FQDN_or_IP> -v <datastore_name> -s

<remote_share> -c <number_of_connections>

# To specify the number of connections while mounting the NFS 4.1

datastore.

esxcli storage nfs41 add -H <NFS_Server_FQDN_or_IP> -v <datastore_name> -s

<remote_share> -c <number_of_connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch

esxcli storage nfs41 add -I <NFS_Server_FQDN_or_IP>:vmk1 -I

<NFS_Server_FQDN_or_IP>:vmk2 -v <datastore_name> -s <remote_share> -c

<number_of_connections>

# To increase or decrease the number of connections for existing NFSv3

datastore.

esxcli storage nfs param set -v <datastore_name> -c

<number_of_connections>

# For NFSv4.1 datastore

esxcli storage nfs41 param set -v <datastore_name> -c

<number_of_connections>

# To set VMkernel adapter for an existing NFS 4.1 datastore

esxcli storage nfs41 param set -I <NFS_Server_FQDN_or_IP>:vmk2 -v

<datastore_name> -c <number_of_connections>

或使用類似下面顯示的 PowerCLI
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$datastoreSys = Get-View (Get-VMHost host01.vsphere.local).ExtensionData

.ConfigManager.DatastoreSystem

$nfsSpec = New-Object VMware.Vim.HostNasVolumeSpec

$nfsSpec.RemoteHost = "nfs_server.ontap.local"

$nfsSpec.RemotePath = "/DS01"

$nfsSpec.LocalPath = "DS01"

$nfsSpec.AccessMode = "readWrite"

$nfsSpec.Type = "NFS"

$nfsSpec.Connections = 4

$datastoreSys.CreateNasDatastore($nfsSpec)

這是使用 govc 工具增加連線數量的範例。

$env.GOVC_URL = 'vcenter.vsphere.local'

$env.GOVC_USERNAME = 'administrator@vsphere.local'

$env.GOVC_PASSWORD = 'XXXXXXXXX'

$env.GOVC_Datastore = 'DS01'

# $env.GOVC_INSECURE = 1

$env.GOVC_HOST = 'host01.vsphere.local'

# Increase number of connections while creating the datastore.

govc host.esxcli storage nfs add -H nfs_server.ontap.local -v DS01 -s

/DS01 -c 2

# For NFS 4.1, replace nfs with nfs41

govc host.esxcli storage nfs41 add -H <NFS_Server_FQDN_or_IP> -v

<datastore_name> -s <remote_share> -c <number_of_connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch

govc host.esxcli storage nfs41 add -I <NFS_Server_FQDN_or_IP>:vmk1 -I

<NFS_Server_FQDN_or_IP>:vmk2 -v <datastore_name> -s <remote_share> -c

<number_of_connections>

# To increase or decrease the connections for existing datastore.

govc host.esxcli storage nfs param set -v DS01 -c 4

# For NFSv4.1 datastore

govc host.esxcli storage nfs41 param set -v <datastore_name> -c

<number_of_connections>

# View the connection info

govc host.esxcli storage nfs list

參考"VMware 知識庫文章 91497"了解更多。

設計考慮

ONTAP上支援的最大連接數取決於儲存平台型號。尋找 exec_ctx"NFS 最佳實務與實施指南"了解更多。

隨著每個 NFSv3 資料儲存區的連線數增加，可掛載在該 vSphere 主機上的 NFS 資料儲存區的數量會減少。每
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個 vSphere 主機支援的連線總數為 256 個。查看"VMware 知識庫文章 91481"每個 vSphere 主機的資料儲存
限制。

vVol 資料儲存不支援 nConnect 功能。但是，協定端點計入連線限制。建立 vVol 資料儲存時，會
為 SVM 的每個資料生命週期建立一個協定端點。

使用適用ONTAP tools for VMware vSphere為 vSphere 8 設定
NFS 資料儲存區

ONTAP tools for VMware vSphere以在 vSphere 8 環境中設定 NFS 資料儲存區。此流程
包括為 NFS 流量建立 SVM 和 LIF、設定 ESXi 主機網路以及向 vSphere 叢集註冊ONTAP

工具。

ONTAP tools for VMware vSphere採用新一代架構，可為 VASA 提供者（支援 iSCSI 和 NFS vVols）實現原生
高可用性和可擴充性。這簡化了多個 VMware vCenter 伺服器和ONTAP叢集的管理。

在本場景中，我們將示範如何ONTAP tools for VMware vSphere以及如何為 vSphere 8 設定 NFS 資料儲存區。

解決方案概述

此場景涵蓋以下進階步驟：

• 建立具有邏輯介面 (LIF) 的儲存虛擬機器 (SVM) 以用於 NFS 流量。

• 為 vSphere 8 叢集上的 NFS 網路建立分散式連接埠群組。

• 在 vSphere 8 叢集中的 ESXi 主機上為 NFS 建立 vmkernel 適配器。

• 部署ONTAP工具 10 並向 vSphere 8 叢集註冊。

• 在 vSphere 8 叢集上建立一個新的 NFS 資料儲存。

架構

下圖顯示了ONTAP tools for VMware vSphere的架構元件。
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先決條件

此解決方案需要以下元件和配置：

• ONTAP AFF儲存系統，其乙太網路交換器上有專用於儲存流量的實體資料連接埠。

• vSphere 8叢集部署完成，可以存取vSphere客戶端。

• 已從NetApp支援網站下載ONTAP tools for VMware vSphere。

NetApp建議為 NFS 採用冗餘網路設計，為儲存系統、交換器、網路介面卡和主機系統提供容錯功能。根據架構
要求，通常使用單一子網路或多個子網路部署 NFS。

參考 "使用 VMware vSphere 運行 NFS 的最佳實踐"有關 VMware vSphere 的詳細資訊。

有關使用ONTAP與 VMware vSphere 的網路指導，請參閱 "網路設定 - NFS"NetApp企業應用程式文件的部分。

全面的ONTAP工具 10 個資源可供尋找 "ONTAP tools for VMware vSphere文件資源"。
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部署步驟

若要部署ONTAP工具 10 並使用它在 VCF 管理網域上建立 NFS 資料儲存庫，請完成下列步驟：

在ONTAP儲存系統上建立 SVM 和 LIF

以下步驟在ONTAP系統管理員中執行。
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建立儲存虛擬機器和 LIF

完成以下步驟，建立一個 SVM 以及用於 NFS 流量的多個 LIF。

1. 從ONTAP系統管理員導覽到左側選單中的 儲存虛擬機器，然後按一下 + 新增 開始。

 

2. 在“新增儲存虛擬機器”精靈中，為 SVM 提供一個“名稱”，選擇“IP 空間”，然後在“存取協定”下按一
下“SMB/CIFS、NFS、S3”標籤並勾選“啟用 NFS”複選框。
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這裡不需要選取「允許 NFS 用戶端存取」按鈕，因為 VMware vSphere 的 Ontap 工具
將用於自動化資料儲存部署流程。這包括為 ESXi 主機提供客戶端存取。  

3. 在 網路介面 部分填寫第一個 LIF 的 IP 位址、子網路遮罩 和 廣播域和連接埠。對於後續 LIF，可以啟
用該複選框以在所有剩餘 LIF 中使用通用設定或使用單獨的設定。
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4. 選擇是否啟用儲存虛擬機器管理帳戶（適用於多租用戶環境），然後按一下「儲存」以建立 SVM。

在 ESXi 主機上設定 NFS 網絡

以下步驟使用 vSphere 用戶端在 VI 工作負載域叢集上執行。在這種情況下，使用 vCenter Single Sign-On，因
此 vSphere 用戶端在管理和工作負載域中是通用的。
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為 NFS 流量建立分散式連接埠組

完成以下步驟來為網路建立一個新的分散式連接埠群組來承載 NFS 流量：

1. 從 vSphere 用戶端，導覽至工作負載域的 Inventory > Networking。導航至現有的分散式交換器並選
擇建立*新分散式連接埠群組…*的操作。

 

2. 在「新分散式連接埠群組」精靈中填寫新連接埠群組的名稱，然後按一下「下一步」繼續。

3. 在*配置設定*頁面上填寫所有設定。如果正在使用 VLAN，請確保提供正確的 VLAN ID。按一下“下一
步”繼續。
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4. 在*準備完成*頁面上，檢查變更並按一下*完成*以建立新的分散式連接埠群組。

5. 建立連接埠組後，導覽至該連接埠組並選擇操作*編輯設定…*。
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6. 在*分散式連接埠群組 - 編輯設定*頁面上，導覽至左側選單中的*組合和故障轉移*。確保上行鏈路位
於「活動上行鏈路」區域中，以啟用上行鏈路組合來用於 NFS 流量。將任何未使用的上行鏈路移至*未
使用的上行鏈路*。
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7. 對叢集中的每個 ESXi 主機重複此程序。
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在每個 ESXi 主機上建立 VMkernel 適配器

在工作負載域中的每個 ESXi 主機上重複此程序。

1. 從 vSphere 用戶端導覽至工作負載域清單中的其中一個 ESXi 主機。從*配置*標籤中選擇*VMkernel 適
配器*，然後按一下*新增網路…*開始。

 

2. 在*選擇連線類型*視窗中選擇*VMkernel 網路適配器*，然後按一下*下一步*繼續。

 

3. 在「選擇目標裝置」頁面上，選擇先前建立的 NFS 分散式連接埠群組之一。
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4. 在*連接埠屬性*頁面上保留預設設定（未啟用服務）並按一下*下一步*繼續。

5. 在 IPv4 設定 頁面上填寫 IP 位址、子網路遮罩，並提供新的網關 IP 位址（僅在需要時）。按一下“下
一步”繼續。
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6. 在「準備完成」頁面上檢查您的選擇，然後按一下「完成」以建立 VMkernel 適配器。
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部署並使用ONTAP工具 10 配置存儲

以下步驟使用 vSphere 用戶端在 vSphere 8 叢集上執行，包括部署 OTV、設定ONTAP工具管理器以及建
立vVols NFS 資料儲存。

有關部署和使用適用ONTAP tools for VMware vSphere的完整文檔，請參閱 "ONTAP tools for VMware

vSphere"。
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ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere作為 VM 設備部署，並提供用於管理ONTAP儲存的整合 vCenter UI。
ONTAP工具 10 具有一個新的全域管理門戶，用於管理與多個 vCenter 伺服器和ONTAP儲存後端的連線。

在非 HA 部署場景中，需要三個可用的 IP 位址。一個 IP 位址分配給負載平衡器，另一個分
配給 Kubernetes 控制平面，剩下的一個分配給節點。在 HA 部署中，除了最初的三個 IP 位
址外，第二個和第三個節點還需要兩個額外的 IP 位址。在指派之前，主機名稱應該與 DNS

中的 IP 位址相關聯。重要的是，所有五個 IP 位址都位於為部署選擇的相同 VLAN 上。

完成下列步驟以部署ONTAP tools for VMware vSphere：

1. ONTAP"NetApp支援站點"並下載到本機資料夾。

2. 登入 vSphere 8 叢集的 vCenter 設備。

3. 在 vCenter 裝置介面中右鍵單擊管理叢集並選擇“部署 OVF 範本…”

 

4. 在 部署 OVF 範本 精靈中，按一下 本機檔案 單選按鈕，然後選擇上一個步驟下載的ONTAP工具 OVA

檔案。
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5. 對於精靈的第 2 步到第 5 步，選擇 VM 的名稱和資料夾，選擇計算資源，查看詳細信息，然後接受許
可協議。

6. 對於配置和磁碟檔案的儲存位置，選擇本機資料儲存或 vSAN 資料儲存。

 

7. 在選擇網路頁面上選擇用於管理流量的網路。
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8. 在設定頁面上選擇要使用的部署配置。在這種情況下，使用簡單的部署方法。

ONTAP Tools 10 具有多種部署配置，包括使用多個節點的高可用性部署。有關所有部
署配置和先決條件的文檔，請參閱 "ONTAP tools for VMware vSphere的前提條件"。
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9. 在自訂範本頁面上填寫所有必需的資訊：

◦ 用於在 vCenter Server 中註冊 VASA 提供者和 SRA 的應用程式使用者名稱。

◦ 啟用 ASUP 以實現自動化支援。

◦ 如果需要，請提供 ASUP 代理 URL。

◦ 管理員使用者名稱和密碼。

◦ NTP 伺服器。

◦ 維護使用者密碼，用於從控制台存取管理功能。

◦ 負載平衡器 IP。

◦ K8s 控制平面的虛擬 IP。

◦ 主虛擬機器選擇目前虛擬機器作為主虛擬機器（適用於 HA 配置）。

◦ VM 的主機名

◦ 提供所需的網路屬性欄位。

按一下“下一步”繼續。
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10. 查看「準備完成」頁面上的所有信息，然後按一下「完成」開始部署ONTAP工具設備。
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將儲存後端和 vCenter Server 連線到ONTAP工具 10。

ONTAP工具管理器用於設定ONTAP工具 10 的全域設定。

1. 透過導航ONTAP `https://<loadBalanceIP>:8443/virtualization/ui/`在 Web 瀏覽器中，使用部署期間提
供的管理憑證登入。

 

2. 在*入門*頁面上按一下*前往儲存後端*。
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3. 在 儲存後端 頁面上，按一下 新增 以填寫要使用ONTAP工具 10 註冊的ONTAP儲存系統的憑證。

 

4. 在*新增儲存後端*方塊中，填寫ONTAP儲存系統的憑證。
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5. 在左側選單中按一下“vCenters”，然後按一下“ADD”以填寫要使用ONTAP tools 10 註冊的 vCenter 伺
服器的憑證。

 

6. 在*新增 vCenter*方塊中，填寫ONTAP儲存系統的憑證。
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7. 從新發現的 vCenter 伺服器的垂直三點選單中，選擇 關聯儲存後端。

 

8. 在*關聯儲存後端*方塊中，選擇要與 vCenter 伺服器關聯的ONTAP儲存系統，然後按一下*關聯*以完成
操作。
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9. 若要驗證安裝，請登入 vSphere 用戶端並從左側選單中選擇 * NetApp ONTAP工具 *。
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10. 從ONTAP工具儀表板中，您應該會看到儲存後端與 vCenter Server 相關聯。
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使用ONTAP工具 10 建立 NFS 資料儲存庫

完成以下步驟以使用ONTAP工具 10 部署在 NFS 上執行的ONTAP資料儲存庫。

1. 在 vSphere 用戶端中，導覽至儲存清單。從 ACTIONS 選單中，選擇 * NetApp ONTAP工具 > 建立資
料儲存*。

 

2. 在建立資料儲存精靈的「類型」頁面上，按一下「NFS」單選按鈕，然後按一下「下一步」繼續。

 

3. 在*名稱和協定*頁面上，填寫資料儲存的名稱、大小和協定。按一下“下一步”繼續。
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4. 在*儲存*頁面上，選擇一個平台（按類型過濾儲存系統）和一個用於磁碟區的儲存虛擬機器。或者，選
擇自訂匯出策略。按一下“下一步”繼續。

 

5. 在「儲存屬性」頁面上，選擇要使用的儲存聚合，以及可選的進階選項，例如空間預留和服務品質。按
一下“下一步”繼續。
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6. 最後，查看*摘要*並按一下「完成」開始建立 NFS 資料儲存。
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使用ONTAP工具 10 調整 NFS 資料儲存庫的大小

完成以下步驟，使用ONTAP工具 10 調整現有 NFS 資料儲存庫的大小。

1. 在 vSphere 用戶端中，導覽至儲存清單。從 ACTIONS 選單中，選擇 * NetApp ONTAP tools > Resize

datastore*。

 

2. 在「調整資料儲存大小」精靈中，填寫資料儲存的新大小（以 GB 為單位），然後按一下「調整大小」
繼續。
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3. 在「最近任務」窗格中監控調整大小作業的進度。

 

附加資訊

有關適用ONTAP tools for VMware vSphere的完整列表，請參閱 "ONTAP tools for VMware vSphere文件資源
"。

有關配置ONTAP儲存系統的更多信息，請參閱"ONTAP 10 文件"中心。

使用 VMware Site Recovery Manager 設定 NFS 資料儲存區的
災難復原

使用 VMware Site Recovery Manager (SRM) 和ONTAP tools for VMware vSphere為 NFS

資料儲存區實施災難復原。此程序包括在主站點和輔助站點使用 vCenter 伺服器配置
SRM、安裝ONTAP儲存複製適配器 (SRA)、在ONTAP儲存系統之間建立SnapMirror關係
以及為 SRM 設定站點復原。
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將適用ONTAP tools for VMware vSphere和站點複製適配器 (SRA) 與 VMware 站點復原管理器 (SRM) 結合使
用，可為災難復原工作帶來巨大價值。 ONTAP工具 10 提供強大的儲存功能，包括 VASA 提供者的本機高可用
性和可擴充性，支援 iSCSI 和 NFS vVols。這確保了資料可用性並簡化了多個 VMware vCenter 伺服器
和ONTAP叢集的管理。透過將 SRA 與 VMware Site Recovery Manager 結合使用，組織可以實現網站之間虛擬
機器和資料的無縫複製和故障轉移，從而實現高效的災難復原流程。 ONTAP工具和 SRA 的結合使企業能夠保
護關鍵工作負載、最大限度地減少停機時間並在發生不可預見的事件或災難時保持業務連續性。

無論您使用的是 SAN 還是 NAS， ONTAP工具 10 都可以簡化儲存管理和效率功能、提高可用性並降低儲存成
本和營運開銷。它使用最佳實踐來配置資料儲存並優化 NFS 和區塊儲存環境的 ESXi 主機設定。由於具有這些
優勢， NetApp建議在將 vSphere 與運行ONTAP軟體的系統結合使用時使用此外掛程式。

SRA 與 SRM 一起使用，用於管理傳統 VMFS 和 NFS 資料儲存的生產和災難復原站點之間的 VM 資料複製，以
及 DR 副本的無中斷測試。它有助於自動執行發現、恢復和重新保護的任務。

在這種情況下，我們將示範如何部署和使用 VMWare Site Recovery 管理器來保護資料儲存並執行測試和最終故
障轉移到輔助站點。也討論了重新保護和故障恢復。

場景概述

此場景涵蓋以下進階步驟：

• 在主站點和輔助站點上使用 vCenter 伺服器設定 SRM。

• ONTAP tools for VMware vSphere的 SRA 適配器並向 vCenter 註冊。

• 在來源和目標ONTAP儲存系統之間建立SnapMirror關係

• 為 SRM 配置站點恢復。

• 進行測試和最終的故障轉移。

• 討論重新保護和故障恢復。

架構

下圖顯示了典型的 VMware Site Recovery 架構，其中配置了適用於ONTAP tools for VMware vSphere，採用 3

節點高可用性配置。
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先決條件

此場景需要以下組件和配置：

• vSphere 8 叢集安裝在主位置和次位置，並具有適合環境之間通訊的網路。

• 主位置和輔助位置均有ONTAP儲存系統，乙太網路交換器上的實體資料連接埠專用於 NFS 儲存流量。

• 已安裝ONTAP tools for VMware vSphere，並已註冊兩個 vCenter 伺服器。

• 已為主站點和輔助站點安裝 VMware Site Replication Manager 設備。

◦ 已為 SRM 配置庫存映射（網路、資料夾、資源、儲存策略）。

NetApp建議為 NFS 採用冗餘網路設計，為儲存系統、交換器、網路介面卡和主機系統提供容錯功能。根據架構
要求，通常使用單一子網路或多個子網路部署 NFS。

參考 "使用 VMware vSphere 運行 NFS 的最佳實踐"有關 VMware vSphere 的詳細資訊。

有關使用ONTAP與 VMware vSphere 的網路指導，請參閱 "網路設定 - NFS"NetApp企業應用程式文件的部分。

有關將ONTAP儲存與 VMware SRM 結合使用的NetApp文檔，請參閱 "搭載ONTAP 的VMware Site Recovery

Manager"

部署步驟

以下部分概述了使用ONTAP儲存系統實作和測試 VMware Site Recovery Manager 設定的部署步驟。

在ONTAP儲存系統之間建立SnapMirror關係

必須在來源 ONTAP 儲存系統和目標ONTAP儲存系統之間建立SnapMirror關係，以保護資料儲存磁碟區。

請參閱ONTAP文檔，從 "這裡"有關為ONTAP磁碟區建立SnapMirror關係的完整資訊。
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以下文件概述了逐步說明，位於"這裡"。以下步驟概述如何為每個磁碟區建立叢集對等關係和 SVM 對等關係以
及SnapMirror關係。這些步驟可以在ONTAP系統管理員中或使用ONTAP CLI 執行。

配置 SRM 設備

完成以下步驟來設定 SRM 設備和 SRA 適配器。
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連接主站點和輔助站點的 SRM 設備

主站點和輔助站點都必須完成以下步驟。

1. 在 Web 瀏覽器中，導覽至 `https://<SRM_appliance_IP>:5480`並登入。點擊“配置設備”即可開始。

 

2. 在設定網站復原管理員精靈的「平台服務控制器」頁面上，填寫將註冊 SRM 的 vCenter 伺服器的憑
證。按一下“下一步”繼續。

 

3. 在*vCenter Server*頁面，查看已經連線的vServer，點選*Next*繼續。

4. 在*名稱和副檔名*頁面上，填寫 SRM 網站的名稱、管理員的電子郵件地址以及 SRM 要使用的本機主
機。按一下“下一步”繼續。
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5. 在「準備完成」頁面上查看變更摘要
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在 SRM 設備上設定 SRA

完成以下步驟以在 SRM 設備上設定 SRA：

1. 下載適用於ONTAP 的SRA 工具 10 "NetApp支援站點"並將 tar.gz 檔案儲存到本機資料夾。

2. 從 SRM 管理設備中按一下左側選單中的“儲存複製適配器”，然後按一下“新適配器”。

 

3. 請依照ONTAP工具 10 文件網站上概述的步驟操作 "在 SRM 設備上設定 SRA"。完成後，SRA 可以使
用 vCenter 伺服器提供的 IP 位址和憑證與 SRA 通訊。

為 SRM 設定站點恢復

完成以下步驟來設定網站配對、建立保護群組、

70

https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html


為 SRM 設定網站配對

以下步驟在主站點的 vCenter 用戶端中完成。

1. 在 vSphere 用戶端中，按一下左側選單中的「Site Recovery」。新的瀏覽器視窗將會打開，顯示主網
站上的 SRM 管理 UI。

 

2. 在*網站恢復*頁面上，按一下*新網站對*。
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3. 在*新對精靈*的*對類型*頁面上，驗證是否選擇了本機 vCenter 伺服器並選擇*對類型*。按一下“下一步”

繼續。

 

4. 在*Peer vCenter*頁面上填寫輔助網站的 vCenter 的憑證，然後按一下*Find vCenter Instances*。驗證
vCenter 實例是否已被發現，然後按一下「下一步」繼續。
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5. 在*服務*頁面上，選取建議的網站配對旁的核取方塊。按一下“下一步”繼續。
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6. 在「準備完成」頁面上，查看建議的配置，然後按一下「完成」按鈕以建立網站配對

7. 您可以在「摘要」頁面上查看新的網站對及其摘要。
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為 SRM 添加陣列對

以下步驟在主站點的Site Recovery介面中完成。

1. 在站點復原介面中，導覽至左側選單中的「配置」>「基於陣列的複製」>「陣列對」。點選*ADD*開
始。

 

2. 在「新增陣列對」精靈的「儲存複製適配器」頁面上，驗證主站點是否存在 SRA 適配器，然後按一
下「下一步」繼續。
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3. 在「本機陣列管理員」頁面上，輸入主站點陣列的名稱、儲存系統的 FQDN、為 NFS 提供服務的
SVM IP 位址，以及（選用）要發現的特定磁碟區的名稱。按一下“下一步”繼續。
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4. 在*遠端陣列管理器*上填寫與輔助站點的ONTAP儲存系統最後一步相同的資訊。
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5. 在*陣列對*頁面上，選擇要啟用的陣列對，然後按一下*下一步*繼續。
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6. 查看「準備完成」頁面上的信息，然後按一下「完成」以建立陣列對。
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為 SRM 配置保護組

以下步驟在主站點的Site Recovery介面中完成。

1. 在網站復原介面中按一下「保護群組」選項卡，然後按一下「新保護群組」開始。

 

2. 在「新保護群組」精靈的「名稱和方向」頁面上，為群組提供名稱並選擇資料保護的網站方向。

 

3. 在*類型*頁面上，選擇保護組類型（資料儲存、VM 或 vVol）並選擇陣列對。按一下“下一步”繼續。
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4. 在「資料儲存組」頁面上，選擇要包含在保護組中的資料儲存。對於每個選定的資料存儲，將顯示目前
駐留在資料存儲上的虛擬機器。按一下“下一步”繼續。
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5. 在「復原計畫」頁面上，可選擇將保護群組新增至復原計畫。在這種情況下，恢復計劃尚未創建，因此
選擇“不添加到恢復計劃”。按一下“下一步”繼續。
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6. 在「準備完成」頁面上，檢查新的保護組參數，然後按一下「完成」以建立該組。
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為 SRM 配置復原計劃

以下步驟在主站點的Site Recovery介面中完成。

1. 在網站復原介面中按一下「復原計畫」選項卡，然後按一下「新復原計畫」開始。

 

2. 在「建立復原計畫」精靈的「名稱和方向」頁面上，為復原計畫提供名稱並選擇來源網站和目標網站之
間的方向。按一下“下一步”繼續。
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3. 在「保護群組」頁面上，選擇要包含在復原計畫中的先前建立的保護群組。按一下“下一步”繼續。

 

4. 在*測試網路*上設定將在計劃測試期間使用的特定網路。如果不存在映射或未選擇網絡，則會建立一個
隔離的測試網絡。按一下“下一步”繼續。
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5. 在*準備完成*頁面上，檢查所選參數，然後按一下*完成*以建立復原計畫。

使用 SRM 進行災難復原操作

本節將介紹使用 SRM 進行災難復原的各種功能，包括測試故障轉移、執行故障轉移、執行重新保護和故障復
原。

參考 "營運最佳實踐"有關將ONTAP儲存與 SRM 災難復原作業結合使用的詳細資訊。
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使用 SRM 測試故障轉移

以下步驟在Site Recovery介面中完成。

1. 在網站復原介面中按一下「復原計畫」標籤，然後選擇復原計畫。按一下「測試」按鈕開始測試到輔助
網站的故障轉移。

 

2. 您可以從網站復原任務窗格以及 vCenter 任務窗格查看測試的進度。

 

3. SRM 透過 SRA 將指令傳送到輔助ONTAP儲存系統。在輔助 vSphere 叢集上建立並安裝最新快照
的FlexClone 。您可以在儲存清單中查看新安裝的資料儲存。

 

4. 測試完成後，按一下“清理”以卸載資料儲存並恢復到原始環境。
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使用 SRM 運行恢復計劃

執行完整復原並故障轉移到輔助站點。

1. 在網站復原介面中按一下「復原計畫」標籤，然後選擇復原計畫。按一下「執行」按鈕開始故障轉移到
輔助站點。

 

2. 故障轉移完成後，您可以看到資料儲存已安裝且虛擬機器已在輔助站點註冊。

故障轉移完成後，SRM 中可以實現其他功能。

重新保護：恢復過程完成後，先前指定的恢復站點將承擔新生產站點的角色。然而，值得注意的是，
SnapMirror複製在恢復作業期間會中斷，導致新的生產站點容易受到未來災難的影響。為了確保持續保護，建議
透過將新生產站點複製到另一個站點來建立新的保護。如果原始生產站點仍可正常運作，VMware 管理員可以將
其重新用作新的復原站點，從而有效地扭轉保護的方向。必須強調的是，重新保護僅在非災難性故障中才可行，
這需要最終恢復原始 vCenter Server、ESXi 伺服器、SRM 伺服器及其各自的資料庫。如果這些元件不可用，則
需要建立新的保護群組和新的復原計畫。
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故障復原：故障復原操作是一種反向故障轉移，將操作返回原始站點。在啟動故障復原程序之前，確保原始網站
已復原功能至關重要。為了確保順利進行故障恢復，建議在完成重新保護程序之後和執行最終故障恢復之前進行
測試故障轉移。此做法作為驗證步驟，確認原始站點的系統完全有能力處理該操作。透過遵循這種方法，您可以
最大限度地降低風險並確保更可靠地過渡回原始生產環境。

附加資訊

有關將ONTAP儲存與 VMware SRM 結合使用的NetApp文檔，請參閱 "搭載ONTAP 的VMware Site Recovery

Manager"

有關配置ONTAP儲存系統的信息，請參閱"ONTAP 9 文件"中心。

有關配置 VCF 的信息，請參閱"VMware 雲端基礎文檔"。

具有SnapMirror主動同步功能的 VMware vSphere Metro 儲存
集群

"VMware vSphere Metro 儲存叢集 (vMSC)"是一種跨不同故障域的延伸叢集解決方案，可
提供* 跨可用區域或站點的工作負載移動性。 * 避免停機 * 避免災難 * 快速恢復

本文檔提供了 vMSC 實作細節"SnapMirror主動同步 (SM-as)"利用系統管理器和ONTAP工具。此外，它還展示
瞭如何透過複製到第三個網站來保護虛擬機器並使用 VMware vSphere 的SnapCenter插件進行管理。
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SnapMirror主動同步支援ASA、 AFF和FAS儲存陣列。建議在兩個故障域上使用相同類型（效能/容量模型）。
目前僅支援 FC 和 iSCSI 等區塊協定。有關進一步的支援指南，請參閱"互通性矩陣工具"和"Hardware Universe"

vMSC 支援兩種不同的部署模型：統一主機存取和非統一主機存取。在統一主機存取配置中，叢集上的每個主機
都可以存取兩個故障域上的 LUN。它通常用於同一資料中心的不同可用區域。
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在非統一主機存取配置中，主機只能存取本機故障域。它通常用於不同的站點，在這些站點中，跨故障域運行多
條電纜是一種限制性選擇。
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在非統一主機存取模式下，虛擬機器將由 vSphere HA 在其他故障域中重新啟動。應用程式可用
性將受到其設計的影響。僅ONTAP 9.15 及更高版本支援非統一主機存取模式。

先決條件

• "每個主機部署有雙儲存結構（兩個 HBA 或用於 iSCSI 的雙 VLAN）的 VMware vSphere 主機" 。

• "儲存陣列部署了資料連接埠鏈路聚合（用於 iSCSI）" 。

• "儲存虛擬機器和 LIF 可用"

• "群集間延遲往返時間必須小於 10 毫秒" 。

• "ONTAP Mediator VM 部署在不同的故障域上"

• "集群對等關係已建立"

• "SVM對等關係已建立"

• "ONTAP調解器已註冊到ONTAP集群"

如果使用自簽章證書，則可以從中介虛擬機器上的 <安裝路
徑>/ontap_mediator/server_config/ca.crt 中擷取 CA 憑證。

vMSC 與ONTAP系統管理器 UI 的非統一主機存取。

注意： ONTAP Tools 10.2 或更高版本可用於配置具有非統一主機存取模式的延伸資料儲存庫，而無需切換多個
使用者介面。若不使用ONTAP工具，本節僅供參考。

1. 記下本機故障域儲存陣列中的一個 iSCSI 資料生命週期 IP 位
址。

2. 在 vSphere 主機 iSCSI 儲存適配器上，在動態發現標籤下新增該 iSCSI IP
。
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對於統一存取模式，需要提供來源和目標故障域 iSCSI 資料 lif 位址。

3. 在其他故障域的 vSphere 主機上重複上述步驟，在「動態發現」標籤上新增其本機 iSCSI 資料 lif IP。

4. 透過適當的網路連接，每個 vSphere 主機應該存在四個 iSCSI 連接，每個儲存控制器具有兩個 iSCSI

VMKernel nic 和兩個 iSCSI 資料 lif
。

5. 使用ONTAP系統管理員建立 LUN，使用複製原則 AutomatedFailOverDuplex 設定SnapMirror ，選擇主機啟

94



動器並設定主機接近度。

6. 在其他故障域儲存陣列上，使用其 vSphere 主機啟動器建立 SAN 啟動器群組並設定主機鄰近
度。
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對於統一存取模式，可以從來源故障域複製 igroup。

7. 使用與來源故障域中相同的對應 ID 來對應複製的 LUN
。

8. 在 vCenter 上，右鍵點擊 vSphere 群集並選擇重新掃描儲存選
項。
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9. 在叢集中的一台 vSphere 主機上，檢查新建立的裝置是否與顯示「未使用」的資料儲存空間一起顯
示。
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10. 在 vCenter 上，右鍵點選 vSphere 叢集並選擇新資料儲存選
項。
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11. 在精靈中，請記住提供資料儲存名稱並選擇具有正確容量和裝置 ID 的裝
置。
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12. 驗證資料儲存是否已安裝在跨兩個故障域的叢集上的所有主機
上。
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由於我們使用了AFF，所以上面的螢幕截圖顯示了單一控制器上的活動 I/O。對於ASA，它將
在所有路徑上具有活動 IO。

13. 當新增其他資料儲存時，需要記住擴充現有的一致性群組以使其在整個 vSphere 叢集中保持一
致。

採用ONTAP工具的 vMSC 統一主機存取模式。

1. 確保NetApp ONTAP Tools 已部署並註冊至 vCenter
。
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如果沒有，請關注"ONTAP工具部署"和"新增 vCenter 伺服器實例"

2. 確保ONTAP儲存系統已註冊到ONTAP工具。這包括兩個故障域儲存系統和第三個用於非同步遠端複製的系
統，用於透過 VMware vSphere 的SnapCenter插件進行虛擬機器保
護。

如果沒有，請關注"使用 vSphere 用戶端 UI 新增儲存後端"

3. 更新主機資料以與ONTAP工具同步，然後"建立資料儲存區"
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。

4. 若要啟用 SM-as，請右鍵單擊 vSphere 集群，然後在NetApp ONTAP工具上選擇「保護集群」（請參閱上
面的螢幕截圖）

5. 它將顯示該叢集的現有資料儲存以及 SVM 詳細資訊。預設 CG 名稱為 <vSphere 叢集名稱>_<SVM 名稱>。
點選新增關係按
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鈕。

6. 選擇目標 SVM 並將 SM-as 的策略設定為 AutomatedFailOverDuplex。有一個用於統一主機配置的切換開
關。設定每個主機的接近
度。
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7. 驗證主機有效性資訊和其他詳細資訊。如果需要，使用非同步複製策略為第三個網站新增另一個關係。然後
，點選保
護。
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注意：如果計劃使用適用SnapCenter Plug-in for VMware vSphere，則需要在磁碟區層級而不是一致性群組
層級設定複製。

8. 透過統一主機訪問，主機可以與兩個容錯域儲存陣列建立 iSCSI 連
接。

注意：以上螢幕截圖來自AFF。如果是ASA，則 ACTIVE I/O 應該位於所有具有正確網路連線的路徑中。

9. ONTAP Tools 插件也可以指示磁碟區是否受到保
護。
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10. 如需了解更多詳細資訊並更新主機鄰近度信息，可以使用ONTAP工具下的主機叢集關係選
項。

使用適用於 VMware vSphere 的SnapCenter外掛程式保護虛擬機器。

SnapCenter Plug-in for VMware vSphere支援SnapMirror主動同步，並且還支援與SnapMirror Async 結合使用
以複製到第三個故障域。
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支援的用例包括：* 使用SnapMirror活動同步從任一故障域備份和還原虛擬機器或資料儲存區。 * 從第三個故
障域恢復資源。

1. 新增計劃在 SCV 中使用的所有ONTAP儲存系
統。

2. 建立策略。確保在備份後檢查 SM-as 的“更新SnapMirror” ，並在備份後檢查SnapVault 的“非同步複製”是否
到第三個故障
域。

3. 建立包含需要保護的專案的資源群組，並與策略和計劃關
聯。

110



注意：SM-as 不支援以 _recent 結尾的快照名稱。

4. 備份根據與資源組關聯的策略在預定的時間進行。可以從儀表板作業監視器或這些資源的備份資訊監視作
業。
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5. 可以從主故障域上的 SVM 或從其中一個輔助位置將虛擬機器還原到相同或備用 vCenter
。

112



6. 資料儲存掛載操作也有類似的選
項。

如需 SCV 附加操作的協助，請參閱"SnapCenter Plug-in for VMware vSphere文檔"

使用 VMware vSphere Metro Storage Cluster 將 SM 主動同步
從非對稱轉換為對稱主動/主動

本文詳細介紹如何使用 VMware vSphere Metro Storage Cluster (VMSC) 將SnapMirror主
動同步從非對稱轉換為對稱主動/主動。

概況

"NetApp Snapmirror 主動同步（SM 主動同步）"是在虛擬化環境中實現零復原時間目標 (RTO) 和零復原點目標
(RPO) 的強大解決方案。

"VMware vSphere Metro 儲存叢集 (vMSC)"是一種跨不同故障域的延伸叢集解決方案，允許虛擬機器 (VM) 分佈
在兩個地理位置分離的站點上，即使一個站點發生故障也能提供持續可用性。

將 vMSC 與 SM 主動同步結合可確保兩個站點之間的資料一致性和即時故障轉移功能。這種設定對於關鍵任務
應用程式尤其重要，因為任何資料遺失或停機都是不可接受的。

SM 主動同步（以前稱為SnapMirror業務連續性 (SMBC)）使業務服務即使在整個站點發生故障時也能繼續運行
，支援應用程式使用輔助副本透明地進行故障轉移。從ONTAP 9.15.1 開始，SM 主動同步支援對稱主動/主動功
能。對稱主動/主動支援透過雙向同步複製從受保護 LUN 的兩個副本進行讀寫 I/O 操作，以便兩個 LUN 副本都
可以在本地提供 I/O 操作。
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本文檔向您展示如何在 VMware 延伸叢集環境中將 SM 主動同步非對稱主動/主動轉換為 SM 主動同步對稱主動
/主動的步驟，換句話說，將 SM 主動同步從自動故障轉移策略轉換為自動故障轉移雙工策略。有關如何使用
System Manager 和ONTAP Tools 設定帶有SnapMirror主動同步 (SM-as) 的 vMSC 的詳細信息，請查看"具
有SnapMirror主動同步功能的 VMware vSphere Metro 儲存集群"。

先決條件

• NetApp儲存系統：確保您有兩個具有 Snapmirror 許可證的NetApp儲存叢集（來源和目標）。

• 網路連線：驗證來源系統和目標系統之間的低延遲網路連線。

• 叢集和 SVM 對等：在來源叢集和目標叢集之間設定叢集對等和儲存虛擬機器 (SVM) 對等。

• ONTAP版本：確保兩個叢集都執行支援同步複製的ONTAP版本。對於 SM 主動同步，需要ONTAP 9.15.1

及更高版本。

• VMware vMSC 基礎架構：延伸叢集使子系統能夠跨越地域，為兩個站點的 vSphere 叢集提供單一且通用的
基礎架構資源集。它擴展了站點之間的網路和儲存。

• 使用ONTAP工具 10.2 及更高版本可輕鬆使用NetApp SnapMirror，更多詳細資訊請查看"ONTAP tools for

VMware vSphere。"

• 主集群和輔助集群之間必須存在零 RPO Snapmirror 同步關係。

• 必須先取消已對應目標磁碟區上的所有 LUN，然後才能建立零 RTO Snapmirror 關係。

• Snapmirror 主動同步僅支援 SAN 協定（不支援 NFS/CIFS）。確保一致性組的任何組成部分均未安裝用於
NAS 存取。

從非對稱 SM 主動同步轉換為對稱 SM 主動同步的步驟

在下面的範例中，selectrz1 是主站點，selectrz2 是輔助站點。

1. 從輔助站點對現有關係執行SnapMirror更新。

selectrz2::> snapmirror update -destination-path site2:/cg/CGsite1_dest

2. 驗證SnapMirror更新是否成功完成。

selectrz2::> snapmirror show

3. 暫停每個零 RPO 同步關係。

 selectrz2::> snapmirror quiesce -destination-path

site2:/cg/CGsite1_dest

4. 刪除每個零 RPO 同步關係。

selectrz2::> snapmirror delete -destination-path site2:/cg/CGsite1_dest
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5. 釋放來源SnapMirror關係但保留通用快照。

selectrz1::> snapmirror release -relationship-info-only  true

-destination-path svm0.1:/cg/CGsite1_dest

".

6. 使用 AutomatedFailoverDuplex 政策建立零 RTO SnapMirror同步關係。

selectrz2::> snapmirror create -source-path svm0.1:/cg/CGsite1

-destination-path site2:/cg/CGsite1_dest -cg-item-mappings

site1lun1:@site1lun1_dest -policy AutomatedFailOverDuplex

7. 如果現有主機位於主叢集本機，則將主機新增至輔助叢集並與每個叢集的相應存取建立連線。

8. 在輔助網站上，刪除與遠端主機關聯的 igroup 上的 LUN 對應。

selectrz2::> lun mapping delete -vserver svm0 -igroup wlkd01 -path

/vol/wkld01/wkld01

9. 在主站台上，修改現有主機的啟動器配置，以設定本機叢集上啟動器的近端路徑。

selectrz1::> set -privilege advanced

selectrz1::*> igroup initiator add-proximal-vserver -vserver site1

-initiator iqn.1998-01.com.vmware:vcf-wkld-

esx01.sddc.netapp.com:575556728:67 -proximal-vserver site1

10. 為新主機新增新的 igroup 和啟動器，並將主機接近度設定為與本機網站具有主機親和性。啟用 igroup 複製
以複製配置並反轉遠端叢集上的主機位置。

selectrz1::*> igroup modify -vserver site1  -igroup smbc2smas

-replication-peer svm0.1

selectrz1::*> igroup initiator add-proximal-vserver -vserver site1

-initiator iqn.1998-01.com.vmware:vcf-wkld-

esx01.sddc.netapp.com:575556728:67 -proximal-vserver svm0.1

11. 發現主機上的路徑並驗證主機是否具有從首選叢集到儲存 LUN 的活動/最佳化路徑。

12. 部署應用程式並在叢集之間指派 VM 工作負載。

13. 重新同步一致性組。

selectrz2::> snapmirror resync -destination-path site2:/cg/CGsite1_dest
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14. 重新掃描主機LUN的I/O路徑，恢復所有LUN的路徑。

了解如何將 VMware 虛擬磁碟區 (vVols) 與ONTAP儲存結合使用

了解 VMware 虛擬磁碟區 (vVols) 的優勢、ONTAP tools for VMware vSphere、資料保護
策略以及 VM 遷移指南。

概況

vSphere 儲存感知 API (VASA) 讓虛擬機器管理員能夠輕鬆使用配置虛擬機器所需的任何儲存功能，而無需與儲
存團隊互動。在 VASA 出現之前，虛擬機器管理員可以定義虛擬機器存儲策略，但必須與存儲管理員合作來確
定合適的資料存儲，通常是透過文件或命名約定來實現的。透過 VASA，具有相應權限的 vCenter 管理員可以定
義一系列儲存功能，vCenter 使用者隨後可以使用這些功能來設定虛擬機器。VM 儲存策略與資料儲存儲存功能
設定檔之間的對應關係，使得 vCenter 能夠顯示可供選擇的相容資料儲存列表，並支援其他技術（例如 VCF

Automation（先前稱為 Aria 或 vRealize）Automation 或 VMware vSphere Kubernetes Service）從指派的原則
中自動選擇儲存。這種方法稱為基於儲存策略的管理。雖然儲存功能設定檔和策略也可以用於傳統資料存儲，但
我們這裡主要關注的是vVols資料儲存。VASA 提供者 for ONTAP包含在ONTAP tools for VMware vSphere中。

在儲存陣列中使用 VASA Provider 的優點包括：

• 單一實例可以管理多個儲存陣列。

• 發布週期不必依賴儲存作業系統的發布。

• 儲存陣列上的資源非常昂貴。

每個 vVol 資料儲存都由儲存容器支持，儲存容器是 VASA 提供者中用於定義儲存容量的邏輯條目。帶有ONTAP

工具的儲存容器由ONTAP磁碟區建構。可以透過在同一 SVM 內新增ONTAP磁碟區來擴充儲存容器。

協定端點 (PE) 主要由ONTAP工具管理。對於基於 iSCSI 的vVols，將為屬於該儲存容器或 vVols 資料儲存的每
個ONTAP磁碟區建立一個 PE。 iSCSI 的 PE 是一個小型 LUN（9.x 為 4MiB，10.x 為 2GiB），它呈現給
vSphere 主機，並且多路徑策略應用於 PE。
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對於 NFS，將為根檔案系統匯出建立一個 PE，其中包含儲存容器或 vVol 資料儲存所在的 SVM 上的每個 NFS
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資料生命。
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ONTAP工具管理 PE 的生命週期以及 vSphere 主機與 vSphere 叢集擴充和收縮的通訊。 ONTAP工具 API 可與
現有的自動化工具整合。

目前，適用ONTAP tools for VMware vSphere有兩個版本。

ONTAP工具 9.x

• 何時需要 vVol 支援 NVMe/FC

• 美國聯邦或歐盟監管要求

• 與適用於SnapCenter Plug-in for VMware vSphere整合的更多用例

ONTAP工具 10.x

• 高可用性

• 多租戶

• 大規模

• SnapMirror主動同步支援 VMFS 資料儲存區

• 即將針對某些用例與SnapCenter Plug-in for VMware vSphere進行集成

為什麼選擇vVols？

VMware 虛擬磁碟區 (vVols) 具有以下優點：

• 簡化配置（無需擔心每個 vSphere 主機的最大 LUN 限製或需要為每個磁碟區建立 NFS 匯出）

• 最小化 iSCSI/FC 路徑的數量（對於基於區塊 SCSI 的 vVol）

• 快照、複製和其他儲存操作通常會卸載到儲存陣列，並且執行速度更快。

• 簡化虛擬機器的資料遷移（無需與同一 LUN 中的其他虛擬機器所有者協調）

• QoS 策略套用於 VM 磁碟層級而不是磁碟區層級。

• 操作簡單（儲存供應商在 VASA 提供者中提供其差異化功能）

• 支援大規模虛擬機器。

• vVol 複製支援在 vCenter 之間遷移。

• 儲存管理員可以選擇在虛擬機器磁碟層級進行監控。
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連線選項

通常建議儲存網路採用雙重結構環境來解決高可用性、效能和容錯問題。 vVols支援 iSCSI、FC、NFSv3 和
NVMe/FC。注意：請參閱"互通性矩陣工具（IMT）"適用於支援的ONTAP工具版本

連線選項與 VMFS 資料儲存或 NFS 資料儲存選項保持一致。下面顯示了 iSCSI 和 NFS 的範例參考 vSphere 網
路。

120

https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix
https://imt.netapp.com/matrix


使用ONTAP tools for VMware vSphere進行配置

可以使用ONTAP工具來配置 vVol 資料存儲，類似於 VMFS 或 NFS 資料存儲。如果 vSphere 用戶端 UI 上沒
有ONTAP工具插件，請參閱下面的如何開始部分。
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使用ONTAP工具 9.13

1. 右鍵點選 vSphere 叢集或主機，然後在NetApp ONTAP工具下選擇 Provision Datastore。

2. 將類型保留為vVols，提供資料儲存的名稱並選擇所需的協
議

3. 選擇所需的儲存能力設定文件，選擇儲存系統和 SVM
。
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4. 為 vVol 資料儲存建立新的ONTAP磁碟區或選擇現有磁碟
區。

稍後可以從資料儲存選項查看或變更ONTAP磁碟區。
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5. 查看摘要並按一下「完成」以建立 vVol 資料儲
存。

6. 一旦創建了 vVol 資料存儲，它就可以像任何其他資料存儲一樣被使用。以下是根據虛擬機器儲存策略為正
在建立的虛擬機器指派資料儲存的範
例。
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7. 可以使用基於 Web 的 CLI 介面檢索 vVol 詳細資訊。該入口網站的 URL 與 VASA 提供者 URL 相同，但沒
有檔案名稱 version.xml
。

憑證應與提供ONTAP工具時所使用的資訊相
符
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或使用ONTAP工具維護控制台的更新密
碼。
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選擇基於 Web 的 CLI 介
面。

從可用命令清單中輸入所需的命令。要列出 vVol 詳細資訊以及底層儲存信息，請嘗試 vvol list

-

verbose=true
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對於基於 LUN 的，也可以使用ONTAP cli 或系統管理
員。

對於基於 NFS 的資料存儲，可以使用系統管理員來瀏覽資料存
儲。
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使用ONTAP工具 10.1

1. 右鍵點選 vSphere 叢集或主機，然後在NetApp ONTAP工具下選擇「建立資料儲存 (10.1)」。

2. 選擇資料儲存類型為vVols
。

如果vVols選項不可用，請確保 VASA 提供者已註
冊。
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3. 提供 vVol 資料儲存名稱並選擇傳輸協
定。

4. 選擇平台和儲存虛擬機
器。
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5. 為 vVol 資料儲存建立或使用現有的ONTAP
區。

稍後可以從資料儲存配置中檢視或更新ONTAP磁碟
區。
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6. 配置 vVol 資料儲存後，它可以像任何其他資料儲存一樣使用。

7. ONTAP工具提供虛擬機器和資料儲存區報
告。

vVol 資料儲存上的虛擬機器資料保護

有關 vVol 資料儲存區上的虛擬機器資料保護的概述，請參閱"保護vVols"。

1. 註冊託管 vVol 資料儲存和任何複製夥伴的儲存系
統。
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2. 建立具有所需屬性的策
略。
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3. 建立資源組並關聯到策略（或策略
）。
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注意：對於 vVol 資料存儲，需要使用虛擬機器、標籤或資料夾進行保護。 vVol 資料儲存不能包含在資源組
中。

4. 可以從其配置標籤中查看特定的 VM 備份狀
態。

5. VM 可以從其主位置或輔助位置復原。

參考"SnapCenter插件文檔"以用於其他用例。

虛擬機器從傳統資料儲存遷移到 vVol 資料存儲

若要將虛擬機器從其他資料儲存遷移到 vVol 資料存儲，可以根據場景使用各種選項。它可以從簡單的儲存
vMotion 操作到使用 HCX 的遷移。參考"將虛擬機器遷移到ONTAP資料存儲"了解更多詳情。
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vVol 資料儲存之間的虛擬機器遷移

對於 vVol 資料儲存之間的虛擬機器批量遷移，請檢查"將虛擬機器遷移到ONTAP資料存儲"。

範例參考架構

ONTAP tools for VMware vSphere可以安裝在其管理的相同 vCenter 上，也可以安裝在不同的 vCenter 伺服器
上。最好避免在其管理的 vVol 資料儲存體上託管。

由於許多客戶將其 vCenter 伺服器託管在不同的伺服器上而不是由其管理，因此建議對ONTAP工具和 SCV 也採
用類似的方法。

使用ONTAP工具 10.x，單一實例可以管理多個 vCenter 環境。儲存系統使用叢集憑證進行全域註冊，並將 SVM

指派給每個租用戶 vCenter 伺服器。
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也支援專用和共享模型的混合。

如何開始

如果您的環境中未安裝ONTAP工具，請從下列位置下載"NetApp支援站點"並按照以下網址的說明進行操作"

將vVols與ONTAP結合使用"。

使用虛擬機器數據收集器收集數據

了解如何使用虛擬機器資料收集器評估您的 VMware 基礎架構

虛擬機器資料收集器 (VMDC) 是一款免費的輕量級工具，其 GUI 專為 VMware 環境設
計。它收集虛擬機器、主機、儲存和網路的庫存和效能數據，為資源最佳化和容量規劃提
供見解。
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介紹

虛擬機器資料收集器 (VMDC) 是一款免費、輕量級、基於簡單 GUI 的 VMware 環境工具包，可讓使用者收集有
關其虛擬機器 (VM)、主機、儲存和網路的詳細庫存資訊。

有關虛擬機器資料收集器的更多信息，請參閱"虛擬機器資料收集器文檔"。

VMDC 功能

VMDC 只是收集快速即時統計資料的墊腳石，用於預測 VMWare 核心授權以及 vCPU 和 RAM 的最佳化可能
性。 NetAppData Infrastructure Insights需要安裝 AU 和資料收集器，這顯然是了解詳細 VM 拓撲、使用註解對
VM 進行分組的下一步，以便正確調整工作負載大小並確保基礎設施的未來發展。

使用 VMDC 收集的指標採樣：

• 虛擬機器資訊

◦ 虛擬機器名稱

◦ 虛擬機器電源狀態

◦ 虛擬機器 CPU 訊息

◦ 虛擬機器記憶體資訊

◦ 虛擬機器位置

◦ 虛擬機器網路資訊

◦ 以及更多

• 虛擬機器效能

◦ 選定時間間隔內的虛擬機器效能數據

◦ VM 讀/寫訊息

◦ 虛擬機器 IOPS 訊息

◦ 虛擬機器延遲

◦ 以及更多

• ESXi 主機訊息

◦ 主機資料中心資訊

◦ 主機叢集資訊

◦ 主機型號資訊

◦ 主機 CPU 資訊

◦ 主機記憶體資訊

◦ 以及更多

虛擬機器資料收集器 (VMDC)

虛擬機器資料收集器 (VMDC) 是一個免費、輕量級、基於簡單 GUI 的 VMware 環境工具
包，可讓使用者收集有關其虛擬機器 (VM)、主機、儲存和網路的詳細庫存資訊。
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*這是 VMDC 的預覽版。 *

概況

VMDC 的主要功能是報告 vCenter、ESXi 伺服器以及駐留在 vSphere 環境中的虛擬機器 (VM) 的配置，包括叢
集配置、網路、儲存和效能資料。一旦收集到全面的環境數據，就可以利用這些數據來產生有關基礎設施的深刻
資訊。報告輸出顯示為電子表格樣式的 GUI，其各個部分有多個選項卡。它提供易於閱讀的報告並有助於優化資
源使用和規劃容量。

VMDC 只是收集快速即時統計資料的墊腳石，用於預測 VMWare 核心授權以及 vCPU 和 RAM 的最佳化可能
性。"NetAppData Infrastructure Insights"這需要安裝 AU 和資料收集器，這顯然是理解詳細 VM 拓撲、使用註釋
對 VM 進行分組的下一步，以便正確調整工作負載的大小並確保基礎設施的未來發展。

VMDC 可以下載"這裡"並且僅適用於 Windows 系統。

安裝並設定 VMDC

VMDC 可以在 Windows 2019、2022 版本上運作。先決條件是從 VMDC 執行個體到指定的 vCenter 伺服器有
網路連線。驗證後，從下載 VMDC 套件"NetApp工具箱"然後解壓縮包並運行批次檔來安裝並啟動服務。

安裝 VMDC 後，使用安裝期間提到的 IP 位址存取 UI。這將開啟 VMDC 登入介面，您可以在其中輸入 vCenter

Server 的 IP 位址或 DNS 名稱和憑證來新增 vCenter。

1. 下載"VMDC 包"。

2. 將程式包解壓縮到指定資料夾。
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3. 按一下 Start_VMDC 批次檔運行 VMDC 套件。這將打開命令提示字元並提示輸入 IP 位址。

4. 安裝程式將開始安裝程序並啟動 VMDC 服務。
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5. 完成後，「按任意鍵繼續」關閉命令提示字元。

若要停止資料收集，請按一下 Stop_VMDC 批次檔。

若要刪除收集的資料並重設 VMDC，請執行 reset_VMDC 批次檔。請記住，運行重置 bat 檔案將
刪除所有現有資料並從頭開始。
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使用 GUI

運行 VMDC

• 使用瀏覽器存取 VMDC UI

• 使用「新增 vCenter」選項新增指定的 vCenter

◦ vCenter 名稱 - 為 vCenter 提供名稱

◦ 端點 - 輸入 vCenter 伺服器的 IP 位址或 FQDN

◦ 使用者名稱 - 存取 vCenter 的使用者名稱（UPN 格式：username@domain.com）

◦ 密碼

• 根據要求修改“附加詳細資料”

◦ 資料間隔時間 – 指定樣本聚合時間範圍。預設值為 5 分鐘，但可以根據需要修改為 30 秒或 1 分鐘。

◦ 資料保留 – 指定儲存歷史指標的保留期限。

◦ 收集效能指標 - 啟用後，收集每個虛擬機器的效能指標。如果未選擇，VMDC 將僅透過提供虛擬機器、
主機和資料儲存詳細資訊來提供類似 RVtools 的功能。

• 完成後，按一下“新增 vCenter”
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新增 vCenter 後，資料收集立即開始。無需安排收集時間，因為該過程將獲取 vCenter 資料庫中
可用的資料並根據指定的「資料間隔時間」開始聚合它們。

若要查看特定 vCenter 的數據，請前往儀表板，按一下對應 vCenter 名稱對應的「檢視清單」。該頁面將顯示
虛擬機器清單以及虛擬機器屬性。預設情況下，「效能指標」在 UI 中是停用的，但可以使用切換選項將其開
啟。一旦啟用效能指標，將顯示每個虛擬機器的效能資料。如需查看現場演出信息，請點擊刷新按鈕。

查看虛擬機器拓撲

VMDC 為每個虛擬機器提供「顯示拓撲」選項，該選項提供了一個互動式介面來查看資源及其與虛擬機器磁
碟、虛擬機器、ESXi 主機、資料儲存和網路的關係。它有助於利用收集到的效能數據進行管理和監控。拓撲有
助於使用當前資料執行基本診斷和解決問題。如需詳細故障排除和快速 MTTR，請使用"NetAppData

Infrastructure Insights"它提供了具有端到端依賴關係映射的詳細拓撲視圖。

若要存取拓撲視圖，請依照下列步驟操作：

• 存取 VMDC 儀表板。

• 選擇 vCenter 名稱並按一下「檢視清單」。
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• 選擇虛擬機器並點選「顯示拓撲」。

匯出到 Excel

若要以可用格式擷取收集到的信息，請使用「下載報告」選項下載 XLSX 檔案。

若要下載報告，請依照下列步驟操作：
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• 存取 VMDC 儀表板。

• 選擇 vCenter 名稱並按一下「檢視清單」。

• 選擇“下載報告”選項

• 選擇時間範圍。時間範圍提供從4小時到7天的多個選項。
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例如，如果所需數據是過去 4 小時的數據，請選擇 4 或選擇適當的值來擷取該給定時間段的數據。產生的資料
會持續匯總。因此，選擇時間範圍以確保產生的報告捕獲必要的工作負載統計資料。

VMDC資料計數器

下載後，VMDC 顯示的第一個表是“VM 資訊”，該表包含有關駐留在 vSphere 環境中的 VM 的資訊。這顯示了有
關虛擬機器的一般資訊：虛擬機器名稱、電源狀態、CPU、已配置記憶體（MB）、已利用記憶體（MB）、已
配置容量（GB）、已利用容量（GB）、VMware 工具版本、作業系統版本、環境類型、資料中心、叢集、主
機、資料夾、主資料儲存、磁碟機、NIC、虛擬機 ID 和虛擬機 UUID。

「VM 效能」標籤會擷取在選定間隔層級（預設為 5 分鐘）取樣的每個 VM 的效能資料。每個虛擬機器的樣本涵
蓋：平均讀取 IOPS、平均寫入 IOPS、總平均 IOPS、峰值讀取 IOPS、峰值寫入 IOPS、總峰值IOPS、平均讀
取吞吐量（KB/s）、平均寫入吞吐量（KB/s）、總平均吞吐量（KB/s）、峰值讀取吞吐量（KB/s）、峰值寫入
吞吐量（KB/s）、總峰值吞吐量（KB/s）、平均讀取延遲（ms）、平均讀取和峰值寫入

「ESXi 主機資訊」標籤擷取每台主機的資訊：資料中心、vCenter、叢集、作業系統、製造商、型號、CPU 插
槽、CPU 核心、網路時鐘速度（GHz）、CPU 時脈速度（GHz）、CPU 執行緒、記憶體（GB）、已使用記憶
體（%）、CPU 使用率（GHz）、客戶虛擬機器數和網卡數量。

後續步驟

使用下載的 XLSX 檔案進行最佳化和重構練習。

VMDC 屬性描述

本文檔的此部分涵蓋了 Excel 表中使用的每個計數器的定義。

虛擬機器資訊表
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虛擬機器效能表

ESXi 主機資訊

結論

隨著即將發生的授權變更，各組織正在積極應對總體擁有成本 (TCO) 的潛在增加。他們透過積極的資源管理和
適當的規模策略性地優化其 VMware 基礎架構，以提高資源利用率並簡化容量規劃。透過有效使用專門的工具
，組織可以有效地識別和回收浪費的資源，從而減少核心數量和整體授權費用。 VMDC 提供快速收集可切片的
VM 資料的能力，以報告和最佳化現有環境。

使用 VMDC 進行快速評估以找出未充分利用的資源，然後使用NetAppData Infrastructure Insights(DII) 為 VM

回收提供詳細的分析和建議。這使客戶能夠了解部署和配置NetAppData Infrastructure Insights(DII) 時的潛在成
本節約和最佳化。NetAppData Infrastructure Insights(DII) 可以幫助企業就優化其 VM 環境做出明智的決策。它
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可以確定哪些地方可以回收資源或哪些地方可以退役主機，對生產的影響最小，從而幫助企業以深思熟慮、策略
性的方式應對 Broadcom 收購 VMware 帶來的變化。換句話說，VMDC 和 DII 作為一種詳細的分析機制，可幫
助企業在決策中擺脫情緒因素的影響。他們不必驚慌或沮喪地應對變化，而是可以利用這兩種工具提供的見解來
做出合理的策略決策，在成本優化與營運效率和生產力之間取得平衡。

透過NetApp，您可以適當調整虛擬化環境的規模，並引入經濟高效的快閃儲存效能以及簡化的資料管理和勒索
軟體解決方案，以確保組織為新的訂閱模式做好準備，同時優化現有的 IT 資源。

後續步驟

下載 VMDC 套件並收集資料並使用"vSAN TCO 估算器"方便投影然後使用"直接投資"不斷提供智能，影響現在
和未來的 IT，以確保它能夠適應新的需求。
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