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ntaphci-a300e9u25::> vserver cifs show -vserver proxmox

Vserver: proxmox
CIFS Server NetBIOS Name: PROXMOX
NetBIOS Domain/Workgroup Name: SDDC
Fully Qualified Domain Name: SDDC.NETAPP.COM
Organizational Unit: CN=Computers
Default Site Used by LIFs Without Site Membership:

Workgroup Name: -
Authentication Style: domain
CIFS Server Administrative Status: up
CIFS Server Description:
List of NetBIOS Aliases:
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pvesm set <storage id> --options multichannel,max channels=16

g
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6. TEHETMIEEE BTN /etc/pve/storage.cfg EEMAR :

s

cifs: pvesmb01l
path /mnt/pve/pvesmbll
server proxmox.sddc.netapp.com
share pvesmb(l

content snippets,vztmpl, backup,iso, images, rootdir
options vers=3.1ll,multichannel,max channels=4
prune—backups keep-all=1

username clifs@saddc.netapp.com
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2. BEZEHZEELDAIEWE LIF o SHERBXAPRDRIRE - (FA2E - EERERENERN LIF WEREE

Bl o

e

If_proxmox_nasB3
Inf_proxmox_nas01

If_proxmox_nas02

Status Storage VM IPipace Address
Q prox a Q
proxmox Default 1722111769
proxmox Default 172.21.117.68
proxmox Default 1722112068
ProXmOox Default 1722112069

ntaphci-a300-01

ntaphci-300-01

ntaphci-a300-02

ntaphci-a300-02

Current p...

Protocols

Q sme

SMB/CIFS . NFS . 53

wv

SMB/CIFS, NFS. 53

SMB/CIFS , NFS

SMB/CIFS ., NF3

v

3. BISEH NFS EHZERE » LURMHE Proxmox VE 4 IP (ks FAERAITFEVEIR o 5528 " OB
RE" M "TEEE L SRBE ARG ARR" o

4. "gIEE" o HItK
FFlexGroup

BEHBXK (>100TB) - FHERER DB EIEEPHIEERUEEAFlexGroup © YIRE
E[E7E SVM LERA pNFS LUBSE4FRIRIAE - BRSIRIEIIT @ "7 SVM EEUR pNFS" o

fEF3 pNFS B > 55FEfR Proxmox VE EH4EE507FEFAAIERIES (B LIF) - RREAZEREERMARIER

ERBS fRoE o

RETEEH

Add volume

proxmox

Add as a cache for a remote volume [FlexCache)

Simpiifies file datnbution, reducss WAN |atency, and lowers WAN bandwidih coats

Storage and optimization

Extrame v

Mot sure?  Get halp selecting type

GRTIMIZATION EEToHS
Distribute volume dats across the cluster (FlexGroup) @

Access permissions

H Expart iz NFS

default
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S. "HEH RIS IRAGHLERE"
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Edit volume X
Nawe
pyenfsOt
Storage and optimization
aamary
315.7¢ GiB -
£0STING DATA sPACE
300 GiB
[® Enabe thin provisioning
15 resize sutomatiesly
AUTOGROW MODE
@ Grow
e
3789 GB v
Grow or shrnk automatically ()
Enable fractional reserve (100%)
Enable quota
Enforce performance limits
485 05 POUCY SROU
@ cxisting
extreme-fixed -~
New
secummyTYPE
UNIX ~
unxpeamssONS
[ Read B Execute
omner ] ]
Grow = ]
omvess ]
Storage efficiency
Enable higher storage efficiency
Dont enable g mode pications. Lesm more [
Snapshot copies (local) settings
SNAPSHOT RESERVE 6
5
HSTING SHAFSHOT RESERVE
15.79 Gig
188 schedue Snapsht copies
SNAPSHOT POLEY
default ~
Schedule ... Maximum Snapshot copies Schedule ‘SnapMirror label SnapLock retention perio
hourly 6 s - 0 second
minutes
past the
hour, every
hour
daily 2 At1210 daily 0 second
AM. every
day
weekly z At12:45 weekly 0 second
AM. only
on Sunday
enable Snapshot locking @
- ™
a retention peniod is specified.
{8 Automatically delete older Snapshot copies
18 show the Snapshot copies directory to clients
it syvtems i e v 0 iy 0 cces T SOt Copies drectoy
Export settings Export settings considerations
[
o
fovenfsO1
EP0RT POUCES
@ select an eisting policy.
expom pOLCY
default ~
(@) This expart policy is being used by 19 objects.
auies
Rule index Clients Access protocols  Read-onlyrule  Read/writerule  SuperUser
1 17221.1200/24 Any Any Any Any
2 17221.117.0/24 Any Any Any Any
+ add
Add a new policy

Sae?

@ Save to Ansible playbook




6. B ERCEIES NFS iR & B EERAE

ERCEEE R

FERLATESS > i NFS HABR&RTIE A Proxmox VE FRYTFf# > LACE nConnect B & 5% 4 LUR S5 5E ©

1. RTERAHE > FREZVEMENTEEEZRER VLAN F o ERAREE

2. FAEEFEREE https:<proxmox-node>:8006 #&— K&}l

HENFS” o

Fama

X PROX MO X vitual Envionment 822 5earch

Sarver View

&5 Datacentar (Cluster01)
Bl pxmox01
B pxmox(2
103 (kube-ctri-01) @
2=t RTP (pzmox02)

EE2 localnetwork (prrnox02)
& HA10C-01 (prmoxl2)
=[] local (pxmox02)
= [J1ocal-m (pxmox02)
=[] pvedid? (pxmox02)
=[] pvelun01 (pxmaex)
= pvelunl2 (prmox02)
= pvelun(d (pxmox02)
=[] prelunDd-thin (pxmox02)
%D pvenfsl1 (pxmox2)
=[] pvenfs02 (pxmoxi2)
=(] pvens01 (pxmox02)
=[] pvesmb01 {pxmox02)

Bk pxmox03

W Accounting

W Engineering

% Sales

3. FAWAGHHEN - IRIUFEIIRIEZE AR > NFS BHABTEZTIEA « (OBEEREEZELEER

b Datacenter

Q, Search

& Summary

O HNotes

E Cluster

@ Ceph

£ Options

S Storage

Backup

3 Replication

o' Parmissions
& Users
£ AP Tokens
&, Two Factor
& Groups
% Pools
# Roles

Lo RERT BT ARE

&
(=1
m

=

Directory

LVM

LVM-Thin
ETRFS

NFS
SMBICIFS
GlusterF S
iSCSl

CephFs

RED

ZFS overiSCSl
ZF5

Proxmax Backup Server
ESX

PE g EEEESEEFEEN

JIE o
:

)
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&

Backup Reatention

pvenfsdl Mode Io resiiction:

pvanas sddc nelapp com

fpwentsOl
fpwenfs02
pvesmbl 1
& Help
4. BZEENH nConnect 318 » BEEEE LR LR shell 1T 56 Hih <storage id> &l t—

TEIHFID :

pvesm set <storage id> --options nconnect=4

EEFEHAIEDE > SAREERER NFS v4.1 M58 trunkdiscovery 1 max_connect 318

pvesm set <storage id> --options vers=4.1, trunkdiscovery,max connect=16

S. THEEETHEEEEHFEN /etc/pve/storage.cfg IEENAZR :
RE &0

nrs: pvenrts
export /pvenfs0l
path /mnt/pve/pvenfs01
server pvenas.sddc.netapp.com

content iso,backup,images, rootdir,vztmpl, import, snippets
options v4.1,nconnectzq,trunkdiacovery,max_connethIG
prune-backups keep-all=1

6. Esz%M 5 nConnect EIBER R ERE » s5HIT ss_-an | grep :2049 7E{E{a Proxmox VE 1% I » i&#&
BEFEEZ(EZE] NFS [EAR2s IP BYELR - BEEERE pNFS @B BRI » sBHIT nfsstat -c WHELEHF
*HE@E’J? 12 o IRIBEERRE > FEZAUBREEN LIF W2 EEE o

@ EEEFP4EF > nconnect FIBEE—EPENE LRE o #5L pNFS » nconnect ZHEIEREETTE
BN E L - BSR4 ERIR » AFER nConnect HGEPE > FERFREARE

# Proxmox VE & LVM ] FC
A BB ENNetApp ONTAPEZE Proxmox EHIRIE (VE) Ti% 2 B BHEN
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BB R EEES (LVM) - SR ERMERSMEE « MEENBIRRHEFER
MEERCEREEH
SERRIBLEADIATERS » % Proxmox VE %R FC 1% » IWINEREEREMBENLEEN -

1. BT EMEHBANEAIA °
2. FE{RFRA Proxmox VE Fi# F#3%E#E T multipath-tools » i B BH#ERE) o

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

@ ONTAP £EEZEREFIENHECESEENT - INFTEHME » 5528 "% Proxmox
VE 9.x for FCP #1 iSCSI £2 ONTAP #7287 ONTAP 9 4"

3. IREEFRA Proxmox VE EHHI WWPN if§ HiR(HAARTFBEIES o

cat /sys/class/fc_host/host*/port name

HEEEEEHE
MRICZONTAPHF > AEARREESUEREIFHIERE -

1. B{RSVMAE] FH EERXFFCIHE o IRME "ONTAP 9 324" o
2. SEIEHISSEEIMEERR FCHLIF o

= PINetApp ONTAP System Manager | MSOL-NetApp-A50-T1001 1l {7 1 search actions, objects. and pages e @ < O
Dashboard
Network overview o

Insights

Storage

Hosts Notwork intarfaces Subsnets >
Netwark -

o

Eihemet ports Name | st | stesgowm | ipspace | Address | cument node | “curment port | Portset | Protocols | Type | Throughy

FC parts o | | & me | a | = | & | & | & | a | a | =
Ewents & jsba if_prve 6751 ) pve 0Pl ertidacT  NSOL-NetApp-AS0-TISUT IR 1 54 Data
Protection b i prve 6152 & e WOxoOIGenddAacT  NSOL-NetApp-ASC-TISU T L] ke Cata
Cluster P f_pve 6153 = pye Wrobd0citeadbdat?  NSOL-NatApp-AS0-TISUITH M e Dats o

I pree 6154 (D e WDCAIGendBAEET  NSOL-NEADD-ASG-TISUN Ik i Fe Cata ]

3. #17 igroup MIEA F 1 FC LR ©

4. 12 SVM LR IFREA/NG LUN » MR E 23R4 E—EPERFTEIIA] igroup © BERTEASARMRY L2t
RE LR RERRISRE > WIEAFF/ FASREHY ERELZE) B8 ERARRREEFRE
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= FENetApp ONTAP System Manager | NS00 Netipp-A50-1 18011 a0 {7 Q1 search actions, objects and pages ‘,l W e <>

Dashboard
. | TauE =y Siorage VM e Sevial Mo (ASC armar
Insights = i ]
(—} Daling pom S 4 82403+Z2GASP O Linex
Storage
Hosts
Performance .2
Netwark -~ Storage
Crardiow
Haur
Ethamat ports ™ 144xe 5006
o Used e Latency 0.24 ms
Ewarts & jobs -
Protaction ¥ Thata reduction Saapshit used Qo5 pelicy
211 6.1 MiB
- PE - 0 o ]
10PS 0
Protection (P Show uninitialized
clustesl3 5l default = Nane T I thio 153 0
Throughput 0.03 me/s
Host mapping
L 330 13 xan =
st n 333 340 135 &0

5. BHIERCEIES LUN BRI ©

BRERCEEEER
SERRUATETRS » #§ LUN :BE2A Proxmox VE FIHIEA LVM 7782 -

1. LR ERHEE Proxmox VE X B ZE shell » WEREHIFES IR o

1lsblk -S
rescan-scsi-bus.sh
l1sblk -S

2. EERFHREHRESREBER -

multipath -11
multipath -a /dev/sdX # replace sdX with the device name
multipath -r
multipath -11

3. i ERE o
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vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device 1d> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. FREIEFERENE https:<proxmox node>:8006" 18— F“ERIHLY » BEIBFEE > IH—THIg > JARE
ELVM o

e

% PRO MO < Virtual Environment 9.1 4 Sea

Server View

£ Datacenter (Cluster(3)
% onehost02

o Datacenter

Remove Edit

Q, Search

B8 Directory
& Summary = VM
[J Notes B LVM-Thin
= Cluster = BTRFS
NFS
@ Ceph L
B SMBICIFS
## Options B iscs
B Sege B CephFS
Backup @ RBD
£3 Replication [ ZFSoverisCsl
m ZFS
si' Permissions
£ Proxmox Backup Server
& Users a | es
& API Tokens
&, Two Factor

o. EMftf#TE ID 218 > BEIFIRNAMIEEAR - AREENFIGER CLI BIINHIEEAR - HEHZIEIE - 4
Proxmox VE 9 REShRZs » BYF TFIINEE | Allow Snapshots as Volume-Chain BYFE Ti#ERE) E1EE
1B > EEBEA FEEm ©
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&

Add: LVM
Backup Retention
ID pvefc01 Nodes All (No restrictions)
Base storage Existing volume groups Enable
Volume group a50fc Shared
Content Disk image, Container Wipe Removed
Volumes
| Allow Snapshots as Volume-Chain

Snapshots as Volume-Chain are a technology preview.

Keep Snapshots as Volume-Chain enabled if qcow2 images exist!

& Help Advanced “

6. FTEET T {ER FC B LVM MEHIETFRERE

FETEER

lvm: pvefcOl

vgname aS0fc
content images,rootdir

saferemove 0
shared 1
snapshot-as-volume-chain 1

7 Proxmox VE 9 REEHRAEH > #FREEE Z LA THINNEIE snapshot-as-volume-chain 1 {TEK
{& Allow Snapshots as Volume-Chain BEUM °

# Proxmox VE FCE& iSCSI iY LVM
£/ iSCSI B EFNetApp ONTAPEZE Proxmox FEH#iIEIE (VE) Ti% 2 ML RHEZE
EEAIRE BEIEER (LVM) o AL E TR BB O KA E TR IRREFSM » WTIEZHK

@ o

fEFHIONTAP BYiSCSI LVM HZth
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PIaER{CEE SIS
FERIELEAIA1ETS » % Proxmox VE EHEZERS ISCSI &1 » WINERGFEESMENNEEH

1. #Es2M{E Linux VLAN /T EIRI A ©
2. FE{RFRA Proxmox VE Fi# F#3%E#E T multipath-tools » i B BEH#ERE) o

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

@ ONTAP EEZEREFIENHECESEENT o INFTEFHME > 528 "% Proxmox
VE 9.x for FCP #1 iSCSI £2 ONTAP #7287 ONTAP 9 4"

3. WWEEFA Proxmox VE EH#RY iSCSI % IQN » Wi HIZHIGRTFEIES o

cat /etc/iscsi/initiator.name

HEEEEERS
NREZONTAPHIF » SAEARREESUEREIFHERER -

1. B{RSVMA B B ERAISCSIHAE © IRFE "ONTAP 9 X" o
2. SEEEHISSE R MEZE A iISCSI A LIF o

Name Status Storage VM IPspace Address Current node = Current p... Portset Protocols
Q Q| prese Q Q Q Q Q Q jscs
lif_proxmox_iscsi0l @ proxmox Default 17221.118.109 ntaphci-a300-01 a0a-3374 iSCst
lif_proxmox_iscsi02 @ proxmox Defauit 172.21.119.108 ntaphci-a300-01 ala-3375 iSCSI
lif_proxmox_iscsiOd [© proxmox Defauit 17221.119.110 ntaphci-a300-02 a0a-3375 iSCSI
lif_proxmox_iscsi03 w‘ proxmox Default 17221118110 ntaphci-a300-02 a0a-3374 iSCsi

3. 381 igroup WA A F 1% iISCSI LR ©

4. £ SVM EEIFAEA/NG LUN » I EH 2R E—EFERFTEILR igroup ° BERTEASARKNZ 2 MHZER
B R EhRERRE(RAE o HHRAFF/ FASER 4L » A REMIEENZ 2 MR B AR RERERE o
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Edit LUN X

pvelun(l

IR ALE

proxmaox

Storage and optimization

250 GiB i

Thin provisioning

Enable space allocation

Haost information

Q) search @ Showhide = Filter
Initiator group LUN 1D Type
¥ pue L] Lirux
Cancel [A]

5 BHEIERCEIES LUN BRI ©

BRRERCEEEER
SERE FHIMEFS > #& iSCSI LUN :2E 2 Proxmox VE YA LVM 7 ©

1. FEEEFERENE https:<proxmox node>:8006"#%— N ERIFILY » BIFRE > B— g » ARE
$ESCSI” ©
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N PROXMO X virtual Envionment 822 5

Server View

-#2 Datacenter (ClusterD1)
B pamox01
B pxmox02
103 (kube-ctri-01) @

222 RTP (pxmox02)
£22 |ocalnetwork (prmox(2)
& HA10C-01 (pxmoxd2)
= llocal {prmox(2)
=[] local-ivm (pxmox02)
=[] pvedir0 1 (pxmox02)
=[] pvelund1 (prmox02)
= pvelun02 (pxmox02)
= pvelundd (prmoxl2)
2 (] pvalun04-thin (pxmox02)
=[] pvenfsd1 (pxmox2)
=[] pvenfsd2 (pxmox02)
=[] pvens01 (pxmox02)
=[] pvesmb01 (pxmox02)

Eb pomox)

¥ Accounting

% Engineering

¥ Sales

b Datacenter

>
a

Q Search

& Summary

[J Motes

E Cluster

@ Ceph

#3 Options

£ Storage

Backup

13 Replication

w' Permissions
& Users
& AP Tokens

FpEEEEEENSEFEFRR

X

4, Two Factor
& Groups
W Pools

$ Roles

@ Realms

Remove Edit
Directory
LvM
LVM-Thin
BTRFS
NFS
SMBICIFS
GlusterFS
iISCSI
CephFS
RBD
ZFS over iSCSI
ZFS
Proxmox Backup Server
ESXi

2. SEIRHHTZIDRTE - BI9ABAMERER » ONTAPHY iSCSI LIF it FEZAESTEZBR - MRTEREREMRK

BRI SHR M LUN ZEUERR > 38

Add: iISCS]

m Backup Retention

0 pafunl 1

Partal 17221118109

Targat | \dcO0al98b46a21vs 48
@ Heip

3. RAEEHIE > RBEE LVM o

SHIRENZIRIE o

MNodes Al (No reslrictions}
Enaldi

Use LUNs
directly
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xﬂﬂuxm)(mnﬂ Environment 822 Search

Server View 2 Datacenter
. . Ada & 1
bpxmuxﬂ‘! QSg;rch Al Aamove E
B pxmox(i2 B Directory
103 (kube-ctri-01) @ & Summary = LVM
5. R famod) 3 Notes B LVM-Thin
322 localnetwork (pomox2) B Cluster = BTRFS
&3 HA10C-01 (pemox02) & con B NFS
Bl loca! (pomadi2) H SMBICIFS
Eﬂhwm - P B GlusterFS
=[] pvedicd1 (pxmox02) & Swrage B lscst
gﬂ:;ﬂ[;‘{;mmz? B Backup B CephFs
= prelundd (pxmoxl2) & Replication ‘B RED .
=[] prelunla-thin (pxmox02) £ Pesrelssions B ZFS over iSCSI
=[] pvenfsd1 (pxmox02) (T : ZFS
[ pvenfs0d2 (pemoxt) E  Proxmox Backup Server
=[] pvens01 (pomoxd2) & AP!Tokens & ESX
£ [ pvesmbl1 (pxmox02) @, Two Factor
B pxmox03 B Gl
® Eogooni - P
W Sales # Rolss

4. {RMRHTF ID B8 WEHEM F—ED IR iISCS| EFATTHNERMHT o EEERMEER LUN > IR
HEERAARTE - ARACEIELZIEIS o £/ Proxmox VE 9 EShRES » B THIIEE : Allow
Snapshots as Volume-Chain BXF TR #RIENER > EEBEAFEET

Add. LVM (x)

Ganeral Backup Retention

in pveundl Modes All (No restriciions)
Base storage pvelundl (ISCS1) Enable ]
Base volume | Shared w]
Volume group I Mode 1o scan prmiox1
Conte
Content | Nama Far Size
| CHODIDOLUND raw 268 44 GB
€ Help
. CHEDIDOLUN 1 raw 37581 GB
CHODIDOLUN 2 raw 107 37 GB
CHOOIDOLUN 3 raw 13422 GB

S. FHERET T{ER iSCSI By LVM M FI(#IFR TS ©
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&

iscai: pwelun(l

portal 172.21.118.
target ign.199%2-0 om.netapp: an.cf92266a707811ef9%dc00a098b4 6821 : va . 48
content none

nodes pamox02, paomox01, pionox03

lvm: pvelun(l
vgname pvelunll
content images,rootdir

nodes pamox03, pamox01, prancxl2

£ Proxmox VE 9 REEHRAEH > #FREEE Z LA THINNEIE snapshot-as-volume-chain 1 fT/EK
{& Allow Snapshots as Volume-Chain BEUM °

7% Proxmox VE BZ& NVMe/FC HJ LVM

{EFANetApp ONTAPIEIB MEE T EERE Proxmox EEEHELS (VE) TH > BtV AELTE
HBSERTLE BRI (LVM) © IERERAEA NVMe 135 » I2HEIERIS MALE SRR
7777 o

VIRERCEIEBER
FERELEANIAIETS » %3 Proxmox VE EHZEME NVMe/FC & » WINEMREFEEEMBENVESRN

1. RS EMEHBANTE A °
2. 7EEEPHIEME Proxmox ¥ E » BITLUTar<RUEE WWPN BFIEEEE nvme-cli BB ESRERE ©

apt update

apt install nvme-cli

cat /sys/class/fc_host/host*/port name
nvme show-hostngn

3. JSUTEETIROIEHE NQN F WWPN EHURMSHEEEE » IHRFEA/NMI NVMe 2 ZER o
R EBEES
MBERONTAPHF » SERAREIEE SIS ETH0I85E -

1. B{RSVMA] A HERENVMelRE ° 5520 "ONTAP 9 EAY NVMe {EF753HE" o
2. 337 NVMe #%a2eR o
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Add storage units

Mame

pvens01 ‘

Storage VM

pve ~ ‘

Number of units Capacity per unit

1 ‘ ‘500 ‘ GB v

Host operating system

Linux v ‘

Host mapping

cluster03-nvmeof ~ I

«" More options Cancel m

. BUFAGILSREM NON (B CLI) o BB A EEaEEsS -
. ERRIER 2 W Eh R R YRR o




&

= PINetApp ONTAP System Manager | NSOL-MetApp- AST-T1501 10t (7 Q1 sewch actions, cbjects, an pages. ) @1 ® < 0O
Dashboard
Ensights
~
P pvens01_1
Hests Overview Snapshats Replication Secudity &
Hatsirork - Anti-ransomware
Events & jobs -~ ‘D Enabled
Protection a

Cluster -

5. BAERCEIES NVMe fp R TRIBERIL o

BRERICEEEEH
SERATETS » 1§ NVMe sna ZERBIECE 24 Proxmox VE FIRYIEFE LVM FE7FRS

1. TEEERBIE(E Proxmox VE EH EEME shell > MEEEMH L EREEAR ©
2. B RERFAEN o

nvme list

3. BN RERFFHAER

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -N

4. BUBTRME o

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

5. EAEEFEAENE https:<proxmox node>:8006 #Z— N BRI » BH2HE » B— T g > REE
ELVM o
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x PRO MO < Virtual Environment 9 1 4

Server View

& Datacenter (Cluster03)
% onehost02

o Datacenter

Q, Search
& Summary
[3 Notes

Cluster

Ceph

Options
Storage
Backup

"w = 3

£3 Replication
o' Permissions
& Users
& API Tokens
Q, Two Factor

Remaove Edit

CENEGEDEEEETFEFEN

Directory

LvMm

LVM-Thin
BTRFS

NFS
SMBICIFS
iSCsl

CephFS

RBD

ZFS over iSCSI
ZFS

Proxmox Backup Server
ESXi

6. 1R{H{#TF ID 218 > BIERAUEER - AEREZENIRIER CLI BN ER - DEEHLZEIE o (£
Proxmox VE 9 Kt =ik > BYFT%IINEE ¢ Allow Snapshots as Volume-Chain BXF TEPE 1845
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BmEf
Add: LVM

Backup Retention

D pvens01 MNodes

Base slorage Existing volume groups Enable

Volume group pvens(1 shared

Content Disk image, Container Wipe Removed
Volumes

bl napshols g olu i

Snapshots as Volume-Chain are a technology preview

Keep Snapshots as Volume-Chain enabled if gcow2 images exist!

& Help Advanced m

7. TEETRT—E{ER NVMe/FC B LVM #1Z8 ErEE6)

FETREEH

lvm: pwvens(Ol
vgname pvens0l

content images, rootdir

saferemove 0
shared 1
snapshot—-as—-volume-chain 1

# Proxmox VE BZ& LVM £2 NVMe/TCP

fEFNetApp ONTAPER TCP #HER NVMe > 2 Proxmox [EHIRIE (VE) T BAIHA
fif B B EREHARR @ B IEER (LVM) o ILEEEERIRM NVMe 1555 > BIBIRE X AERIRH
SRR IR AETEZTZEN

{EFEONTAP BYEHE NVMe/TCP BY LVM HFh

IR ER{CEE BT
ST LEMIIR1ERS > 4 Proxmox VE % NVMe/TCP &#: » WIWERFEIESMENNESH
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1. FEERMIMAE Linux VLAN 7Y &I ©
2. {E#EEPRE(E Proxmox T L > BUTIU T o< RURE L ERENIZE o

nvme show-hostngn

3. UKEERIRIEHE NON BIRMAREEIES » WERFIE AN NVMe drZE/[ o
HEEEEEHS
NRICZONTAPHF » sAERRREESUER BT -

1. B{RSVMA] A HERXFENVMeRE ° 5520 "ONTAP 9 EAY NVMe {E#53HE" o
2. 337 NVMe #5%aZeR o
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Add NVMe namespace X

pvens02
STORAGE VM
Proxmox b

MIBARED (E NAMESDAr S ~ADAFTTY DED MALIEC DA FE
|-\_|'\| B U 'l‘-l:h}h:l'l__s -l FEM '-I-l..u.,_S"'.nl.'L_

1 100 G W

MVME SUBSYSTEM

proxmox_subsystem_606 b

Maore options Cancel “

3 BIUFARMAULIERERM NQN (MNRFEMA CLI) - FRB LHEEEEFE -
4. FRETZEZHRBETRARHTRERE
5. BHRIEHRCEIEE NVMe B EMERI ©

RARERCEEEERS
SERIATERS » & NVMe dra =R E % Proxmox VE HFEYHA LVM fE7EES ©
1. EEEPHEE Proxmox VE 1 EEMZE shell » MFEIL /etc/nvmeldiscovery.conf 12 o FBRIBLENIRIE
BHAR -
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root@pxmox0l:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# —-—transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host
—-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -1 1800 -a 172.21.118.153
-t tcp -1 1800 -a 172.21.118.154
-t tcp -1 1800 -a 172.21.119.153
-t tcp -1 1800 -a 172.21.119.154

2. ZANVMeFZ4 o

nvme connect-all

3. EWUWERFFRER o

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -1

4. BIUBTH

vgcreate pvens02 /dev/mapper/<device id>

S. FREBIEMEAENE https:<proxmox node>:8006"#2— &I » BEIBHE » IH—T i > JA%BE
ELVM o
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x PRO MO < Virtual Environment 9.1 4 Sea

Server View o Datacenter

- & Datacenter (Cluster03)
% onehost02

Remove Edit

Q Searh B8 Directory
& Summary = LM
0J Notes B LVM-Thin
£ Cluster B BTRFS
@ Ceph B NFS
B SMBICIFS
£ Options B iscs!
B Socage B CephFS
Backup B RBD
£3 Replication B ZFS overiSCSI
o' Permissions - | 250
= Proxmox Backup Server
& Users & | esx
& APl Tokens
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lvm: pvens02
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content rootdir, images
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