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Cluster2::> snapmirror show -destination-path jfs as2:/cg/jfsAA

Source Path: jfs asl:/cg/jfsAA
Destination Path: jfs as2:/cg/jfsAA
Relationship Type: XDP
Relationship Group Type: consistencygroup
SnapMirror Schedule: -
SnapMirror Policy Type: automated-failover-duplex
SnapMirror Policy: AutomatedFailOverDuplex
Tries Limit: -
Throttle (KB/sec): -
Mirror State: Snapmirrored
Relationship Status: InSync
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Oracle #1 CSS_critical

HIMBZEENR, « TEERAY Oracle RAC 1TAREEFHNHEA— B HERALLHMEMEEE - AERSER
B ERRERYIL & BT i SIREEREEEE - M3 —ELL S ENERLR SRR - BRIEFRUZSERRAER
Bt el UL AR E RIEFILEITA css_critical o

X €65 2248h « RAC ERBERY R TES jfs12 F jfs13 o BIERATRTE "css_critical ¥1F :

[root@jfsl2 ~]# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

[root@jfsl3 tracel# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

MRECRERRA jfs12 MNILARABRIEE « FELS AR ERILEEES TR - AREMAERT
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[root@jfsl2 ~]# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

[root@jfsl2 ~]1# /grid/bin/crsctl stop crs

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'jfsl2'

CRS-2673: Attempting to stop 'ora.crsd' on 'jfsl2'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on
server 'jfsl2'

CRS-2673: Attempting to stop 'ora.ntap.ntappdbl.pdb' on 'jfsl2'

CRS-2673: Attempting to stop 'ora.gipcd' on 'jfsl2'

CRS-2677: Stop of 'ora.gipcd' on 'jfsl2' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'jfsl2' has completed

CRS-4133: Oracle High Availability Services has been stopped.

[root@jfsl2 ~]# /grid/bin/crsctl start crs
CRS-4123: Oracle High Availability Services has been started.
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RAC BE#EM[E

4L Oracle RAC BREEGELEIELIL SnapMirror LHEEPIEEE’JM% (ERER = Shls
BFfE] o FETERERAE | Oracle RAC RiBh S EEXMFEREBER 200 A GHL B
7£ RAC AR O BkHERR ~ REERF 30 o

CRS FEBELIR TFIME o EEINET) 30 FAVABFEIRS o At CSS_critical BRETEMAE A LM jfs12 L~ B
TELEFNIES « MiLA B £AY jfs13 EE o

2024-09-12 10:56:44.047 [ONMD (3528) ]JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 6.980 seconds
2024-09-12 10:56:48.048 [ONMD (3528) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.980 seconds
2024-09-12 10:56:51.031 [ONMD (3528) JCRS-1607: Node jfsl3 is being evicted
in cluster incarnation 621599354; details at (:CSSNM0O0007:) in
/gridbase/diag/crs/jfsl2/crs/trace/onmd.trc.

2024-09-12 10:56:52.390 [CRSD(6668)]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:33194;"', interface list of remote node 'jfsl3' is
'192.168.30.2:33621;"

2024-09-12 10:56:55.683 [ONMD (3528) JCRS-1601: CSSD Reconfiguration
complete. Active nodes are jfsl2

2024-09-12 10:56:55.722 [CRSD(6668)]CRS-5504: Node down event reported for
node 'jfsl3'.

2024-09-12 10:56:57.222 [CRSD(6668) JCRS-2773: Server 'jfsl3' has been
removed from pool 'Generic'

2024-09-12 10:56:57.224 [CRSD(6668) JCRS-2773: Server 'jfsl3' has been
removed from pool 'ora.NTAP'.
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EEELENRFRZ 15 ¢ 19 © 44 o Oracle RAC E—RELEE7E 200 #)#ABF (B Oracle RAC 2#
disktimeout $Z=4l) #3F 100 *"‘@EUE

2024-09-10 15:21:24.702 [ONMD(2792)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99340 milliseconds.
2024-09-10 15:22:14.706 [ONMD(2792)]]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49330 milliseconds.
2024-09-10 15:22:44.708 [ONMD(2792)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19330 milliseconds.
2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.716 [ONMD(2792)]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd. trc

2024-09-10 15:23:04.731 [OCSSD(2794) ]JCRS-1652: Starting clean up of CRSD
resources.
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REBE IR ERANRREME « 30 FAIERE LR SnapMirror {EFH RIS RS « It RFFE LS LIRS
RETE 30 PR IBHIZ AT IRIEARTS © & 30 #AVRFESEE AT LA AN -

[root@jfsl2 ~]# /grid/bin/crsctl set css misscount 100
CRS-4684: Successful set of parameter misscount to 100 for Cluster
Synchronization Services.

ILEFR R HIA S LR FRAEER BARBI ZARIEIFE - A% « REi LUN BRIEBERIE S _EAIED
RATEER o EHIANT

2024-09-12 09:50:59.352 [ONMD(681360) JCRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 49.570 seconds
2024-09-12 09:51:10.082 [CRSD(682669)]]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:46039; "', interface list of remote node 'jfsl3' is
'192.168.30.2:42037;"'.

2024-09-12 09:51:24.356 [ONMD (681360) JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 24.560 seconds
2024-09-12 09:51:39.359 [ONMD (681360) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 9.560 seconds
2024-09-12 09:51:47.527 [OHASD(680884)]CRS-8011: reboot advisory message
from host: jfsl3, component: cssagent, with time stamp: L-2024-09-12-
09:51:47.451

2024-09-12 09:51:47.527 [OHASD(680884)]]CRS-8013: reboot advisory message
text: oracssdagent is about to reboot this node due to unknown reason as
it did not receive local heartbeats for 10470 ms amount of time

2024-09-12 09:51:48.925 [ONMD(681360) JCRS-1632: Node jfsl3 is being
removed from the cluster in cluster incarnation 621596607

Oracle Support 38ZEZE AR TR IR AR 28 - URRAARERIE - 76 - EHFZBRT - EFELE
BHYOFERVEERAEERH « B35 SAN Ft% - EHRMERGEFESAR o 590 ~ YNR SAN T IP R EIETE
4 RE ~ B RAC B ~ (CIEZISERRREE - MABWEEE RS IR AE o AT R ERRIERME T
BRPERERE « MIFFRARE - RIBEREBINRTER « 2@FE L2 UEERE RAC IRIE ~ EFEH
HEi Oracle Z1REA—E o {£F SAN FIHEEF ~ BE ZREIIRA 200 BY miskcount ~ ART S HERERIFF o Y15
Hh&E M ~ AR hES" -

5 5=

FEFRANLSHENERERERELGNERETHER - BENETEFNBEREAR
10 EZEEFHN 151 c —BilBiE 15T « 10 MEGETE—REGETZMLE HET -

MRIABREERAZETE « WELE _ERY Oracle RAC ERBEI EIEKRETFARTS « LR BN BEEMAER

26


oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html

EWa

BU

~ B AMERIRY 200 FOEERRIEAEIRE o

2024-09-11 13:44:38.613 [ONMD(3629)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99750 milliseconds.
2024-09-11 13:44:51.202 [ORAAGENT (5437) ]JCRS-5011: Check of resource "NTAP"
failed: details at " (:CLSNOOOO7:)" in
"/gridbase/diag/crs/jfsl3/crs/trace/crsd oraagent oracle.trc"

2024-09-11 13:44:51.798 [ORAAGENT (75914) JCRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 75914
2024-09-11 13:45:28.626 [ONMD(3629)]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49730 milliseconds.
2024-09-11 13:45:33.339 [ORAAGENT (76328) ]CRS-8500: Oracle Clusterware
ORAAGENT process 1s starting with operating system process ID 76328
2024-09-11 13:45:58.629 [ONMD(3629)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19730 milliseconds.
2024-09-11 13:46:18.630 [ONMD (3629) JCRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-11 13:46:18.631 [ONMD (3629) JCRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.638 [ONMD(3629)]CRS5-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.651 [OCSSD(3631)]CRS-1652: Starting clean up of CRSD
resources.

RAC i HERFEFARTSHY SAN BRISHRREANT ¢

oradata7 (3600a0980383041334a3£f55676c697347) dm-20 NETAPP,LUN C-Mode
size=128G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
| -+- policy='service-time 0' prio=0 status=enabled
| "— 34:0:0:18 sdam 66:96 failed faulty running
"—+- policy='service-time 0' prio=0 status=enabled

- 33:0:0:18 sdaj 66:48 failed faulty running

Linux EHERAZIBRIEREEZ R 200 7 « BEERNERNAERE « ffFnS AR RERNEETRR
Oracle RAC 57 T/R%E 200 ) o STREREFER ST B TTAEINIE -
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2024-09-11 13:46:34.152 [ONMD(3547)]CRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 14.020 seconds
2024-09-11 13:46:41.154 [ONMD(3547)]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 7.010 seconds
2024-09-11 13:46:46.155 [ONMD(3547)]CRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.010 seconds
2024-09-11 13:46:46.470 [OHASD(1705) ]CRS-8011: reboot advisory message
from host: jfsl3, component: cssmonit, with time stamp: L-2024-09-11-
13:46:46.404

2024-09-11 13:46:46.471 [OHASD(1705) ]CRS-8013: reboot advisory message
text: At this point node has lost voting file majority access and
oracssdmonitor is rebooting the node due to unknown reason as it did not
receive local hearbeats for 28180 ms amount of time

2024-09-11 13:46:48.173 [ONMD (3547) JCRS-1632: Node jfsl3 is being removed
from the cluster in cluster incarnation 621516934
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Cluster2::> snapmirror failover start -destination-path jfs as2:/cg/jfsAA
[Job 9575] Job is queued: SnapMirror failover for destination
"jfs as2:/cg/jfsAA U

Cluster2::> snapmirror failover show

Source Destination Error
Path Path Type Status start-time end-time Reason
jfs _asl:/cg/jfsAA
jfs as2:/cg/jfsAA
planned completed 9/11/2024 9/11/2024
09:29:22 09:29:32

The new destination path can be verified as follows:

Clusterl::> snapmirror show -destination-path jfs asl:/cg/jfsAA

Source Path: jfs as2:/cg/jfsAA
Destination Path: jfs asl:/cg/jfsAA
Relationship Type: XDP

Relationship Group Type: consistencygroup
SnapMirror Policy Type: automated-failover-duplex

SnapMirror Policy: AutomatedFailOverDuplex

Tries Limit: -

Mirror State: Snapmirrored

Relationship Status: InSync
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