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NetApp 748 T {E A FLI BF SAN BIERBIE "FEIMILUNEE A STHONTAP" ©

REREMEHIBRRRE - TEEREVE ST R o B3 FC BIFME7E ONTAP E1gf LUN 2% ~ LVM &
ZHESITE LUN 3BEY LVM FAEE R o b9k ~ B @B At DT LB ER « BEE— T HHERT R o iR/ DE
HERAT ~ IRIBASEEERFERBVAERBIESR - HPEIEAREERTINZ2EER o fIt0 - IEH Linux R4
/etc/multipath.conf 2EI5FEET WWN BVFREIABEFT ~ LUBE FLI FRrftipYEess o

@ INFBXIRAAREBERAEN  5F26 NetApp B MEHRR - MREMIREREIER « FHAE
NetApp ZRLAEIF17#Bh ©

IEEEFIEET Linux fAARES_ EAERI ASM #1 LVM LUN B8 - HthEERAMZIE FLI ~ SEAT IR T RIAER
A « {BIRAIHER ~ ONTAP 2F48[F o

#%75 LVM LUN

EHENE—L ZHNEREN LUN © FZLHFRmEFI « SEREMIE SAN BIERRAR /orabin M
/backups °

[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install

/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

Volume E#HEMBTB I U EE R BHHE - ZBBFEAEIX (Volume B¥4ERTE) - (EBEMEERLTE) - #&
EEIERT ~ Y Volume B#4H sanvg ©

° pvdisplay 8% A] AR HAIZIELE Volume B¥4BRY LUN ~ SRR o EEREER T ~ HF 10 & LUN 485%
sanvg Volume B#48 °
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[root@hostl ~]# pvdisplay -C -o pv_name,pv_size,pv_fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

75 ASM LUN
ASM LUN th4BE#EE o ZE L sysasm FEAENE D sqlplus B LUN F1 LUN BISHEIE « 5847 T

< -

SQL> select path||' '|los mb from v$asm disk;
PATH||''||OS_MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FC MR EE

BRIRIRE S 20 EEZER LUN - BETEAIR SAN - 38 ONTAP Ae$77EXBAIM LUN © B ERBE -~ 8
ONTAP /BTt B RIRY LUN FEEVAERRE « A AEAZERBIIMIE B o

AFF/FAS 4t EZE/Dii7EiE—(E HBA EIHIER E A RBIFERIE o IbIh ~ AZEEH FC &1 ~ 32 ONTAP 5E3
TZENSMER(ETZRES E B9 LUN o BLLE( 205 28 FE LUN ES « [REIMILE WWN Bl ZEEEER LUN ° (FiafE
150~ LUN ESHAEER ~ A5ERT ONTAP WWN 7ZE## o



SERRIEP BR1E - ONTAP FEREEAIGIRIIMNEBRAETEMEY] storage array show @< ° ©ELIMNEARBILER
R R EIMER LUN BYEES o TEATEERIF ~ Z5MEBRE! LAY LUN FOREIGN 1 £ ONTAP F{ERRTEIEEE
7~ FOR-1 ©

s Al S ER |

Cluster01

name

::> storage array show -fields name,prefix

prefix

FOREIGN_l
Cluster01l::

scal5MER LUN

AT LGB EXERTIH LUN array-name & storage disk show ip% o BEEFIERETZINE

1l o

RERINE

Cluster(Ol::> storage disk show -array-name FOREIGN 1 -fields disk,serial

disk

O J o O w N

Ne)

.10
.11
.12
.13
.14
.15
.16
.17
.18
.19
FOR-1.
20 entries were displayed.

20

serial-number

800DTSHUVWBX
800DTSHUVWBZ
800DTSHUVWBW
800DTSHUVWBY
800DTSHUVWB/
800DTSHUVWBa
800DTSHUVWBd
800DTSHUVWBDb
800DTSHUVWBC
800DTSHuUVWBe
800DTSHUVWBE
800DTSHUVWBg
800DTSHUVWBi
800DTS$HUVWBh
800DTSHUVWB]J
800DTSHUVWBk
800DT$HUVWBm
800DTSHUVWB1
800DTSHUVWBO
800DTSHUVWBN

Cluster0l::>



i IMNERPES! LUN B iR A3 A (RSEIER

SMER LUN —RRIAZ ERAA(EMAFERY LUN 82 o 7EEE A BRI Z AT ~ #7814 LUN 1Z52 29N ~ Rl EEARR
AREIEE o BRIEEEARISERRLEPER storage disk modify 3% ~ W FAEHIFRT « FBER ~ ILTEF
& LUN 125274 ONTAP FRISMER « A EHRHERIERIZ AIMIE LUN &5 o

Cluster0l::*> storage disk modify {-serial-number 800DTSHUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBn} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuVWBo} -is
-foreign true
ClusterQ0l::*>

BT HARR & LU EA2EERY LUN

EE (AR EIEFHBEN LUN o IR Volume ARAEERILER ONTAP THAERVEERETE o 7EUEEEHI ~
ASM LUN EREE—EIEER - M LVM LUN BIEES ZEIEER o ST ESHE LUN E/EERIEE4E
REE - HIIIDE ~ EBIRERIERTE QoS 1% o

& Js

8E snapshot-policy ‘to ‘none o BEIEFAISEEIEAEERRNE o ALt - IR RBEREIMEI ~ 7
REEKIRIEMNZETREFERE - AARBHESHIRARENER

Cluster0Ol::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0Ol::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

ClusterO0l::>

737 ONTAP LUN

BITHIRE R 2 1% ~ BRRIIHN LUN o —fRTiS - B3Z LUN EEFREIST LUN ANZEBRIZE « BIELLE
S~ SMNEPRARES | BB EEAT S o FILL - ONTAP B1SERFIEEE BRI LUN BREEE - Stha @
LUN A& RO 2IRKERIREEE LUN S5 « TR SEMEE o

TR BRR ~ FoRas R B SMNER PR 2 R 208 ~ LUFEIRIEFERYSMER LUN ERIEFERYET LUN #8FF o



ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUNO -ostype
linux -foreign-disk 800DTSHuUVWBW

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTS$SHuUVWBN

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTS$SHuVWBO

Created a LUN of size 10g (10737418240)

2237 P ARAR

LUN IREZI ~ BRARRERAER I o TRITIEDERZAT « H7R%eiE LUN BERR - BIREINMS B EERESR
MAZEREEETZE o 1R ONTAP AFFEAR L LUN ERITHE « AIAEREMRITFIER « ERERERTE
o SRHIEERE Joi LUN BEARBVZRSMND BR « AENRHESRER E#NER LUN A% Ea M -

Cluster0Ol::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new 1lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new 1lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

LUN B#AR1E ~ (SR LUEIMNER LUN SRS ®E ~ LIEIZEEARA 1un import create @< ©



ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DT$HuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUNS8
-foreign-disk 800DTSHuUVWBnN

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWRO

ClusterQ0l::*>

BIUFMEEARGZE - BIAJR LUN 5T E4R

ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
ClusterOl::*> lun online -vserver vserverl -path /vol/new_asm/LUN1

ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUNS8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9
ClusterO0l::*>

2 ERENESEF4R

LUN ° Z2EBE I —1@ igroup - 7l HERFIZEER) FC WWN ¥ iSCS| B Eh2safBRksem o 7ERB ARE
BF ~ {2 FC LUN 4 FLI o i ~ 8% iSCS| B#REE—IERMEMN T « WFrR EHtnEiEia
7EUEEEHID « S —1@ igroup ~ HPESHE WWN ~ $FER 1% HBA L e FRIMI{EEIEE o

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

ieHT LUN ¥ fEE 1

f£3817 igroup Z1& ~ LUN ZHEETEZERD igroup © ZLt LUN EE AR igroup FEEEI WWN © NetApp &
BB EREFBRPSEREEERDEE ONTAP « E—RREE « AAUNR FHERS & BIMNEBREHIFIFTEY
?:.NTAP 4% ~ ol sE 2 A L RIRAEHEREFIRA LUN - ERIE RSN EREHERERZ

E [o]



Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

ClusterQ0l::*>

L= Ed

HNEEE T FC R « FILE LB RIEINE LUN B ABARI S 4 i o 5@ - HhERes
BA—ELLEFEENEREIRIZFMEH FC D EFMEMNRER « LUERE# FC EARAE
EHMER LUN 32 ZE ONTAP o

HEF2FF R ERARAN T -

—_

- 7E5MER LUN _E#ITFRA LUN JES) ©

2. BEH FC BREMEMENI ONTAP R4 ©

3. fEEEAZR ©

4. EIERE LUN o

5. EMENENERIE ©

CAEBLEBRERFTH - —ERIBBELTERN LUN « FLEJLUTE ONTAP LM « TAEBERHENIEF#EE
TR ER o FRAEREET S EXEISMNT LUN ~ MEFRAERASERS EAMERET] o EREEIEE PR F

#Em FCREMN AR HR « FILHMEERNE R EMEZ R TR « AR/ - IRERRE - AT LUE
EEMREIRE « EEIBEERFTH - EARGERRRSL

BIFAE L E
EAEHF ~ FILIRIBHE —T ZRAERE -



[oracle@Rhostl bin]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base remains unchanged with value /orabin
[oracle@hostl binl$ sglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, Automatic Storage Management, OLAP, Advanced
Analytics

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL>

B8 PR AR AR AR 55

Hh—(EZERER SAN BEZRAAKTE S Oracle ASM RS - EEFIEER LUN ~ AIZZHREZRSK &
EREEIMERRGE LF I L ERBERNERIERER -

[oracle@hostl bin]$ ./crsctl stop has -f

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'hostl'

CRS-2673: Attempting to stop 'ora.evmd' on 'hostl'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'hostl'

CRS-2673: Attempting to stop 'ora.LISTENER.lsnr' on 'hostl'

CRS-2677: Stop of 'ora.DATA.dg' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'hostl'

CRS-2677: Stop of 'ora.LISTENER.lsnr' on 'hostl' succeeded

CRS-2677: Stop of 'ora.evmd' on 'hostl' succeeded

CRS-2677: Stop of 'ora.asm' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.cssd' on 'hostl'

CRS-2677: Stop of 'ora.cssd' on 'hostl' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'hostl' has completed

CRS-4133: Oracle High Availability Services has been stopped.
[oraclefhostl bin]$

EIFFIER R
SRFTETZREORIR ~ umount {EEABIARY) © MSRMIRIEIE « ERME LAEERENAERF © o fuser H9



A EBAELAZR o

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

{ZF3 Volume E%4H
EIBRFERE Volume EE4HPRVFREIEZRE R4 - BIAI{E % Volume £4

[root@hostl ~]# vgchange --activate n sanvg

0 logical volume(s) in volume group "sanvg" now active

[root@hostl ~]#

FC /BMEE

IRERIIAER FC &1 ~ MABFREMEISMNERIETBIFRA FFEVE « TR I ¥ ONTAP RIFFEVE o

FIREARF

EERE) LUN BEATER ~ 588117 lun import start 3% °

Cluster0l::lun import*> lun import start -vserver
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver
/vol/new_lvm/LUN9

Cluster0l::1lun import*>

BiITEAEE

vserverl

vserverl

vserverl

vserverl

-path

-path

-path

-path

E A E B EEEALEZ 1lun import show 3% © 1R ~ BATIETEEAFRA 20 {8 LUN ~ ERREMES

BHESMEE(VEETR « (hATEM8 ONTAP FZEXER) o



Cluster0l::1lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

MRECFERGER  FIEEENMRRNEMERT - EElen < isHFrABEIMINTTMALE lun import

show © ARIEAI LR IR P At Te B EAZ R "I a0 LUN EEA © 5ERL"

MRCRER LBE  SFEETERHNEERPEMRR LUN ~ TEREIARTS -

¥t SCSI RKEEE

AERZHIERT ~ ERRFH LUN R BEREREEMAE TN - RS EDBRENBRERE « ERER
FREHEY LUN ~ IZEEFNEE - IS EREEE - U THABRHTER EHRERERF

AR AR T A  SERERNFMAEBHMEFE /ete/ fstab BESRBZERN SAN BRGWEE
2R o FISRAKMITULIRE « B LUN ZIERE « (FRRMASEREZRK - ERBERATIREEH - 1iE - B
EARBRENSEELE M ERISEIFE RS E /etc/ Estab JAE—3K « FAERIEIEE R FLUEITRR TR o

AEBHIPAERA Linux hRAS LAY LUN BIEAER#FH rescan-scsi-bus.sh 88 < ° MR THIN » &E LUN B

TETHIREH LD o BT AEREARE « BUNRHSEM igroup 4HAEIERE « 5% LUN EZERETAES
NETAPP R FE o

10


oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html

[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
SCSI target IDs
Scanning for device 0 2 0 0

Scanning host 0 for

OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1
Type: Direct-Access
Scanning host 1 for SCSI target IDs 0 1 2 3
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H
Type: CD-ROM
Scanning host 2 for SCSI target IDs 0 1 2 3
Scanning host 3 for SCSI target IDs 0 1 2 3
Scanning host 4 for SCSI target IDs 0 1 2 3
Scanning host 5 for SCSI target IDs 0 1 2 3
Scanning host 6 for SCSI target IDs 0 1 2 3
Scanning host 7 for all SCSI target IDs, all
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
0 new or changed device(s) found.
0 remapped or resized device(s) found.
0 device (s) removed.
BESERTEE

LUN RRPEF SRS ERTERENENRHE « BEXN Linux SERERS N EH S ELM[E - HEHELH

0123456

Rev:
ANST
4 5 6

Rev:
ANST

[ N N A )
(G2 @)
oA O OO O

LUNs

Rev:
ANSI

Rev:
ANST

Rev:
ANSI

Rev:
ANST

7, all LUNs

2.13

SCSI revision:

7, all LUNs

1.41

SCSI revision:

7, all
, all
all
all
all

LUNs
LUNs
LUNs
LUNs
LUNs

~N JJJ
~ 0~

~

8300
SCSI

8300
SEISim

8300
SCSI

8300
SCSIL

revision:

revision:

revision:

revision:

05

05

05

05

05

05

multipath - 11 fEGELERRHHESEMIRLE o A ~ TH@mHEREERNZERECEE NETAPP BKEF
o BEREAINFRRE - HPMIFEELIERFS 50 « MIFETIERFZ 10 o BPARYIAELFISEE R Linux BY

RERRATMAFRARE - Bt dpISMREATRIAERE o
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()  #H2mCmRmE Lnu RAREMARERXH /ete/multipath. cont REEH ©

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"= 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| = 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"= 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running

E¥EYE) LVM Volume E¥4H

WRIEFEIFZET LVM LUN -~ BIE 318 vgchange --activate y i fEZAIN o E 2% %8 Volume Manager
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EERGFIRE LUN ~ IE3R LUN ESARNVESN « i EMAABRNERBEEE sanvg
volumegroup ° A% « EEEEMANVEMNESE - IEFHEE) Volume EF4HENA] ©

[root@hostl /]# vgchange --activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

ERTHEIERRY

HIR@EHASEHRENIR « BRARATLERA « FRERIGEIIERER - WATFTL - BMEEHERMERInEHE
HERT ~ ERRRNATEEE -

[root@hostl /]# mount /orabin
[root@hostl /]# mount /backups
[root@hostl /1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 0% /dev
tmpfs 6291456 84 6291372 1%
/dev/shm

tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup

/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install

fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic

tmpfs 13179736 16 13179720 1%
/run/user/42

tmpfs 13179736 0 13179736 0%
/run/user/0

/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

EHIFH ASM 1B
ERH SCSI BB « EEBHIFR ASMLL B - BIIFRIBBENME ASMLD - ABBHURIE L
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[e}

ko

() i EREmeER ASMLb # ASM ABASHERT -

AR I BRMER ASMLb ~ 55EM /dev/mapper HEREBBEMIEIL o 78 « #EIREIAERIER © 72 ASMLib
FEENBERT » EUEAEREERERHER - EEMERE BEBTRIVEAERRTH
/etc/multipath.conf 8 udev A A ERREMERAER - BLEERDTEREEMN « URMRIRIES
B9 WWN S(EsREE s « LUFETR ASM SR E R IERAIIERR o

TEUEEBEHIT ~ EHEREN ASMLIb WiiFHHEEERET « SRR ERIGIRIFAERIAY 10 {8 ASM LUN o

[root@hostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASMI1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASMO9"

S HRENARNEARTS
AL~ LM ] ASM R EE Hg BRI - eTUEMBREAIEIRTS o

[rootQ@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

ERENERE

HRARFSEREENE ~ BIETRAENERE - TEZRBIEREZA] « AISEREFFXEDE - ASM IRFBA el
FH o
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

STRX
HEMIBERE « BEESRR « BEEABGEMS2ZA « (TERIMEEFIRE 10 ©
MFRREE R AT ~ S BFESSFA LUN NZEEF B



Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

B EE A RA (%
BEZFTTME

Cluster0l::*> lun
ClusterOl::*> lun

Cluster0Ol::*> lun
ClusterOl::*> lun

BUHEEfMIMER LUN

18 ~ BEREEER LSRR is-foreign F8RE ©

16

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

vserverl

vserverl

vserverl

vserverl

-path
-path

-path
-path

EMIFRIEEERT (% o SERE - 1/0 7EH ONTAP ERRREMIESRIZ M -

/vol/new asm/LUNO
/vol/new asm/LUN1

/vol/new lvm/LUNS8
/vol/new lvm/LUNY



Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false

ClusterQ0l::*

SRR E E i
BEARIFE LUN ESRHBERERNER -

T‘%‘“" T~ ERRERBEERIRNERRIRN—ED - TCP/IP 2EHNEHIGE - £ FC 884 iSCSI
RITEER \i{ﬂﬁﬁ?}:ﬁt%%ﬁ@ﬁiﬁ”ﬁﬂatﬂ EHMBERT « iSCSI AJieRmEEZM IP SAN Bq:TEEE’JﬁJZZIK B - 138
E@ﬁﬁﬁ? EIREETE (ERERFFENE o B4 ~ MNSRIMERMEIA] ONTAP 2 LUN A HFE—E HBA £
AFJM@FHE%’@EEE’J iSCSILUN - fLEEEFIIERER] o A% « IMAIUIERRRBIRE LUN 2% « R HEED]
FC o

THIRRFRENE FC EIAZE iSCSI pYB1E ~ (BRRRRAERAINIE iISCSI BiAZE FC NREBIE

Z24L iSCSI EiEh2s
ALHBIEEZFTEDEE FENEL iSCSI BENER ~ BNRTESEES iSCSI BiEhss - Az o

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

manager
Resolving Dependencies
--> Running transaction check
-—--> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
-—-> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—--> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update
--> Finished Dependency Resolution

17
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Dependencies Resolved

Package Arch Version Repository
Size
Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k

Updating for dependencies:
iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2): iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el7.x86
1/4

Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
2/4

Cleanup : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Cleanup : ilscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el7.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4



Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[rootRhostl /]1#

sl iISCSI BiEhas & iE

ELREBREPEELM—ARY iISCS| BiENasatE o £ Linux £ ~ B /etc/iscsi/initiatorname.iscsi
FEZ  EBTBARHE IP SAN ERYEH o

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1992-05.com.redhat:497bd66cal

FERVE =) €l e

LUN o It BREVTEM T AR —(E igroup ~ FHETBEEFEET FC WWN ¢ iSCSI BEha34iH o
TEULEGIH ~ EEIE S Linux 5 iSCSI BEH28H igroup o

Cluster0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator i1ign.1994-05.com.redhat:497bd66cal

BAPAIRIR

B LUN BEiFE 2Rl « WATERA LUN o (ERZEER LUN EREREECAERK « IBRERGUAEH
& MBEX RIS RUIRERHE - £ ASM B « 55T E EEIFR ASM HARREHAE  MRARAFRA MR ARTS

¢ FC B FE LUN
LUN =221  $57 B4 FC igroup FERREIFE o
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Cluster01l:
linuxhost

Cluster01l::

linuxhost

Cluster01l:
linuxhost
Cluster0O1l:
linuxhost

:*> lun unmap -vserver vserverl
*> lun unmap -vserver vserverl
:*> lun unmap -vserver vserverl
:*> lun unmap -vserver vserverl

1 LUN EFHEE IP 45K
454518 LUN MITZEUAERS 3R iSCS| BURREHSSBYAR o

ClusterO1l:

linuxiscsi

Cluster01l::

linuxiscsi

Cluster01l::

linuxiscsi
Cluster01:

linuxiscsi

ClusterOl::

:*> lun map -vserver vserverl
*> lun map -vserver vserverl
*> lun map -vserver vserverl
:*> lun map -vserver vserverl
WS

P& iSCSI B1Z

iISCSI SREDBMIEREER - F—RERER

-path

-path

-path

-path

-path

-path

-path

-path

ULE$4E -p arqgument Wif#ETFIRMH iSCSI ARFEZVFAE P {UNFIEIZIRIBEE
LEMME iSCSI ARFEHY IP {3k o
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[root@hostl

LAE

~]1# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl

B IP (Uit ~ LEap<RIAE

10.63.147.197:3260,1033 ign.1992-

08.com.netapp:sn.807615e%ef6llle5a5ae90e2babb9464

10.63.147.198:3260,1034 ign.1992-

08.com.
172.20.
08.com.
172.20
08.com.

netapp:sn.807615e9%ef6l111e5a5ae%90e2babb9464
108.203:3260,1030 ign.1992-
netapp:sn.807615e9%ef6llle5abae90e2babb9464:
.108.202:3260,1029 ign.1992-
netapp:sn.807615e9ef6ll1le5a5ae%90e2babb9464

B BRI E A

tVS.

:VS.

tVS.

/vol/new asm/LUNO

/vol/new asm/LUN1

/vol/new lvm/LUNS8

/vol/new asm/LUNO

/vol/new asm/LUN1

/vol/new lvm/LUNS8

~EHEIRZELUN RAE o o iscsiadm R E

EREERT -

AESERY °

—-igroup

-igroup

-igroup

/vol/new 1lvm/LUN9 -igroup

-igroup

—-igroup

-igroup

&S

e
A&

/vol/new lvm/LUN9 -igroup

EMAOHE
EZIE 3260



$£Z2 iSCSI LUN
Z237 iISCS| B1E1& - :AEMENE) iISCSI IRFSLURZREATAAY iISCSI LUN ~ MZERREE - NS HRK
ASMLib & o

[root@hostl ~]# service iscsi restart
Redirecting to /bin/systemctl restart iscsi.service

ETRENIRIR

EFTERE) Volume B¥48 ~ ERTHEER AR - EWRE) RAC IRFSSE « LUEMBENIRIR - BT TEMBERER
NetApp EZZICTEEINEF MR EMMEIERE « URMARIAERIERATERESR « TRIRFRABERIESR

AR AR T A  SFREROFMAEBIMERFE /etc/ fstab BESRBEN SAN RGN
2R o MNRARMITULDER ~ B LUN FERARIRE « RIFISEREARIMRAVERRAR o ILRIEATHRIRER - 7@ -
FEARRENALUIRVETIEIERIBE G IFE R E /etc/ fstab BETBERBNIIEERMR - FEI TR
HHRRT(E o
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