E3E2
Enterprise applications

NetApp
February 11, 2026

This PDF was generated from https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-
procedures-overview.html on February 11, 2026. Always check docs.netapp.com for the latest.



Sk

E452

1R B RIERBE
B EERZE
BRI
REERZE

BrERRE

SCEREX
SEEX - IBRAMEERRZR
SCER(ERX - ASM ERER R
RHEE iR EE

FHRERERN
EBRAMEUIIERRSR
Oracle ASM spfile #1 passwd 5%
Oracle ASM E ASM &7
Oracle ASM EtEZREAHEL
Oracle ASM E3#1 %
LVM 8

45MNEB LUN EEA
$HE
i
SR
B EEnR

0 00 N OO A ODN -~ -

© © 00 00 O N N o o a b~ b~ BN
D A OO O N B W WO W WwOoONDN



i

52

J\V/AAY

Oracle BEHERERATZ A ANIER o [ERAVEZEIUAIRIERIZEFRFEX -

FEFZIERT « RAEESH DBA #3E B S RIFNAAREME U EBRMIRE B « IREMEIRRS « SEF
F3 Oracle RMAN ZR#EBIE] o

CIX

i

~

BEREFETERRAATRERREERN IT ASRMES| o ItHh - BERFERPASERE AN I - BH
BRMERLEFRIFTNK o MUE—2K « NetApp MEFBHEXRFN IT EESFHM S MERRDBRBRESERZFH
EX o

BUBERBLIAE—REBHWE - BUSMSRRARMEAIAERE AREERTOSEFERNG X - TH
AR PRV EARE EMHARER - BUEFBARFBERER

N ~ —EFERE 5| EERBERX/BREE o T—PEURNENERS RNV 1TB  BZNTEMERE
—REFEHRMFIREES - AZSHEFLTEFEA DataGuard B8/ NEERE « BELEEFOMEEER c K%
BERTERARFARREMERER 50TB BEXlE - EALRR RS A BHANMERERATEHESE

LT REBRTREREBRENSERE - CAAERG LR —TEEAR - ARTEFNRIERTRET S
MU CRErIsEM o



& g ™TT
// P
/,/ \ //[ thi i
~Is this a scenario for i i
Is the data already on “ There are two options with

Yes i ’ . Yes—p
Data ONTAP? migrating an entire 7- the 7MTT tool.
: mode system?

Copy-based transition create
snapmirror replicas from the
source to the new storage

No No system and then allows the
user to select a cutover time.
Foreign LUN Import ¢
P Copy-free transition allows the

SnapMirror existing storage to be used.

The controllers are then
updated which allows the data
format on disk to be directly
updated to work with
tolanather. Clustered ONTAP

Consider FLI. A NetApp

storage controller can take

control over existing LUNs on <€—Yes
the SAN and make them

available to the database

server while completing the

Is the storage system
based on FC LUNs?

|SnapMirror is designed to
easily replicate selected data
from one Data ONTAP system

migration in the background.
| No

Y

RN
// / R -
Copy the data / S DataGuard
Are there many ™.
Sometimes is is simpler to " What s the total size Many smaller databases, or a small ™ This option should only be
simply create new filesystems <€—<1TB ofthe databases to databases number of large > offered as an option with care.
j;::;af:’nféni;: ?;;Zg:ta_ hemigmteds ritical databases DataGuard is an extremely
complicated effort, but if the
This has the benefit of customer has the requisite skills
providing a backout path. The " then they'll know exactly how to
original data is untouched. Large, critical »|create a DG standby, bring the
>1T8 databases databases into sync, and cut
l over.
The larger the database, the
more likely it is to require This would only be worth the
The larger the database, the special treatment. trouble if the database was very,
more downtime required to very large or there is a
3 . : perform a copy operation. | Copy operations or LVM- requirement for zero
AlM-medisted migration There is no absolute right based migration may be too Ves interruption at the point of
ASM is a hybrid volume answer. It depends on the slow. Critical database cutover.
manager and filesystem. One tolerance for downtime migrations also require
if its key features is backout paths.
transparent migration. ¢
New LUNs-are added to the Y Log Shipping
the ASM diskgroup and then s
the old LUNs are dropped. S This option is essentially a

manual DataGuard process. It is
simple, safe, and requires no
changes to the source database.

Oracle will migrate the data in | g —vyes
the background. It is generally
transparent, but can be

throttled if the 10 load is

excessive.

Is Oracle ASM being
used?

—> Is *zero* disruption
required?

a) Restore a backup of the
source database to an alternate
server.

b) Establish log shipping. This
No No No — could be rsync, ftp, a shared NFS
directory, or any other option
that makes the data available on

LVM-mediated migration

This procedure is similar to the v the altsmate servet
ASM procedure. With AIX, N . c) When cutover time arrives,
Linux, VxVM and most other \\ shut down the source database

logical volume managers there
are options to either (a)
relocate the data on a physical
LUN or (b) mirror the entire
volume group as a unit to new
storage and then drop the old
LUNSs.

y lsaDBAwith - and copy the final archive and

Isa SAN LVM in use? DataGuard skills redo logs into position.
available?

<—VYes

d) Bring up the database and
test. if there are any problems,
shut it down and resume using
the original database.
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B« WEHRKRESH LUN LRAENERE o
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FEEPNERERSIE - KEFT2EE - EHFENENE (FI40 LUN HFESE NFS EBELH#EIR) RHikE
rH—ERHE « BERERTHMBEEIE - ENLERNGPEIEMIEE - EREFERT - K AEMERER - X
EARURANEN AL NEFEGEMNENEY « BEETIFh R EhEEE -

4MER LUN EEA (FLI)
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AR LUN ~ WRSEERER o b5 « BEARFSEERZSERER Volume FIERRTE ~ iR « ERATL
EREARETRNRETRERBREEER -

Data ONTAP 8.3 FEREEN FLI ASFEGISHE o BRIEHTURIEH « BT TEBEEMA « LUN
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FLI WINAERIE BN RIBARE - EERIBRT « 187 —A2HE LUN BB ENDEE - REMAER
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BLEHNEEEREIZARESIEER (ERAREIA/N) KELE - fig0 - ZFS EBRAMBEETARS 512
AR AR EIRA/)  EMER AX WERBREELAAR 512 5 1 ~ 024 iITEERA/NG JFS2 15EA
o o EPAERAMAIE TR 4K BREE - BEEZRERARTEUMERFIERIFE  WEthgRAFE -
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BIgn ~ £ AIX £ ~ AIUAfEREIR&EIRA/N 1sfs —g o M Linux » xfs_info M tune2fs AIAR xfs

ext3/extd o Bl zfs s AR zdb -Co

EHREANNBES ashift MEBETERER 9 » B 209 5 512 it - A7 BIFHRENHE ashift Hdb
B 12 (2M2=4K) o ILERERIR zpool FFRER » FEEELY » BERMKEEABIEIE zpool ashift fF 12
BN ~ FERERMEREITRILA zPool ~ LUEITHHE o

Oracle ASM ZEEAREIRA/ - ME—HERZWAIEFEHZT ASM HIRFREHIR DB & -

7-Mode Transition Tool

7-Mode Transition Tool (7MTT) @—EEHEMELBRER « AR KR 7-Mode #HREFEEE ONTAP o KZH
BRERREREMAEHLERES « XoREREMPIEEFRERERBEIRIEENE « MIFEMEERERE
FR B o b9 « BERERE RRRAREEFRIEN—E9 - it - EREEFE2ERBE « HifIRE
BRI LAUER 7TMTT #7188 -

BLBE R EAEAETHANERERHIME RS  SEEERE O S SIS « RN S AR
B AIIERERR  LUN MESEHE « (EMERASE L By N EAR  mEEERT « TMTT i
EEYEIAE TR LIS -

TMTT BJfE T Y mEE R P — & (F

o *iERURIEA (CBT) *7MTT $2fC CBT ~ RAIEFIRIBEFIRAR 7 IR RARE SnapMirror HEE o Bl
BE% ~ TMTT S7RERIERF o

s *IER - 5 (CFT) o *#XA CFT M 7TMTT @1R#BIRA 7-Mode HFEABERI R EHATE - A EESR
FRIER ~ the] U EEFEARENHEIEE - RRIRANERHMRELGHFRERARE -

EmERENTREREN | BERNEREEIREANNSGE - AFRAERERIA 7-Mode HA ECHBIRERR

B REMNEZIFIRIZ T © RABARUBEH S0 HIE - EREFARRENNHRERS) o 5 « At
I EMRFHEREN SRR EE N PAENELS It AISE S ARRNBIARRE « BEFEN - REFSER

NetApp Z:E 5T 1 NFEMECE R EMECEWIRE « 15 DIEE 2 /N\EFHPEE AR o

:91\[: ".J:""_h'

BErlERRE

E—mp <RI ENERIBY Oracle BRMEZ ©

Flgn ~ THep L ERERIEZE IOPST.dbf IERRATBL /oradata2 EWEERLR /oradata3 °
SQL> alter database move datafile '/oradata2/NTAP/IOPS002.dbf' to

'/oradata3/NTAP/IOPS002.dbf"';
Database altered.

RIS ZRBERMIERAIAEERIE  BEEFAREL RN /0O - METEARENEI(FEH - Bk ~ &
B ASM EfT FERBERUERAIT « BAISEENBERFEBEENEIRE

TRAIBILASHERE - ARBBEHER « KRAERFHERERPITIRRE © 1R(FFrEMnRHE ECeT
v$ TIRREERE I



SQL> set linesize 300;
SQL> select elapsed seconds||':'||message from v$session_longops;
ELAPSED_SECONDSII':'IIMESSAGE

351:0nline data file move: data file 8: 22548578304 out of 22548578304
bytes done
SQL> select bytes / 1024 / 1024 /1024 as GB from dba data files where
FILE ID = 8;

GB

EULEEHIH « FBEBITEZRE R datafile 8 ~ K/\A 21 GB ~ BEH 6 DEEA SR E - FRERBREEABCRNEER
47~ BIFAARRAIINAE ~ U BRSNS EIEE)

SCER{HE

ERARRERETEENEREENUER I REEMERNER - AERUREEGEX
FFIRIBRY G VA ©

—B T  SEMEENEBSE B EETT ~ FEABENEERFFRIFAKEDL o FlE0 ~ cron TERIHEE (a
) BRI EENEFMAUE I (b) & 15 DEERE—X - EEMUTEHRREPEREEERE - BAL
AEBRBIB 15 DIEMERIECEE o

LUTRRFER EthEREERIEE - FriEEE AU NetApp SnapManager for Oracle ( SMO ) #1 NetApp
SnapCenter Oracle Plug-in AHY5|%E - HLEX R BEERIESHEE WFA TIEREZERFIRERRETEIINER
{EZ£ o HPAILFZF LB SnapCenter 5% SMO EAFMME ~ BN ERFRIETIESHE « M ONTAP A EREIE
API BIFTE—SREERERE ©

SEREX - ERAREERRA

EEHREBIA B AERHNENER—RIERRAABREEMUNR TR AR EVEM—RIERRL - SR
SnapMirror B] ARIIRENEFHER « BET A EEREF AN —Z9D °

v
E—SRETANERD - MBS - LEFRE—ERNER | TRERNBEERERNT -
8t

TELEEBHIH ~ FRIRFEIENLRS ONTAP R4 L - BUENERNREENAEZZSERRR - FEREEREER
R AT IE snapshot create nggzﬁ*iﬁﬁE’ﬂﬁﬁﬁf—%@tiﬂﬁﬁ% °

SQL> alter database begin backup;
Database altered.



ClusterOl::*> snapshot create -vserver vserverl -volume jfscl oradata
hotbackup
ClusterQl::*

SQL> alter database end backup;
Database altered.

AR IEHIRR ERYIRERAEZS hotbackup @a)EET?METHE‘EH%E’Jﬁﬂffmmﬁﬂ% MREEEENRECTRUESR
FHEZRE—E ~ RIILRIRPVER A ERERNERNER - EEERR T » cEEREIMEMRES -

BREREMIRE

REXNBERRIBETERED c ErIUEEZEA TR @#é Oracle RMAN - {7 FERTEIN (0
NetBackup ) ZR * NEfHEENENAHEDIERNNERIESR

TELEEBHIH ~ SnapMirror AR IRIBEVEINER ZIFAIE ©
1. BIFBIREREE LUBIRIRIBE R o {E9IR1EHRE jfscl oradata E vol _oradata°

ClusterOl::*> volume create -vserver vserverl -volume vol oradata
-aggregate data 01 -size 20g -state online -type DP -snapshot-policy
none -policy jfsc3

[Job 833] Job succeeded: Successful

ClusterOl::*> snapmirror initialize -source-path vserverl:jfscl oradata
—-destination-path vserverl:vol oradata

Operation is queued: snapmirror initialize of destination

"vserverl:vol oradata".

ClusterOl::*> volume mount -vserver vserverl -volume vol oradata
-junction-path /vol oradata

Cluster0l::*>

2. % SnapMirror REAMAER ~ RMEP BT ~ FHIREFIRAVIRIRRERIFE o

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields state
source-path destination-path state

vserverl:jfscl oradata vserverl:vol oradata SnapMirrored



ClusterOl::*> snapmirror update -destination-path vserverl:vol oradata
—-source-snapshot hotbackup

Operation is queued: snapmirror update of destination

"vserverl:vol oradata".

3. I LUE B R R EREE P I newest-snapshot $ESTHEREE ERYIREANL o

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields newest-snapshot

source-path destination-path newest-snapshot

Cluster0Ol::> snapmirror break -destination-path vserverl:vol oradata
Operation succeeded: snapmirror break for destination

"vserverl:vol oradata".

Cluster0l::>

o. MEFTHINERAMR - FREMRAEERARR - BRENEFZEFERFH LVM ME o BBRE FC NEDK
iISCSI 48 o #1781 LUN BUELRE ~ oS0 Linux pvscan AISE R EIRR MR E B4R, LUN EEIERE
HRL-E 7_'-15]!:.0% ASM 2&3H o

TEUEEEHIH ~ EFARGER NFS IER AR o WIERAR T EIEHE -

fas8060-nfsl:/vol oradata 19922944 1639360 18283584 9%
/oradata
fas8060—nfsl:/vol_logs 9961472 128 9961344 1%
/logs

BICEBINERIIE A

BT RN ERIIERIREE A o o backup controlfile to trace YR F i T UEMEILIEFIE o
FEFELEBERT « LDl ARREMNERERE - MEEEARMITENEERETIERIESH

1. LUFap < BV BN BB IR EE A B>t -

SQL> alter database backup controlfile to trace as '/tmp/waffle.ctrl';
Database altered.
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2. BUEHIEZ B  SARERE RN ERSS

[oracle@jfsc3 tmp]$ scp oracle@jfscl:/tmp/waffle.ctrl /tmp/
oracle@jfscl's password:

waffle.ctrl 100% 5199
5.1KB/s 00:00

BN 2HIES

EHBRER N EE—ESEGE - REEMNSESMBRIM spfile 5§ pfile 17 pfile © TELLEHIF ~ RIFEKIERE
FAEYZ spfile ©

SQL> create pfile='/tmp/waffle.tmp.pfile' from spfile;
File created.

#2137 oratab I5H

I oratab IBH ~ AREIEEE(EU oraenv ELARER o & oratab J8H ~ ;A5 FAIFER ©

WAFFLE: /orabin/product/12.1.0/dbhome 1:N

BB
%g%ﬁﬁ REEFEAREE  CUERILEM - SRIENEREEFEAN - EEEHBERER  Fm MIRER

[oracle@jfsc3 ~]$ . oraenv

ORACLE SID = [oracle] ? WAFFLE

The Oracle base has been set to /orabin

[oracle@jfsc3 ~]$ cd SORACLE BASE

[oracle@jfsc3 orabin]$ cd admin

[oracle@jfsc3 admin]$ mkdir WAFFLE

[oracle@jfsc3 admin]$ cd WAFFLE

[oracle@jfsc3 WAFFLE]S mkdir adump dpdump pfile scripts xdb wallet

W

FIEETER

1. EERSHERNIFFERS « FRIT TS o TBRAIE SORACLE HOME/dbs Bif o EEREERT
pfile BIARTE(E T o EH%@@%E?qﬂE’\JqﬂFﬂﬂ*ﬁ%ﬁ% °
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[oracle@jfsc3 admin]$ scp oracle@jfscl:/tmp/waffle.tmp.pfile
$SORACLE HOME/dbs/waffle.tmp.pfile

oracle@jfscl's password:

waffle.pfile 100% 916
0.9KB/s 00:00

1. RBEREIEE - HIU - MRBECRUBCEE - AIUAEE pfile LURPITIIE o FEILHEHF - RAE
HIEEEENEN « BB RH T ECEEM BEFHER R R Z Malf

[root@jfscl tmpl# cat waffle.pfile

WAFFLE. data transfer cache size=0

WAFFLE. db cache size=507510784

WAFFLE. Java pool size=4194304

WAFFLE. large pool size=20971520

WAFFLE. oracle base='/orabin'#ORACLE BASE set from environment
WAFFLE. pga aggregate target=268435456

WAFFLE. sga target=805306368

WAFFLE. shared io pool size=29360128

WAFFLE. shared pool size=234881024

WAFFLE. streams pool size=0

*.audit file dest='/orabin/admin/WAFFLE/adump'
*.audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/oradata//WAFFLE/controlOl.ctl','/oradata//WAFFLE/contr
0l02.ctl’

*.control files='/oradata/WAFFLE/controlOl.ctl','/logs/WAFFLE/controlO02.
ctl'

*.db block size=8192

*.db_domain="'"

*.db name='WAFFLE'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=WAFFLEXDB)'
*.log archive dest 1='LOCATION=/logs/WAFFLE/arch'
*.log archive format='%t %s %r.dbf’

*.open_ cursors=300

*.pga aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_ tablespace='UNDOTBS1'

2. {REESTRNTE ~ SAIRIRIL pfile 1L spfile ©
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SQL> create spfile from pfile='waffle.tmp.pfile';
File created.

B IERIE

ErI—EZ RS ~ BYE backup controlfile to trace BEEEFHFERES c FIEH S ESDE
controlfile recreation Bi% © ILEMAIEERPIZSLHER THE] set #1. NORESETLOGS ° {CiE(&
43BHYA create controlfile reuse database WEBSEEF noresetlogs © HERED (5) F
ﬁ: o

1. EILEHIREFD - EREBIWTAS -

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/logs/WAFFLE/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/logs/WAFFLE/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/logs/WAFFLE/redo/redo03.log' SIZE 50M BLOCKSIZE 512
—-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/system01.dbf"',
'/oradata/WAFFLE/sysaux01.dbf"',
' /oradata/WAFFLE/undotbs01l.dbf"',
'/oradata/WAFFLE/users01.dbf"'
CHARACTER SET WESMSWIN1252

4

2. RBBHEEULIETH - URMEBEENIUE © fI80 - BAAIZIES /0 WELERIESE « AIe g NG
MESMEREFE LMERAR - EHMERT « EEEEAAREEAARREESNIER « AINTEEA
iR & P IRBESER PDB BRHEZR o

3. 7Lt DATAFILE stanza (RIGAE « BEMEREREPIAIE /redo MIFEFEEALRZEM
/logs ©
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CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/systemO1l.dbf"',
'/oradata/WAFFLE/sysaux01l.dbf"',
'/oradata/WAFFLE/undotbs01.dbf"',
'/oradata/WAFFLE/usersQ0l.dbf"
CHARACTER SET WESMSWIN1252

.
r

ARCHIVELOG



SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes
SQL> CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
2 MAXLOGFILES 16
3 MAXLOGMEMBERS 3
4 MAXDATAFILES 100
5 MAXINSTANCES 8
6 MAXLOGHISTORY 292
7 LOGFILE
8 GROUP 1 '/redo/redoOl.log' SIZE 50M BLOCKSIZE 512,
9 GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
10 GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
11 -- STANDBY LOGFILE
12 DATAFILE
13 '/oradata/WAFFLE/system01.dbf"',
14 '/oradata/WAFFLE/sysaux01.dbf"',
15 ' /oradata/WAFFLE/undotbs01l.dbf"',
16 '/oradata/WAFFLE/users0l.dbf"
17 CHARACTER SET WES8MSWIN1252
8
Control file created.

SQL>

MRBEAERPREUEN S HREER - MEEEHER « IFHUAEENIRR - BRECHE - BREARREE
HIERR - BRERATHENERDETSERAENERER - W ALERRERLME - AEEENE—R -

YIasCERER
BT HEEMMERE— - EOFENTIBCHREIEFE - AstZEEAIMERTE - ARERRAT » RIGARES
éﬂ@ﬁﬁﬁﬁ%ﬁ%ﬂﬁ%ﬁ%ﬁﬂx%@ NFS £/ - MEREEIE I ERETRN - EEMIBERT « K AERBER

BN ~ FHEE scp MFERIRFRA B RTSCE I SRRMA MRS E RSB EARES
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[oracle@jfsc3 archl]$ scp jfscl:/logs/WAFFLE/arch/* ./
oracle@jfscl's password:

1 22 912662036.dbf 1005  47MB
47.0MB/s  00:01
1 23 912662036.dbf 100%  40MB
40.4MB/s  00:00
1 24 912662036.dbf 100%  45MB
45.4MB/s  00:00
1 25 912662036.dbf 1005  41MB
40.9MB/s  00:01
1 26 _912662036.dbf 100%  39MB
39.4MB/s  00:00
1 27 912662036.dbf 100%5  39MB
38.7MB/s  00:00
1 28 912662036.dbf 100%  40MB
40.1MB/s  00:01
1 29 912662036.dbf 1005  17MB
16.9MB/s  00:00
1 30 912662036.dbf 100% 636KB

636.0KB/s 00:00

VIasCERE AT IBIX

TEZITFIEERNER ~ U B A S REFHIBIN recover database until cancel IEEZ[EE AT B
EERETA B AAYECER ©

16



SQL> recover database until cancel;

ORA-00279: change 382713 generated at 05/24/2016 09:00:54 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 23 912662036.dbf
ORA-00280: change 382713 for thread 1 is in sequence #23

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 405712 generated at 05/24/2016 15:01:05 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/l1 24 912662036.dbf
ORA-00280: change 405712 for thread 1 is in sequence #24

ORA-00278: log file '/logs/WAFFLE/arch/1 23 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

ORA-00278: log file '/logs/WAFFLE/arch/1 30 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 31 912662036.dbf’
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

RAANERIESC OB EOIRER « EERERIRR st §I5HE B sqlplus IEESHATERIGCEE - B
FEIZIEZE o RETRFISERSCEIE R RTFE ©

SNREERERECER 2 AR LARARAZRIRE R E « AU R RBERIT—R - BRIESCE SRR BIBM « RARERF
SHIRERETEINER - MEREENEFCER

RIS IR R R BRI

AEARZHIERT ~ BEEEAGIUANT - BEREFIEEXREERBRTTH « ERTCHROBFEERER
AERELBHNIT - At - BEEIRENRER « W ABRNERRDVEH -

EERMAEFZANILUIERSIESHE « BEPRZECIN S EZZ—2[FH rsync ~ ERBRANERER L BEN -
FRIEAARERARZENHEZEHEREABHE o fIfl v rsyncd.conf FIIERBERNMAEILANE
JR waffle.arch {EFH Oracle FAEEEN « THEE /logs/WAFFLE/arch e REEMRE - BRRAMH
38~ MREEUEREEER « (BEREE o
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[root@jfscl archl# cat /etc/rsyncd.conf
[waffle.arch]

uid=oracle

gid=dba

path=/logs/WAFFLE/arch

read only = true
[root@jfscl archl]# rsync --daemon

T e B AR ARFEC IR B M E rsync BIREY waffle.arch 7ERIAGERSS E - o t 5|&
rsync - potg IRIEFFRBIECLEBMERIEE « RIERIIER o ILEFREERESIVEIEEH o tbfH<thalfE
cron FHHEE A EHRHIT ©
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[oracle@jfsc3 arch]$ rsync -potg --stats

/logs/WAFFLE/arch/
1 31 912662036.dbf
650240 100% 124.
1 32 912662036.dbf
4873728 100% 110.
1 33 912662036.dbf
4088832 100% 50.
1 34 912662036.dbf
8196096 100% 54.
1 35 912662036.dbf
19376128 100% 57.
1 36 912662036.dbf
71680 100% 201.
1 37 912662036.dbf
1144320 100% 3.
1 38 912662036.dbf
35757568 100% 63
1 39 912662036.dbf
984576 100% 1
Number of files: 18
Number of files transfe

Total file size: 399653376 bytes
75143168

Total transferred file

02MB/ s

67MB/s

64MB/s

66MB/ s

75MB/ s

15kB/s

06MB/ s

.74MB/s

.63MB/s

rred:

size:

Literal data: 75143168 bytes

Matched data: 0 bytes
File list size: 474

File list generation time:

File list transfer time
Total bytes sent: 204

Total bytes received: 75153219
sent 204 bytes received 75153219 bytes

total size is 399653376

EWEIGE R & ~ WEEHIENGEE © RIEVEHIZEEREER sqlplus lRFEIHIT recover database until

:00:

:00:

:00:

:00:

:00:

:00:

3003

:00:

:00:

00 (xfer#l,
00 (xfer#2,
00 (xfer#3,
00 (xfer#4,
00 (xfer#b,
00 (xfer#o,
00 (xfer#7,
00 (xfer#s,
00 (xfer#9,
bytes

0.001 seconds
: 0.000 seconds

speedup is 5.32

--progress Jjfscl::waffle.arch/*

to-check=8/18)

to-check=7/18)

to-check=6/18)

to-check=5/18)

to-check=4/18)

to-check=3/18)

to-check=2/18)

to-check=1/18)

to-check=0/18)

150306846.00 bytes/sec

cancel » ER— BRI LR B CORER o ILRBREIEAERAFFTLRIE L "SR EME LR - 52

WEERIEEREEMPTIERZENERIS|H - MILAEZSEREBEFETERERESH
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[oracle@jfsc3 logs]$ ./replay.logs.pl WAFFLE

ORACLE SID = [WAFFLE] ? The Oracle base remains unchanged with value
/orabin

SQL*Plus: Release 12.1.0.2.0 Production on Thu May 26 10:47:16 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 814256 generated at 05/26/2016 04:52:30 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 32 912662036.dbf
ORA-00280: change 814256 for thread 1 is in sequence #32

ORA-00278: log file '/logs/WAFFLE/arch/1 31 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 814780 generated at 05/26/2016 04:53:04 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 33 912662036.dbf
ORA-00280: change 814780 for thread 1 is in sequence #33

ORA-00278: log file '/logs/WAFFLE/arch/1 32 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40

ORA-00278: log file '/logs/WAFFLE/arch/1 39 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 40 912662036.dbf"
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options



L2

EEEFFIIRERIRIER « W ANTRE—XED - A SERERHMEMCER - RERNERBEMR
SCERIE « BTLAN RrRERA!

SQL> select member from vS$logfile;
MEMBER

/logs/WAFFLE/redo/redo0l.log
/1logs/WAFFLE/redo/redo02.1log
/1logs/WAFFLE/redo/redo03.1log

1. RARARIRERHE o
2. fEFAPMRNA %  TEERB LHITRERRNRE—RESL -
3. RIFEMECEENRE NI AARES o FEULEHP « EMEHTEMNEMUIHIBEL /redo

[oracle@jfsc3 logs]l$ scp jfscl:/logs/WAFFLE/redo/* /redo/
oracle@jfscl's password:

redo0Ol.log

100% 50MB 50.0MB/s 00:01

redo02.1log

100% 50MB 50.0MB/s 00:00

redo03.1log

100% 50MB 50.0MB/s 00:00

4. TEUEPERR ~ MVERERIGEIFALBZIESR « fHEFRTE2ER - BigcayARBER—R -
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SQL> recover database until cancel;

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40
Specify log: {<RET>=suggested | filename | AUTO | CANCEL}
AUTO

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

S. SERE ~ MASEHWITEFRLEE - MREIBIAE Media recovery complete BfE[M ~ BFEHIN ~ BER
EgRYP -~ MrTFHRK o

SQL> recover database;
Media recovery complete.
SQL> alter database open;
Database altered.

%Ei%%% - ASM = E?k%ﬁ‘nﬁ

EHIEREBAN{A{ER Oracle RMAN RBERERIE o EHRAHIERARBEEZRAACERFIIEREM ~ BE
HERT ASM ERIREZE - M—BRBENN ASM £ 8 FHNERRIEEEHNE ASM LUN - Z¢EH Oracle
RMAN ZREHITIEBEZE

#72 RMAN Z1E Oracle ASM HERIEZRLEIRM ~ (B RMAN BIEERRIRIS ASM © RMAN B] ARG (E{faI4E A
HEEFREBEEEAEMEE -

LEEBRBETAF 4 pake FIBEKIEY ASM #FREEMME UM RE L AEFRSE LN —RIER R
/oradata M /logs °

BUBHERR

BT ERUEBHEI BN ARSHNERERD - HIIRIRFER Oracle ASM ~ FIEAZARER RMAN - f§ER)
RMAN B3 ETITINT o WA R IR HEN © RIEHEBRIEFFE RMAN EREHA

F—Ef<ERFNIEIMBRNEFERANIUE - FE_EISREEHERNER
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RMAN> configure channel device type disk format '/rman/pancake/%$U';
using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';
new RMAN configuration parameters:
CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';

new RMAN configuration parameters are successfully stored

RMAN> backup database tag 'ONTAP MIGRATION';

Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=251 device type=DISK

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO0/PANCAKE/systemOl.dbf
input datafile file number=00002 name=+ASMO0/PANCAKE/sysaux01.dbf
input datafile file number=00003 name=+ASM0O/PANCAKE/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO0/PANCAKE/users0l.dbf
channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lgr6cl6l 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:03
channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lhr6cl64 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

B EHINE

P EHERF R EEBMESIE duplicate database &iB o



RMAN> backup current controlfile format '/rman/pancake/ctrl.bkp';
Starting backup at 24-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set
including current control file in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/ctrl.bkp tag=TAG20160524T032651 comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

HBIRBEIESR
RPN EE—ESEIE - REENSEZREBRIM spfile 3¢ pfile F1L pfile © 7EUEEHIF « KRB R ERE
F spfile ©

RMAN> create pfile='/rman/pancake/pfile' from spfile;
Statement processed

ASM tEEERa RIS

BENERER « ZEHIEPERERNBERERUETEE - TIHSSHEEIL RMAN 1596 « LIRFERER - It
HHRRTHENEEFHERZERD « EENEEFE MR EEERTEEMES -

IS LA "ASM EER AR LEER CAMMSE -

Bk CERBI—EZ2Y - EcEBANEMERIUE log file name convertOEZFJ: RERB
B o F— AU SEAEMECIENNUE « E_ERUESHARRLHME - REEEZER o

BERERIRHENERENHmRNEAE  FLHTERATEMESR  BIRBNERRREN  LAEHEHRE

162 RMAN 35558 « 2478 « ERHUEHRNITRRGIRIE - ERE (MBI RVAN 1525 - RSN
LUREE ~ LRI SR R EFTRAME o

24


https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#asm-to-file-system-name-conversion

SQL> @/rman/mk.rename.scripts.sql

Parameters for log file conversion:

*.log file name convert = '+ASMO/PANCAKE/redoOl.log',
'/NEW_PATH/redoOl.log', '+ASMO/PANCAKE/redo02.log"',

'/NEW PATH/redo02.log', '+ASMO/PANCAKE/redo03.log', '/NEW PATH/redo03.log'

rman duplication script:

run
{

set
set
set
set
set

newname
newname
newname
newname

newname

for
for
for
for
for

datafile
datafile
datafile
datafile
tempfile

o w N

to
to
to
to
to

duplicate target database for

}

PL/SQL procedure successfully

'+ASMO/PANCAKE/system01.dbf"';
'+ASMO/PANCAKE/sysaux01.dbf"';
'+ASMO/PANCAKE /undotbsl101l.dbf"';
'+ASMO/PANCAKE /users0l1.dbf';
'+ASMO/PANCAKE/temp01.dbf"';

standby backup location INSERT PATH HERE;

completed.

FAENUEEZEEAVEIL © © log file name convert 2B TAMMETT pfile F - RMAN BERMEZE ot
MEEIESHBVNBIBILAREE « T ERERREEFAENE o TIESP « FrENIEEEKIES

/oradata/pancake °

run
{

set
set
set
set
set

newname
newname
newname
newname

newname

for
for
for
for
for

datafile
datafile
datafile
datafile
tempfile

= w N

to
to
to
to
to

duplicate target database for

}

EHEB G

LT AILIAIT
BRFERE - UTEHAIRBREREFENK

[
[
[
[
[
[

oracle@jfsc?
oracle@jfsc?
oracle@jfsc?
oracle@jfsc?
oracle@jfsc?
oracle@jfsc?

'/oradata/pancake/pancake.dbf';
'/oradata/pancake/sysaux.dbf"';

' /oradata/pancake/undotbsl.dbf"';
'/oradata/pancake/users.dbf"';

' /oradata/pancake/temp.dbf';

standby backup location '/rman/pancake';

BE%YERBEER - MMIRFIFEBRFERTE AV ERUEEER - TRIBEHERE

~]$ mkdir /oradata/pancake

~]1$ mkdir /logs/pancake

~]1$ cd /orabin/admin

admin]$ mkdir PANCAKE

admin]$ cd PANCAKE

PANCAKE] S mkdir adump dpdump pfile scripts xdb wallet
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##£37 oratab IHH

o2 E oraenv FARRENIEREIFFARISS ©

PANCAKE: /orabin/product/12.1.0/dbhome 1:N

BHEMN

WIAEIHEF pfile ~ MURBRITFEIARSS LAVEIRREEE - ERMERBEEEZH RMAN BRISSHEMEE
BIMBEREHREEE control files M log archive dest 2% o WAIGEA N BEBHREIZIERL
B2~ U db_create file dest £ ASM ZAMAISEREAEE - KEREEM DBA BIF B EEHRNE
B ABBES -

EUtEEH P - TEEELIEFIEME  SCHEFERRIM « UKIME 1log_file name convert B o
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PANCAKE. data transfer cache size=0

PANCAKE. db cache size=545259520

PANCAKE. Java pool size=4194304

PANCAKE. large pool size=25165824

PANCAKE. oracle base='/orabin'#ORACLE BASE set from environment
PANCAKE. pga aggregate target=268435456
PANCAKE. sga target=805306368

PANCAKE. shared io pool size=29360128

PANCAKE. shared pool size=192937984

PANCAKE. streams pool size=0

*

*

*

*

*

.audit file dest='/orabin/admin/PANCAKE/adump'

.audit trail='db'

.compatible='12.1.0.2.0"

.control files='+ASMO/PANCAKE/control0l.ctl', '+ASMO/PANCAKE/control02.ctl

.control files='/oradata/pancake/control0l.ctl','/logs/pancake/control02.

ctl'

*

*

*

*

*

.db block size=8192

.db_domain=""

.db _name='PANCAKE'

.diagnostic dest="'/orabin'

.dispatchers="' (PROTOCOL=TCP) (SERVICE=PANCAKEXDB)''
.log archive dest 1='LOCATION=+ASM1'

.log archive dest 1='LOCATION=/logs/pancake'

.log archive format='%t %s %r.dbf'

'/logs/path/redo02.1log"

*

.log file name convert = '+ASMO/PANCAKE/redoOl.log',

'/logs/pancake/redo0l.log', '+ASMO/PANCAKE/redo02.log',
'/logs/pancake/redo02.log', '+ASMO/PANCAKE/redo03.log',
'/logs/pancake/redo03.1log'

*

*

*

*

*

*

.open_cursors=300

.pga_aggregate target=256m
.processes=300

.remote login passwordfile='EXCLUSIVE'
.sga_target=768m
.undo_tablespace='UNDOTBS1'

RIS R « KRB HEN - FEZSEER « BEXZSHEF GIREXF pfile 11 spfile ©
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bash-4.1$ sqglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0 Production on Fri Jan 8 11:17:40 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> create spfile from pfile='/rman/pancake/pfile';

File created.

EXEh) nomount

ERENEZANRERE—ETREZRBERERRF - BEAEREIEE - TP TP « spfile olScEHIRMERE - W0
R startup nomount FTRESHIRRMEK « BARERE  BEILE pfile 874 ~ BEEMEAS spfile ~ 24
BEE—% o

SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 373296240 bytes

Database Buffers 423624704 bytes

Redo Buffers 5455872 bytes
BERERE

RFEATEY RMAN B EREME - LR FPEMPEREE SR - W BEERENE - MAREEEH
5 ID (DBID) SEMRELE ° EOMLERLER « ERTERIEANVELER

M RMAN AS aux EREERE « LEREAN—EXRPRINESHELEREESDS

[oracle@jfsc2 pancake]$ rman auxiliary /

Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 03:04:56
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to auxiliary database: PANCAKE (not mounted)

RMAN> run

2> {

3> set newname for datafile to '/oradata/pancake/pancake.dbf';
4> set newname for datafile to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf';

to '/oradata/pancake/users.dbf';

5> set newname for datafile
6> set newname for datafile

= W NP

7> set newname for tempfile to '/oradata/pancake/temp.dbf';
8> duplicate target database for standby backup location '/rman/pancake';
9> }

executing command: SET NEWNAME
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executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting Duplicate Db at 24-MAY-16
contents of Memory Script:

{

restore clone standby controlfile from '/rman/pancake/ctrl.bkp';

}

executing Memory Script

Starting restore at 24-MAY-16

allocated channel: ORA AUX DISK 1

channel ORA AUX DISK 1: SID=243 device type=DISK
channel ORA AUX DISK 1: restoring control file

channel ORA AUX DISK 1: restore complete, elapsed time:

output file name=/oradata/pancake/controlOl.ctl
output file name=/logs/pancake/control02.ctl
Finished restore at 24-MAY-16
contents of Memory Script:
{
sgl clone 'alter database mount standby database';
}
executing Memory Script
sgl statement: alter database mount standby database
released channel: ORA AUX DISK 1
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
contents of Memory Script:
{
set newname for tempfile 1 to
"/oradata/pancake/temp.dbf";
switch clone tempfile all;
set newname for datafile 1 to
"/oradata/pancake/pancake.dbf";
set newname for datafile 2 to
"/oradata/pancake/sysaux.dbf";
set newname for datafile 3 to
"/oradata/pancake/undotbsl.dbf";
set newname for datafile 4 to
"/oradata/pancake/users.dbf";
restore
clone database
}
executing Memory Script
executing command: SET NEWNAME

00:00:01
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renamed tempfile 1 to /oradata/pancake/temp.dbf in control file

executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting restore at 24-MAY-16
using channel ORA AUX DISK 1

channel ORA AUX DISK 1: starting datafile backup set restore

channel ORA AUX DISK 1: specifying datafile
channel ORA AUX DISK 1: restoring datafile
/oradata/pancake/pancake.dbf

channel ORA AUX DISK 1: restoring datafile
/oradata/pancake/sysaux.dbf

channel ORA AUX DISK 1: restoring datafile
/oradata/pancake/undotbsl.dbf

channel ORA AUX DISK 1: restoring datafile
/oradata/pancake/users.dbf

(s) to restore from backup set
00001 to

00002 to

00003 to

00004 to

channel ORA AUX DISK 1: reading from backup piece

/rman/pancake/lgré6cl6l 1 1
channel ORA AUX DISK 1: piece handle=/rman/
tag=ONTAP MIGRATION
channel ORA AUX DISK 1: restored backup pie
channel ORA AUX DISK 1: restore complete, e
Finished restore at 24-MAY-16
contents of Memory Script:
{

switch clone datafile all;
}
executing Memory Script
datafile 1 switched to datafile copy
input datafile copy RECID=5 STAMP=912655725
name=/oradata/pancake/pancake.dbf
datafile 2 switched to datafile copy
input datafile copy RECID=6 STAMP=912655725
name=/oradata/pancake/sysaux.dbf
datafile 3 switched to datafile copy
input datafile copy RECID=7 STAMP=912655725
name=/oradata/pancake/undotbsl.dbf
datafile 4 switched to datafile copy
input datafile copy RECID=8 STAMP=912655725
name=/oradata/pancake/users.dbf
Finished Duplicate Db at 24-MAY-16

IaECEAER
IRV AREBRERRENEEFEENE - ERMAIEEER
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pancake/lgréclel 1 1

ce 1
lapsed time: 00:00:07

file

file

file

file
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LB RMAN i ERtECir R AR ER - MR AFEREAME « IS5 —EHEZRMER RMAN B AZEE
LR ~ SABER rep 3 rsync EBRIEE o

TR /rman BERZE—HE NFS £ « AIRR AR RGN ENE R E o

RN —EEEMER disk format &R o HHRIELEEINA on e %a.dof > BERMEVNBEFRAEREN
WITHERTE ~ FoRAIEREN ID 1830 o AFEARFE ~ BIEEMERT log archive format='%$t %s $r.dbf
pfile FRIBE o IELBHTELINITHELRSE - FSRAEE) ID MRNRISEI LR - RGER B IR EMCERE
BN ERERETERAN R RIES] o MIEE—K ~ MAEMITHRERAITEE recover database BAE « B%A
sqlplus SEIEFETR A E ERIBNAIERIECERLTE o
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/arch/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored

released channel: ORA DISK 1

RMAN> backup as copy archivelog from time 'sysdate-2';

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=373 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=70 STAMP=912658508
output file name=/rman/pancake/logship/1 54 912576125.dbf RECID=123
STAMP=912659482

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=29 STAMP=912654101
output file name=/rman/pancake/logship/1 41 912576125.dbf RECID=124
STAMP=912659483

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=33 STAMP=912654688
output file name=/rman/pancake/logship/1 45 912576125.dbf RECID=152
STAMP=912659514

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=36 STAMP=912654809
output file name=/rman/pancake/logship/1 47 912576125.dbf RECID=153
STAMP=912659515

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

YA ECEEERREW
EREFECRMAUER - TUBHBLRENIEM recover database until cancel ZEIEIE avTO B

B EHEFAA A FRYECER © 2801 B AT ETER BRIESCEE R /logs/archive (B354 RMAN B fR#F B8R E R
o - EMEEREZA IR T ANEREMERMLE o
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SQL> alter system set log archive dest 1='LOCATION=/rman/pancake/logship'

scope=memory;
System altered.

SQL> recover standby database until cancel;

ORA-00279: change 560224 generated at 05/24/2016 03:25:53 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 49 912576125.dbf
ORA-00280: change 560224 for thread 1 is in sequence #49

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 560353 generated at 05/24/2016 03:29:17 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 50 912576125.dbf
ORA-00280: change 560353 for thread 1 is in sequence #50

ORA-00278: log file '/rman/pancake/logship/1 49 912576125.dbf' no longer
needed

for this recovery

ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

ORA-00278: log file '/rman/pancake/logship/1 53 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 54 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

Z A AVERIESC IO B G 3REHER « BERERRR © ILHEERRT sqlplus IEESHITERGECERE « (BIAEIZIE
o [RETR AT AE B SCEIE R RTFTE ©

REENBECEZ AT URRSRRRERE « AP ERRAERIT—R - BRECH SR B/MER - AREF
HIBBEETIAIES « EE BN B -

IEIEECEAE R R BB

.

RZHERT « BEEERGIURHIT - BEREFAISEERREERBAITN « ER T BEEEXE
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&
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[oracle@jfscl pancake]$ cat copylogs.rman
configure channel device type disk format
'/rman/pancake/logship/%h %$e %a.dbf';

backup as copy archivelog from time 'sysdate-2';

[oracle@jfscl pancake]$ rman target / cmdfile=copylogs.rman
Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 04:36:19
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: PANCAKE (DBID=3574534589)

RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters are successfully stored

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=369 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:22

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=124 STAMP=912659483
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:23

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 41 912576125.dbf

continuing other job steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy



input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:55

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:57

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

Recovery Manager complete.

EWEIGEERZ 8 ~ WEEMIENGER o RIS HIZEEREER sqlplus RFEIHTT recover database until cancel’
AIEEREENE o RIS HIERA RIS <SS "SRGHERE L - 5B BT —ES I8« I8F
FESHPITIEENERE - LIEFAHFESENERE T EHERERNIESH
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 04:47:10 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 562219 generated at 05/24/2016 04:15:08 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 55 912576125.dbf
ORA-00280: change 562219 for thread 1 is in sequence #55

ORA-00278: log file '/rman/pancake/logship/1l 54 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 562370 generated at 05/24/2016 04:19:18 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 56 912576125.dbf
ORA-00280: change 562370 for thread 1 is in sequence #56

ORA-00278: log file '/rman/pancake/logship/1 55 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

ORA-00278: log file '/rman/pancake/logship/1l 64 912576125.dbf' no longer
needed for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 65 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options
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SQL> create table cutovercheck as select * from dba users;

Table created.

SQL> alter system archive log current;

System altered.

SQL> shutdown immediate;
Database closed.

Database dismounted.
ORACLE instance shut down.

4. EEENRBR—(EREREE  FRIT TGS - BREYSETR « BRI

SQL> startup mount;
ORACLE instance started.

Total System Global Area 805306368
Fixed Size 2929552
Variable Size 331353200
Database Buffers 465567744
Redo Buffers 5455872

Database mounted.

O. HEEHERIEICHE  FIIT ST !

bytes
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bytes
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog
old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored
Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=8 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:24

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:58

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:59:00

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

6. Bk - EATARRSS E EIERIREORILEN o
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 05:00:53 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed
for thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 563629 generated at 05/24/2016 04:55:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/l1 66 912576125.dbf
ORA-00280: change 563629 for thread 1 is in sequence #66

ORA-00278: log file '/rman/pancake/logship/1l 65 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 66 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

7. FEULREER ~ MBFIEER - BHEERZBFRGHENEFRAFRROERENE AR -

SQL> alter database activate standby database;
Database altered.
SQL> alter database open;

Database altered.

8. HRERRRESEFE - RERHEEE -



SQL> desc cutovercheck

Name Null? Type

USERNAME NOT NULL VARCHARZ2 (128)
USER ID NOT NULL NUMBER
PASSWORD VARCHARZ2 (4000)
ACCOUNT_ STATUS NOT NULL VARCHARZ2 (32)
LOCK DATE DATE

EXPIRY DATE DATE

DEFAULT TABLESPACE NOT NULL VARCHARZ2 (30)
TEMPORARY TABLESPACE NOT NULL VARCHARZ2 (30)
CREATED NOT NULL DATE

PROFILE NOT NULL VARCHARZ2 (128)
INITIAL RSRC CONSUMER GROUP VARCHARZ2 (128)
EXTERNAL NAME VARCHARZ2 (4000)
PASSWORD VERSIONS VARCHARZ2 (12)
EDITIONS ENABLED VARCHARZ2 (1)
AUTHENTICATION TYPE VARCHAR2 (8)
PROXY ONLY CONNECT VARCHAR2 (1)
COMMON VARCHAR2Z (3)
LAST LOGIN TIMESTAMP (9) WITH
TIME ZONE

ORACLE MAINTAINED VARCHARZ2 (1)

SQL> drop table cutovercheck;
Table dropped.

AHRETRY E R trte s

BRENEGEERE D IFHAS - BEMECEIRI - ErIERATZREA - HRRE RINREEIRE

8 o SnapManager for Oracle * SnapCenter #1 NetApp Snap Creator 77 B IR 20+E % & T 0l 2 (T3 F BBt
MEBRIE « BRIERENERRERMERMIEE IR - MREMEIMELIEMERL AT ~ IIEEZ 2
TER - AREFREENEMECLHMERIE « ErfsRMERHER - Et ~ EMEHRMBERENL ©

IERFRMGE « AITEARRETEERER THIT ©

BRI EMECERAERR
- Bl EMECIREHERVE B R B B BBHBEMRSE ©

40



SQL> select group#]| |
GROUP#| | '' | | MEMBER

'| Imember from v$logfile;

/redo0/NTAP/redolla.

/redol/NTAP/redo0lb

rows selected.

2. EAEMECEIERIAR)

SQL> select group#||"'
GROUP#||"'"'| |BYTES

log

.log
/redo0/NTAP/redo02a.
/redol/NTAP/redo02b.
/redo0/NTAP/redo03a.
/redol/NTAP/redo03b.

log
log
log
log

'| |bytes from v$log;

1 524288000
2 524288000
3 524288000

FERVR e
1. $HESESEMEES « BRI —EA/FIR B K E BEHHEE o

SQL> alter database add logfile ('/newredoO/redo0Ola.log',
' /newredol/redo0lb.log') size 500M;

Database altered.
SQL> alter database add logfile ('/newredoO/redo02a.log',
' /newredol/redo02b.log') size 500M;

Database altered.
SQL> alter database add logfile ('/newredoO/redo03a.log',
' /newredol/redo03b.log') size 500M;

Database altered.
SQL>

2. B3

7A3

(=)
kv

HTAHRE o
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SQL> select group#]| |
GROUP#| | '' | | MEMBER

'| Imember from v$logfile;

/redo0/NTAP/redolla.
/redol/NTAP/redo01b.
/redo0/NTAP/redo02a.
/redol/NTAP/redo02b.
/redo0/NTAP/redo03a.
/redol/NTAP/redo03b.

log
log
log
log
log
log

/newredol/redo0lb.log
/newredo0/redo02a.log
/newredol/redo02b.log
/newredo0/redo03a.log
/newredol/redo03b.log

2 rows selected.

MipREECER
1. MipREEsCE: (B¥4H1 ~ 2F13)

1
1
2
2
3
3
4 /newredoO/redo0la.log
4
5
5
6
6
1

o

SQL> alter database drop logfile group 1;

Database altered.

SQL> alter database drop logfile group 2;

Database altered.

SQL> alter database drop logfile group 3;

Database altered.

2. INRIUBRIGER ~ EEEEMIPRER P CER
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SQL> alter database drop logfile group 2;

alter database drop logfile group 2

*

ERROR at line 1:

ORA-01623: log 2 is current log for instance NTAP (thread 1)

drop
ORA-00312: online log
ORA-00312: online log

2 thread 1: '/redoO/NTAP/redo0O2a.log'
2 thread 1: '/redol/NTAP/redo02b.log'

3. SLERERMEZ BB _LiRER « FIRITIE R EE o
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SQL> alter system archive log current;
System altered.

SQL> alter system checkpoint;

System altered.

SQL> alter database drop logfile group 2;
Database altered.

4. REIERAFEMRECE - CRZIER/OtBITIRER

FRERHER
EERERRIVEE - THENBETRMERFEETRERBNAZEENG X

mEsER ~ AR TRENMER BREEE -
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KIE o RBEBEENGARAIURY RIEERETHNEE  FIEROATRGERZAITEENRRAMRE
MRERFEPIENREAER « A T —ERENEHENEIRZ EREE Volume Manager (LVM) o G11F

Oracle ASM EARYEFS LVM ZIRE A A LRLEIINEE « EHA—LEXAEENRE] - TAZHBERT » IER
FRERS S BYIER T Mz

ERARMERIIERRS
FEBEEBEEREENYA - ERIFERETEREFHREEGH « BER—BIFEIENER - F1EERFR
- BN ERRERAEFIGH It - EHIEELRE - AREFTRERIIGEN - B85 « RAEEEERK
RIERAREERMEELZE  AREMESARES « WRDLBTARASHRIZERER - ®EREFAILUES
1HLH ~ EREURRIVEERT - MALHEEERBEERIER - B /0 FEEMENERHER S8 - I
BABEERME o

THIEAIRE R B IREZEH—(EEEE
RIR

ERENIRFUT :

© BRIVERRR

ontap-nfsl:/hostl oradata 52428800 16196928 36231872 31%
/oradata
ontap-nfsl:/hostl logs 49807360 548032 49259328 2% /logs

* FTERRR

43



5
MR

B ErH DBA % - ARMMEAELEREREIA « BURLEABREFZENE - SRR FHEREEER

ontap-nfsl:/hostl logs new 49807360 128 49807232 1
/new/logs

ontap-nfsl:/hostl oradata new 49807360 128 49807232 1
/new/oradata

o°

o°

&~ It FREZERIEH - ERESHTAERBERERRIEER -

FRREEAIE <RI BB TR ¢
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1. RARAEKIE ©

[root@hostl current]# ./dbshut.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 15:58:48 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

2. RIERAMBIRAME o WFT ~ ERIETHBAINERTMEELE RIEEAMEIRAMEE" -
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[root@hostl current]# ./mk.fs.readonly.pl /oradata
/oradata unmounted

/oradata mounted read-only

[root@hostl current]# ./mk.fs.readonly.pl /logs
/logs unmounted

/logs mounted read-only

3. HEEIERAMIRERMEE o

ontap-nfsl:/hostl oradata on /oradata type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl logs on /logs type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

4. RIERXABABTERY rsync BT °

[root@hostl current]# rsync -rlpogt --stats --progress
--exclude=.snapshot /oradata/ /new/oradata/
sending incremental file list
Y
NTAP/
NTAP/IOPS.dbf
10737426432 100% 153.50MB/s 0:01:06 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 12.09MB/s 0:00:01 (xfer#2, to-check=9/13)

NTAP/undotbs02.dbf

1073750016 100% 131.60MB/s 0:00:07 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 3.95MB/s 0:00:01 (xfer#ll, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes
Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 162204017.96 bytes/sec
total size is 18570092218 speedup is 1.00
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[root@hostl current]# rsync -rlpogt --stats —--progress
--exclude=.snapshot /logs/ /new/logs/

sending incremental file list

v

NTAP/

NTAP/1 22 897068759.dbf

45523968 100% 95.98MB/s 0:00:00 (xfer#l, to-check=15/18)

NTAP/1 23 897068759.dbf

40601088 100% 49.45MB/s 0:00:00 (xfer#2, to-check=14/18)

NTAP/redo/redo02.1log

52429312 100% 44 .68MB/s 0:00:01 (xfer#l1l2, to-check=1/18)

NTAP/redo/redo03.1og

52429312 100% 68.03MB/s 0:00:00 (xfer#13, to-check=0/18)

Number of files: 18

Number of files transferred: 13

Total file size: 527032832 bytes

Total transferred file size: 527032832 bytes
Literal data: 527032832 bytes

Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
Total bytes sent: 527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes 95836078.91 bytes/sec

total size is 527032832 speedup is 1.00

[root@hostl current]# ./swap.fs.pl /logs,/new/logs
/new/logs unmounted

/logs unmounted

Updated /logs mounted

[root@hostl current]# ./swap.fs.pl /oradata,/new/oradata

/new/oradata unmounted
/oradata unmounted
Updated /oradata mounted

6. HEDHIERAME ML

46

o


https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system
https://docs.netapp.com/zh-tw/ontap-apps-dbs/oracle/oracle-migration-sample-scripts.html#replace-file-system

ontap-nfsl:/hostl logs new on /logs type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl oradata new on /oradata type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

7. ENERIE -

[root@hostl current]# ./dbstart.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 16:10:07 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> ORACLE instance started.

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

EEFEHR
LA L ISR ERE SID 5|81 « REREERDIRIMERZMRECEH - AIFTR ~ LB AINNT ¢

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

HITH « OIS EERNT FIIER - MREEMDERFBEIER « ©H TR
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[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:05:50 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf
45523968 100% 185.40MB/s 0:00:00 (xfer#l, to-check=15/18)
NTAP/1 23 897068759.dbf
40601088 100%  81.34MB/s 0:00:00 (xfer#2, to-check=14/18)

NTAP/redo/redo02.1log

52429312 100% 70.42MB/s 0:00:00 (xfer#12, to-check=1/18)
NTAP/redo/redo03.1log
52429312 100% 47.08MB/s 0:00:01 (xfer#13, to-check=0/18)

Number of files: 18

Number of files transferred: 13

Total file size: 527032832 bytes

Total transferred file size: 527032832 bytes
Literal data: 527032832 bytes

Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
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File list transfer time: 0.000 seconds

Total bytes sent: 527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes 150599552.57 bytes/sec
total size is 527032832 speedup is 1.00

Succesfully replicated filesystem /logs to /new/logs

sending incremental file list

./
NTAP/
NTAP/IOPS.dbf
10737426432 100% 176.55MB/s 0:00:58 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 9.48MB/s 0:00:02 (xfer#2, to-check=9/13)
NTAP/undotbs01.dbf
309338112 100% 70.76MB/s 0:00:04 (xfer#9, to-check=2/13)
NTAP/undotbs02.dbf
1073750016 100% 187.65MB/s 0:00:05 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 5.09MB/s 0:00:00 (xfer#1l, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes

Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 177725933.55 bytes/sec
total size is 18570092218 speedup is 1.00

Succesfully replicated filesystem /oradata to /new/oradata

swap 0 /logs /new/logs

/new/logs unmounted

/logs unmounted

Mounted updated /logs

Swapped filesystem /logs for /new/logs

swap 1 /oradata /new/oradata

/new/oradata unmounted

/oradata unmounted

Mounted updated /oradata

Swapped filesystem /oradata for /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:08:59 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.
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Connected to an idle instance.
SQL> ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

[root@hostl current]#

Oracle ASM spfile 1 passwd 5%

E5ERP B ASM U2 EERs « B —ERE#E ASM ZEER spfile FIZRIBIEZE o IRIETER - SLERIBPEERES
SREITETENFE—E ASM MiEEHA L o NRABRHMBIRISER ASM HFEEHE - BN BEMHNEEIEX
ASM BITIERERY spfile FIZZRBEIEZE o

S—AREEMNEEEEZNERRFRTHBENEEEHAZET « FIU SnapManager for Oracle 5%,
SnapCenter Oracle SMiMER - BLEMMNVEF—IENESZARRENEERIEEEA ASM LUN REE « RIRER
BRE - ERMEBEETHITEIEZAINT ASM HIEE AR - REIETENENERMERIFREEE A/ ASM
FEBH4EA ~ EAEME o

ZHEEBH ARt B8 ASM spfile/passwd HEZE0F « ME— AT LU HERE B AR BEAR B9 75 5% 2 RERAEE(E ASM FITIERE -
SIEWIRMRER « thEl25R © spfile/passwd HEZENBEHBE

A
==]
3y
=l

15

b

1. B#E SID = Toast

2. BHRIERHEZEAIR +DATA

3. - BERIAVECERERIIZERIME +LoGs

4. BT AH9%T ASM BERRE#4E +NEWDATA I +NEWLOGS

ASM spfile/passwd 1EZN &

TR URPEN BN EBLEERE - TB - RTEZEER « NetApp BRERAMBERERE « WEREEREE
WNE « BAERGEERER - IREARS LA ZE ASM $ITEEE « RIKAERILER ©

#5l ASM BIT{ERS
RIFPCERAIERIIRA A ASM HITERS oratab 185 | ASM HUTEREIL + fRFRERT ©
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-bash-4.1$ cat /etc/oratab | grep '~+'!
+ASM: /orabin/grid:N # line added by Agent

tERIARES £ —EFE4 +ASM BY ASM BITIERE ©

HEEFFA &R EEE R

ME—B] RAY SMON 2FEZEEAH ASM HITERER SMON ° 5—fE SMON ZFHEFERTERIE{EHR

7o

-bash-4.1$ ps -ef | grep smon
oracle 857 1 0 18:26 7

00:00:00 asm_ smon_ +ASM

ME—BY SMON #1272 ASM M1T{ERE A& - ERTRAHMEREEERITH « MEEFTEEREFERNER

B TEEFER LR -
SHIESR

fEARH A ASM spfile FIZRIEERMBFIIE spget M pwget 3% ©

bash-4.1$ asmcmd
ASMCMD> spget
+DATA/spfile.ora

ASMCMD> pwget —--asm
+DATA/orapwasm

B AR SR EB AL AIEERE L +DATA BERREFAE o

BRIERE

FRAREREREFEY ASM HEREEEH spcopy Fl pweopy B © MR FHIREHERRITEILA ~- MER

BY ~ RURTRERRE St e o

ASMCMD> mount NEWDATA

ASMCMD> spcopy +DATA/spfile.ora +NEWDATA/spfile.ora
copying +DATA/spfile.ora -> +NEWDATA/spfilea.ora

Al

=
=

Jo
= =
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ASMCMD> pwcopy +DATA/orapwasm +NEWDATA/orapwasm
copying +DATA/orapwasm —-> +NEWDATA/orapwasm

FEZZIREMES +DATA & +NEWDATA ©

EHT ASM B1TMERS

IRTEWZEER ASM BITERS ~ URBROAIEBEETE o o spset Ml pwset 83 % G EMEIEN ASM HERREFAHFT R/
ASM HRHEEF} o

ASMCMD> spset +NEWDATA/spfile.ora
ASMCMD> pwset --asm +NEWDATA/orapwasm

{EFREFRUIEZEEE) ASM

IERs ~ ASM BUTERSN S ERAEEAERRNTAUE - KW AEMBMENNITERR « LOAH EMBECHIERES -
AFEMFCAIIEZE LRYSHE ©

-bash-4.1$ sglplus / as sysasm
SQL> shutdown immediate;

ASM diskgroups volume disabled
ASM diskgroups dismounted

ASM instance shutdown

SQL> startup
ASM instance started
Total System Global Area 1140850688 bytes

Fixed Size 2933400 bytes
Variable Size 1112751464 bytes
ASM Cache 25165824 bytes

ORA-15032: not all alterations performed
ORA-15017: diskgroup "NEWDATA" cannot be mounted
ORA-15013: diskgroup "NEWDATA" is already mounted

TEPREER spfile MEREIER

SNRIZFF ERIIRIT ~ SERIRVESR A BHEE « WA UBEE -

-bash-4.1$ asmcmd
ASMCMD> rm +DATA/spfile.ora
ASMCMD> rm +DATA/orapwasm
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Oracle ASM = ASM 7~

Oracle ASM A8 _E 2 E/I4HE Volume Manager HIiER A4 - HRNIERRAKL AR ZEE ~ EIE RMAN £
ERRHITENEE - BARNABEERBLEXMGE « BGERI D RE - TURPEPEERIE « (BFREET
ZHbR o

MR IEAEBERPETZE ASM BERE « RIFNAEZHE ASM BITHEE « TEBEE LUN MNER « EfTE
ASM #EFEEHT LUN BV - BRMEAERZ2 ERPENESEN « BERIRHEIMERE o INRBIITHAEH KR
B~ —HEIEE R ERBEIRIR o

AR BERERREMUEMIEBEER « LUBRILER - BRREBNZIZE - BRUERTUERUEET
TEAREE LENF - IRUREE - RIGERERAIEAOEREIA[ER -

EF2FE RMAN BIRZIEIAZ — - st AT U GHDHIMES BRIZRF « ARBECHERETRTRE
2o EEEFREGRFEREHEERE - AR CAREREEREEERRRERFEFILIRHER

BHERE

Oracle RMAN €17 BRI ASM HEREHERZRIRERERR 0 (528) 87 +DATA BEMUE
+NEWDATA ©

53



-bash-4.1$ rman target /

Recovery Manager: Release 12.1.0.2.0 - Production on Sun Dec 6 17:40:03
2015

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: TOAST (DBID=2084313411)

RMAN> backup as copy incremental level 0 database format '+NEWDATA' tag
'ONTAP MIGRATION';

Starting backup at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=302 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

output file name=+NEWDATA/TOAST/DATAFILE/users.258.897759623
tag=ONTAP MIGRATION RECID=5 STAMP=897759622

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWDATA/TOAST/BACKUPSET/2015 12 06/nnsnn0_ontap migration 0.262.89
7759623 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SE B A s BRI
W ZRsRH ERRIECERR - URRRBIECHESMELERH « £E4FTE—K - MFRRAILH< » EMEC
BERASENEARMBEER

RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

RARAZRIRE K E

MR ENEDRE « WENARTHN « MERN - FIIEELESRhm e - SZRmEAREERE « 55317
THlan< -
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RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 390073456 bytes

Database Buffers 406847488 bytes

Redo Buffers 5455872 bytes
EHIEAR

T ABREGIE ~ USSR AR IEREIIERERIGREFUE o BHEGIENEZRILIE 100% KE -~ BT
BERENEERUEERORRMUENEFESERE -

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=358 device type=DISK

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151206T174753 RECID=6
STAMP=897760073

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

BYEM
BRI spfile B %8 ASM MR AAEZEFIEBRIUIENRR o (M BREILIER « REREEPU pfile hr2<ED
AJEEER5ERY ©

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed

E#h pfile

EHEMSIREE ASM HAREFAERV 2 ~ LURBRIREY ASM HLEREHE LTS - ZARMEEFEM pfile o S5HEE
db create BE2¥GEFE-
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TELULT AP « 5F52E +DATA BB +NEWDATA UHEBERBET - METE2HE db_create EIEHNUE
BIEMIHERNSH -

* . compatible="'12.1.0.2.0"

*.control files='+NEWLOGS/TOAST/CONTROLFILE/current.258.897683139"
*.db block size=8192

*. db_create file dest='+NEWDATA'

*. db create online log dest 1="'+NEWLOGS'

*.db domain=""

*.db_name='TOAST'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB) '
*.log_archive dest 1='LOCATION=+NEWLOGS'

*.log archive format='%t %s %r.dbf’

B init.ora 183
RS ASM BERIBEREEFER init.ora #E2R{l SORACLE HOME/dbs B % - 15[ ASM HARE#4H £
89 spfile © IHERNBEMHEREHH ASM MEEREFH FRVUE o

-bash-4.1$ cd SORACLE HOME/dbs
-bash-4.1$ cat initTOAST.ora
SPFILE="+DATA/TOAST/spfileTOAST.ora'

SEIERMNSMT

SPFILE=+NEWLOGS/TOAST/spfileTOAST.ora

BENEREIEL
spfile BAEC BT ER4RERMT pfile FREYEIRHEA o

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed

RUENE R LA RRYAEFRATEY spfile
RBBEREURARCIRETERIREILA spfile ~ WIFMLEHNRRSUNERE—TEE -
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RMAN> startup nomount;
connected to target database (not started)

Oracle instance started

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 373296240 bytes

Database Buffers 423624704 bytes

Redo Buffers 5455872 bytes
BIRIERIE

RMAN FRE IRV 1EHIIE th T EEHERER spfile PHEERIME ©

RMAN> restore controlfile from
'+DATA/TOAST/CONTROLFILE/current.258.897683139"';

Starting restore at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=417 device type=DISK

channel ORA DISK 1: copied control file copy

output file name=+NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
Finished restore at 06-DEC-15

RABR BB RTIEGERER -

RMAN> alter database mount;
using target database control file instead of recovery catalog
Statement processed

SQL> show parameter control files;
NAME TYPE VALUE

control files string
+NEWLOGS/TOAST/CONTROLFILE/cur
rent.273.897761061

SCEREEATIBIN

BN EEREREMENERNES - EERAELSZA - UWARKETEDRIE - VRN EFBEBRE - 88
BRI ET  c EEEFEREWT -
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1. HUTE S RIECER RMAN JBIEHEH o

RMAN> backup incremental level 1 format '+NEWLOGS' for recover of copy
with tag 'ONTAP MIGRATION' database;

Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=62 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00002
name=+DATA/TOAST/DATAFILE/sysaux.260.897683143

input datafile file number=00003
name=+DATA/TOAST/DATAFILE/undotbsl.257.897683145

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/ncsnnl ontap migration 0.267.
897762697 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

2. BB o

58



RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 06-DEC-15
using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore

channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001
name=+NEWDATA/TOAST/DATAFILE/system.259.897759609
recovering datafile copy file number=00002
name=+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
recovering datafile copy file number=00003
name=+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619
recovering datafile copy file number=00004
name=+NEWDATA/TOAST/DATAFILE/users.258.897759623
channel ORA DISK 1: reading from backup piece
+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.8977626

93
channel ORA DISK 1: piece

handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.

897762693 tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1
channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 06-DEC-15

B

ZRVEFRENESREGUENEMER - 1 EESENEMERNREEN -

++

—_

RMAN> switch database to copy;
datafile 1 switched to datafile

"+NEWDATA/TOAST/DATAFILE/system.

datafile 2 switched to datafile
" +NEWDATA/TOAST/DATAFILE/sysauX
datafile 3 switched to datafile

- GEETFFEAPHNERMER » 55817 switch database to copy 8% °

copy
259.897759609"

Copy

.263.897759615"

Copy

"+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619"

datafile 4 switched to datafile

Copy

"+NEWDATA/TOAST/DATAFILE/users.258.897759623"

ERTFNEMERRERERNEMER « ERENEWGCEETAIRENELE -

2. %EE%FEE?@J%EH%& N %ﬂl?ﬁ recover database 'D‘Ti/?\ ° yﬂ%ﬂﬂﬁﬁt%ﬂ% media

complete HIRKF ~ FZ2FEALIN ©

recovery
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RMAN> recover database;

Starting recover at 06-DEC-15

using channel ORA DISK 1

starting media recovery

media recovery complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

IRFREEE—REFHERNUE - WASMOGLEFEMESR  EAFERK - AR CMR2ERE
Y - EXEB AR - RItEFERMERTREERRNER -

LEENMREYEENESRE « FBHEbEUE -

RMAN> select file#||' '||name from vStempfile;
FILE#]|]|'']| |NAME

1 +DATA/TOAST/TEMPFILE/temp.263.897683145

4. {FFH RMAN SS9 EMEMNEEERER - AE5EBERERRTENSE o £ Oracle sSEEEZE (OMF)
B 71_ SESTERATE , ASM HREHHE B - FEERER « OMF BE45E ASM WHEREHE FRVEE AL
B o BEBMEMUERE « BRIT G .

run {

set newname for tempfile 1 to '+NEWDATA';
switch tempfile all;

}

RMAN> run {

2> set newname for tempfile 1 to '+NEWDATA';
3> switch tempfile all;

4> 3}

executing command: SET NEWNAME

renamed tempfile 1 to +NEWDATA in control file

EfECEHRE

1S EERE Rl e 1551‘&5(.:6%5-1}31473")?#“ ASM HEERBF4E - BRI EZEREMEN - MeERIUMNE
ECEREE ~ Wik EHATIE EAERE « AR MIPRERVCER o

1. B EMECEEHEN B REE BRVEHERE o
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +DATA/TOAST/ONLINELOG/group 1.261.897683139
2 +DATA/TOAST/ONLINELOG/group 2.259.897683139
3 +DATA/TOAST/ONLINELOG/group 3.256.897683139

2. A EMECEIERIR) o

RMAN> select group#||' '||bytes from v$log;
GROUP#||'"'| IBYTES

1 52428800

2 52428800

3 52428800

3. HHEEEEMCLE - B AABERAEHEAE - MREKMER OMF ~ BINEISESTERE - EthEER
BB do create online log 2% o UNFHIFAM ~ 28GR ﬁ_’:+NEWLOGS o {LAHRE PTG (HE A T3

L RERILIAIAR LSO « TIRBISTRRME - EEZHTH ASM HREEH

RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed

4. FRNERIE ©

SQL> alter database open;
Database altered.

o. fHIFREESCER °

RMAN> alter database drop logfile group 1;
Statement processed

6. YIRABTIEER « ERIEMPRER LR « FREIIAE T —ECHE « UBRHEL R DS

R o BEHIYITFAMR o Euﬁﬁ%uﬁf%u%mnﬂiﬂﬁﬁ%ﬂ 3 ~ ERIEEEFAEPNAEERFEN « EILERE
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A8 o BB Z BAVECERIF AIRICMIPRECEAE o

RMAN> alter database drop logfile group 3;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 3 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 3 thread 1:
'+LOGS/TOAST/ONLINELOG/group 3.259.897563549'
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 3;

Statement processed

7. @BIRIR ~ EEFMAUER 2 I EERN o

SQL> select name from vS$datafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where value 1s not null;

8. ISR ASIEILRER :
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[root@hostl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
+NEWDATA/TOAST/DATAFILE/system.259.897759609
+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
+NEWDATA/TOAST/DATAFILE/undotbsl1.264.897759619
+NEWDATA/TOAST/DATAFILE/users.258.897759623
TOAST redo logs:
+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123
+NEWLOGS/TOAST/ONLINELOG/group 5.265.897763125
+NEWLOGS/TOAST/ONLINELOG/group 6.264.897763125
TOAST temp datafiles:
+NEWDATA/TOAST/TEMPFILE/temp.260.897763165
TOAST spfile

spfile string
+NEWDATA/spfiletoast.ora

TOAST key parameters

control files +NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
log archive dest 1 LOCATION=+NEWLOGS

db create file dest +NEWDATA

db create online log dest 1 +NEWLOGS

9. {NER ASM HEREEHEE 2R - fﬁ?‘?ﬂﬁﬁﬁﬁﬂ%ﬁ asmemd © R ~ TEHFZIER T ~ BREMEREDR
ASM spfile/passwd t&ZERIREZERTREHTETE ©

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

Oracle ASM EfERERAAELR

Oracle ASM EfERERFERIZFE ASM = ASM ERIEFIFELEM EE*ETL{E’J@ES*DI‘E%U o FEERAMN
AR RIERZRAGAR « NEMSHABSHEL « MIFER ASM HiRE4

BRENE
Oracle RMAN R I BRI ASM HEEREHERARRERIEEHR 0 (528) 874 +DATA BEMMUE

/oradata ©
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RMAN> backup as copy incremental level 0 database format
'/oradata/TOAST/%U' tag 'ONTAP MIGRATION';

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=377 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001 name=+ASMO/TOAST/system0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-
1 01r5fhjg tag=ONTAP MIGRATION RECID=1 STAMP=911722099

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-
2 02r5fhjo tag=ONTAP MIGRATION RECID=2 STAMP=911722106

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00003 name=+ASMO/TOAST/undotbsl01.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-
3_O3r5fhjt tag=ONTAP MIGRATION RECID=3 STAMP=911722113

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/oradata/TOAST/cf D-TOAST id-2098173325 04r5fhk5
tag=ONTAP MIGRATION RECID=4 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting datafile copy

input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-
4 05r5fhk6 tag=ONTAP MIGRATION RECID=5 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/oradata/TOAST/06r5fhk7 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01

Finished backup at 13-MAY-16

SR BRI S BRI

W JREREIE A BRAERC B STIARS « A EMRERIEC B S FTALEERN « FEATE—H - IRRALH S  EM
SCEMER AN E AR EN - EEBHERRERHINES  FAIT e !
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RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

RARA SRR B RHE
HREREERE « TENRBRERNMEERED « FLbIP ERERREM e - EERFRRERE « FHIT T
T

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 331353200 bytes

Database Buffers 465567744 bytes

Redo Buffers 5455872 bytes
EHIEERD

BOEHINE ~ DB EREPIERETERERAHEFUE - BOIETENERIIE 100% HE « BEREEHER
BEREEZRUESRORBUENEFESERE -

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 08-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151208T194540 RECID=30
STAMP=897939940

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 08-DEC-15

BHEM

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed
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B pfile

EAISIRE ASM HREHENSHMEEZEN « ERLERRT - EXBEME « SLEMER - EMEfIURRITE
ERARRE « WREFEND pfile - FEEETHTEBNEREE - EEEMELESH - FRIT GRS !

*.audit file dest='/orabin/admin/TOAST/adump'
*.,audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/logs/TOAST/arch/control0l.ctl','/logs/TOAST/redo/control
02.ctl’

*.db block size=8192

*.db domain="'"

*.db _name='TOAST'

*.diagnostic_dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB) '
*.log archive dest 1='LOCATION=/logs/TOAST/arch'
*.log archive format='%t %s %Sr.dbf’

*.open cursors=300

*.pga_aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga target=768m

*.undo_tablespace='UNDOTBS1'

{ZFRYARY init.ora 12

IEAEZR (IR SORACLE HOME/dbs BERFBE IR pfile FR ~ {EAIEM ASM HABRE#HAE | spfile BUHE1E - BEHE
EARBERARYE spfile ~ FFEMSH o NiE ~ HZMERE ~ ARNRLERIERE - BREULEE -

[oracle@jfscl ~]$ cd SORACLE HOME/dbs

[oracle@jfscl dbs]$ cat initTOAST.ora
SPFILE="+ASMO/TOAST/spfileTOAST.ora'

[oracle@jfscl dbs]$ mv initTOAST.ora initTOAST.ora.prev
[oracle@jfscl dbs]$

BPYEREMEL

B EMIEN spfile WERE—D ° [R1A spfile FEER « MEABHEBRZEAPEEREE (BREHE) oIt
EENRB TR A spfile (& ~ #1 TR -

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed
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RYBE R E R E R spfile

W ARREE R EL R P E s ERVSRRE « I RERFTRY spfile I8Z2RRBNERHE - BRENERIED

spfile (UE1EfE « MEHBERBX °

RMAN> shutdown immediate;
Oracle instance shut down
RMAN> startup nomount;

connected to target database (not started)

Oracle instance started

Total System Global Area 805306368

Fixed Size 2929552

Variable Size 331353200

Database Buffers 465567744

Redo Buffers 5455872
EIREHINE

bytes
bytes
bytes
bytes
bytes

Ak 2%
HergE

BAERE EEIHRIZERE /tmp/TOAST. ctrl AHRERFHELT o #HY spfile iRHEFIEMIEE RS
/logfs/TOAST/ctrl/ctrlfilel.ctrl M /logfs/TOAST/redo/ctrlfile2.ctrl o 4@  BLEREZRN

RIFTE °
1. IS S BB IEEIRERIERE spfle HEBAHT o

RMAN> restore controlfile from '/tmp/TOAST.ctrl';

Starting restore at 13-MAY-16
using channel ORA DISK 1

channel ORA DISK 1: copied control file copy
output file name=/logs/TOAST/arch/controlOl.ctl
output file name=/logs/TOAST/redo/control02.ctl

Finished restore at 13-MAY-16

2. ZH mount 85 % « UEIERRRIEFIEL G SHNER

RMAN> alter database mount;
Statement processed
released channel: ORA DISK 1

B45% control files 8% iHMIT FIIH< !

BRHTEY
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SQL> show parameter control_files;
NAME TYPE VALUE

control files string
/1logs/TOAST/arch/controlOl.ctl

/1logs/TOAST/redo/control02.c

tl
SCEREEATIBIN
BXEEREEEREMENEMESR - EEAELZA) - KAKRTERIER - TR REFHE AR
M~ @EFECHRERECHET c UTMESHERRELEEE -

1. HITE S RIETER RMAN JRIEHR o

RMAN> backup incremental level 1 format '/logs/TOAST/arch/%U' for
recover of copy with tag 'ONTAP MIGRATION' database;

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=124 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO/TOAST/system01l.dbf
input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf
input datafile file number=00003 name=+ASMO0/TOAST/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf
channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/logs/TOAST/arch/09r5fj8i 1 1 tag=ONTAP MIGRATION
comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

2. BREECER ©
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg

recovering datafile copy file number=00002 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo

recovering datafile copy file number=00003 name=/oradata/TOAST/data D-
TOAST I-20 98173325_TS—UNDOTBSl_FNO—3_O3r5fhj t

recovering datafile copy file number=00004 name=/oradata/TOAST/data D-
TOAST_I-2098173325 TS-USERS FNO-4 05r5fhk6

channel ORA DISK 1: reading from backup piece
/logs/TOAST/arch/09r5£381i 1 1

channel ORA DISK 1: piece handle=/logs/TOAST/arch/09r5fj8i 1 1
tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

B
ZRVEFRENESREGUENEMER - 1 EESENEMERNREEN -

—_

- GESTFFEAPHNERMER » 55817 switch database to copy A% !

RMAN> switch database to copy;

datafile 1 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSTEM FNO-1 0lr5fhjg"

datafile 2 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSAUX FNO-2 02r5fhjo"

datafile 3 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt"

datafile 4 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-USERS_FNO-4 05r5fhk6"

database S ERELEE  WEEA 100% HIRIGHRAMER o 58 « WA KRR



RMAN> recover database;

Starting recover at 13-MAY-16

using channel ORA DISK 1

starting media recovery

archived log for thread 1 with sequence 28 is already on disk as file
+ASMO/TOAST/redo0l.log

archived log file name=+ASMO/TOAST/redo0l.log thread=1 sequence=28
media recovery complete, elapsed time: 00:00:00

Finished recover at 13-MAY-16

ENHEETFEMER
1. RN RAHERB AP EANE FERMERAE -

RMAN> select file#||' '||name from vStempfile;
FILE#||"'"'| |NAME

1 +ASMO/TOAST/temp0l.dbf

2 EBEHHELLIEE « BRITTIHS  MBAHS tempfiles * HEAXFHEBERET RMAN B + 2
%3 TALBE E o

RMAN> run {

2> set newname for tempfile 1 to '/oradata/TOAST/tempOl.dbf';
3> switch tempfile all;

4> )

executing command: SET NEWNAME

renamed tempfile 1 to /oradata/TOAST/tempOl.dbf in control file

EfECERE

182 IR e ~ EEMECEIAIIRYIE ASM HAEREHES - SRR EZEREMEN - MERIANEM
SCEREE © WTEMIPRESSCER Z BANIEEAERE -

1. B EMECRBHEN BB REE BRBHERS
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +ASMO/TOAST/redo0l.log
2 +ASMO/TOAST/redo02.log
3 +ASMO/TOAST/redo03.1log

2. A EMECEIERIR) o

RMAN> select group#||' '||bytes from vS$Slog;
GROUP#||"'"'| |BYTES

1 52428800

2 52428800

3 52428800

3. HWNBEEMaCER - FEREB R EMCHEHERRNA/ - ERMNERARUBEREILNE

RMAN> alter database add logfile '/logs/TOAST/redo/log00.rdo'

52428800;
Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log0l.rdo'

52428800;
Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log02.rdo'

52428800;
Statement processed

4. BEMDAIR FoRifEfsr A LAV EE o Er g R4

RMAN> alter database drop logfile group 4;
Statement processed
RMAN> alter database drop logfile group 5;
Statement processed
RMAN> alter database drop logfile group 6;
Statement processed

o. MNSBEIPALEMIBRIEA PECERAVEESR « SHRBIIAE T —EECEME « LURBMEHE W R I 2R E R, &

PIEI TR - ERERUNEMERGEERE 3 « ARItEEsERNAERFER « EILEZERE -

RIEZ BB ERER: ~ BIRTMIPRECEE o

s25%
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RMAN> alter database drop logfile group 4;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 4 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 4 thread 1:
'+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123"
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 4;

Statement processed

6. WEIIRIR « MEFMBUERSHEIMEEN -

SQL>
SQL>
SQL>
SQL>
SQL>

select name from v$datafile;
select member from v$logfile;
select name from vStempfile;
show parameter spfile;

select name, value from v$parameter where value is not null;

7. FIE LI REBINAIMICIEER
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[root@jfscl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 01r5fhijg
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt
/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS_FNO-4 05r5fhk6
TOAST redo logs:
/1logs/TOAST/redo/10g00.rdo
/logs/TOAST/redo/1log01.rdo
/1logs/TOAST/redo/log02.rdo
TOAST temp datafiles:
/oradata/TOAST/temp0l.dbf
TOAST spfile
spfile string
/orabin/product/12.1.0/dbhome

1/dbs/spfileTOAST.ora
TOAST key parameters
control files /logs/TOAST/arch/controlOl.ctl,
/1logs/TOAST/redo/control02.ctl
log archive dest 1 LOCATION=/logs/TOAST/arch

8. MNP ASM BARLEHAE 2 M  BEAIERER asnend © ZEHFSHRT « BHREMERES ASM
spfile/passwd IS ZRATEII BT o

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

BrERFIERER

1R#% Oracle RMAN MIERARME « BEREF T ERNERHERNE LRENBIER o 7TULFRrmesfls « #
PRUMIEZERILHIT /oradata/TOAST/SU ° U TR RMAN FEASESRHERIE I TERAIME—2TE o 45
BT FRmEEM - BERMERNER LB ENEREREE o S UERPFRIIE SIS A A3 ERRILREE
"ASM FEEHIE" o
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[root@jfscl current]l# ./fixuniquenames.pl TOAST

#sglplus Commands

shutdown immediate;

startup mount;

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg
/oradata/TOAST/system.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/sysaux.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-

3 03r5fhjt /oradata/TOAST/undotbsl.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-4 05r5fhké6
/oradata/TOAST/users.dbf

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
SYSTEM FNO-1 0lr5fhjg' to '/oradata/TOAST/system.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
SYSAUX FNO-2_02r5fhjo' to '/oradata/TOAST/sysaux.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
UNDOTBS1 FNO-3 03r5fhjt' to '/oradata/TOAST/undotbsl.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
USERS_FNO-4 05r5fhké6' to '/oradata/TOAST/users.dbf';

alter database open;

Oracle ASM E#F%f

YNRGFRAM ~ Oracle ASM WA B¥AERIEBEMTHER « LUBHAAABEENNRERRK - @M= « BT
RFEETIRAR LUN BHERHTEA/VERIBY LUN ~ 24 BrhlErTaT LUN BI1EZE © Oracle ASM & LR {EAC
EEFRERBNENEUEMHETRE - ARETHEREHEN LUN -

BEREFERASUNERNER /0 « BEFGEMEMAMETE « BrRRERRAEBER -

sl 2R EAVE R

SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vSasm disk;

NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER
SQL> select group number||' '||name from vSasm diskgroup;

1 NEWDATA

EITHTAY LUN
B A/MEFEIRYHT LUN ~ ERBEREFEHREMBEMEER o LUN FERETR A CANDIDATE HAHR o

74



SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vS$Sasm disk;

0 0 /dev/mapper/3600a098038303537762b47594c31586b CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c315869 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594¢c315858 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c31586a CANDIDATE
NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER

% LUN

HEPAR AR BT TRTIE AIMIBR(ESE ~ (BEE REWED FRENPIEEFARE LUN © B5% ~ AFHT LUN FiE EHEREE
48 o IEZ R ER—FAVRFTIE B ATAY ASM LUN BEEEHAY LUN

BT AEAREEHNERE - ERMEHNTFITEES - ERMEHNEENHEZ - JITRER - BT
BREEIEE 1/0 1B - MELEEXERKAISEERIEERRE o 748 - BEEE A H:ARETHRENERT
#18E/] alter diskgroup [name] rebalance power [level] #n% o HAVREER 5 EE o

SQL> alter diskgroup NEWDATA add disk

' /dev/mapper/3600a098038303537762b47594c31586b' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk

' /dev/mapper/3600a098038303537762b47594c315869"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a0980383035377620b47594c315858"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586a' rebalance power 5;
Diskgroup altered.

R E S
AIERZRANEENEEEN FEER - FitsEfF « HFIERTISS -

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

TBESERET « N EREREFIERFEEE -
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SQL> select group number,operation,state from vSasm operation;
no rows selected

EZER LUN

BEFERECTH—F - CAEFENT EEAWEEAR - URRIRIERE - 2R - FIEHEREN
LUN ZREFMKEHFNER - 5ER ~ EFGE LUN 1B0E1T o IEHERFRE S /T3 H Oracle ASM EHESL
FEfER ~ AR BRE LUN o

sgqlplus / as sysasm

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0000 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0001 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0002 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0003 rebalance power 5;
Diskgroup altered.

BRIE(REE
AEEZEANEENEEENTEIEE - FULHEMP - RFIEATIH< -

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

BT « T EOEREMERTEIEE

SQL> select group number,operation,state from vSasm operation;
no rows selected

BFRER LUN

TEHAEREFAATEFREE LUN Z AT ~ MR HRIRIREHIT —RERRIRE © It ASM i LUN & » EXEYIH%
18 ~ M EREERRE SIS FORMER © BERMIEL LUN AIULEMERF TSR o
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SQL> select name] |'

'| |lheader status from vS$Sasm disk;

'[ lgroup number]| |'

"|[total mb||"'

"I'lpath|["'

NAME | |''| |GROUP NUMBER||''||TOTAL MB||'"'||PATH||"''| |[HEADER STATUS

0

NEWDATA 0005 1
NEWDATA 0007 1
NEWDATA 0004 1
NEWDATA 0006 1

0 /dev/mapper/3600a098038303537762b47594c315863
0 /dev/mapper/3600a098038303537762b47594c315864
0 /dev/mapper/3600a098038303537762b47594c315861
0 /dev/mapper/3600a098038303537762b47594c315862

10240
10240
10240
10240

8 rows selected.

LVM 7582

HEEET 4R

FORMER
FORMER
FORMER
FORMER

/dev/mapper/3600a098038303537762b47594¢c315869 MEMBER
/dev/mapper/3600a098038303537762b47594c31586a MEMBER
/dev/mapper/3600a098038303537762b47594c31586b MEMBER
/dev/mapper/3600a098038303537762b47594¢315858 MEMBER

1. #BIEBITEFA LUN datavg Volume ¥4

2. @iHEREABREANEIH LUN ~ T EERABRUMRE

[root@hostl ~]# pvdisplay -C |

/dev/mapper/3600a098038303537762b47594c31582f datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c31585a datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594¢c315859 datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c31586¢c datavg lvm2

10.00g

grep datavg

10.

10.

10.

10.

00g

00g

00g

00g

HRRFRER 7 U LVM SERAVEIRE A EBERA « #73 datavg ° BESHIZKE Linux LVM ~ B3E
LERABEBERR AIX ~ HP-UX 1 VXVM o {5FEf < RIBE B B AT ARE o

77



[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315864
Physical volume "/dev/mapper/3600a098038303537762b47594c315864"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315863
Physical volume "/dev/mapper/3600a098038303537762b47594c315863"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315862
Physical volume "/dev/mapper/3600a098038303537762b47594c315862"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315861
Physical volume "/dev/mapper/3600a098038303537762b47594c315861"

successfully created

3. I FTRIHEER @ HTIE E IR & B4

78

[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315864
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315863
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315862
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315861
Volume group "datavg" successfully extended

T pvmove R L EEEAR] LUN FVEEBIEFHMEEIFT LUN © o - i [seconds] 5| ZEEEERE



[root@hostl tmpl# pvmove —-i 10
/dev/mapper/3600a098038303537762b47594¢c31582fF
/dev/mapper/3600a098038303537762b47594¢c315864

/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594¢31585a
/dev/mapper/3600a098038303537762b47594c315863

/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594c315859
/dev/mapper/3600a098038303537762b47594c315862

/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b4759%94c31586¢
/dev/mapper/3600a098038303537762b47594¢c315861

/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

(@)
(@)
N oe

° o° o o° o o°

14.
28.
42.
57.
72.
87.
100.0

w W = O

o\°

0.0%
14.
29.
44 .
60.
75.
90.
100.0

\e)
o° o° o0 o° oo o°

O O = o O

o°

(@]
(@]
o\°

14.
29.
45.
61.
76
91.
100.0

o°

~ o = O
o°

o o° o° o°

o\

(@)
(@)
o\

15.
30.
46.
61.
77.
92.
100.0

o°

w N B O B
o® o° o o0 o°

o\°
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5. SERIEIEF % - ;A E AN B AP MIPRER LUN vgreduce 8% © HIRMIN ~ IREENAI LML R4
8% LUN o

[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31582fF
Removed "/dev/mapper/3600a098038303537762b47594¢c31582f" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31585a

Removed "/dev/mapper/3600a098038303537762b47594c31585a" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c315859

Removed "/dev/mapper/3600a098038303537762b47594c315859" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31586¢

Removed "/dev/mapper/3600a098038303537762b47594c31586c" from volume
group "datavg"

4MER LUN FEA

RE

NetApp W48 T R FLI BF SAN BERRVAIE " EHIMILUNE ASTHONTAP! ©
WEREM RIS « FREEREUTAISHS R o B3 FC BIFIE ONTAP Hi2f# LUN 21 ~ LVM &
:z EZ{E LUN 3EEX LVM FR4EEE} o IESh « SR B EFARth AT LABSRAMERD « EEE— S ARSI o TR/ 8

BT~ IRIBAIAEE B S ERISIARIER - HP O3 LalfEEEN2E &R © Fli W S Linux &4
/etc/multipath.conf %%?Efﬁ“zjé% WWN BIFRBABEHT ~ URBE FLI FRriiRVEE

(D MNFRZIRAARERAERAEN « 552H NetApp HHAMHERR - MRCHIRZREIER - 5HHH4E
NetApp NZRLAENIF17#Bh ©

L HIEER Linux fAARES EAER ASM 1 LVM LUN #8 o HEERAIE FLI ~ A MIEH S AIAER
@ ~ BIRAJFEE « ONTAP #2=4EE °

#%7 LVM LUN

HHEOE T EHFIEBEN LUN o FEULFTmEEAT « STEREHME SAN BERRM /orabin M

/backups °
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[root@hostl ~]# df -k
Filesystem

Mounted on
/dev/mapper/rhel-root
devtmpfs

fas8060-nfs-public:/install
/install
/dev/mapper/sanvg-lvorabin
/orabin
/dev/mapper/sanvg-lvbackups
/backups

Volume B¥4ERYRTBRTLAMEC B RBPHAE « 2R MEARIU (Volume B¥ %) -

EBBERT ~ FIFN Volume B¥4H sanvg ©

1K-blocks

52403200
65882776

199229440

20961280

73364480

Used Available

8811464
0

119368128

12348476

62947536

43591736
65882776

79861312

8612804

10416944

Use

60

59

86

%

o°

o°

o°

o°

/dev

(BiEHIR & RTE)

o 1

° pvdisplay 8% PIAIHAIZIELL Volume B#4HAY LUN ~ WNTFFAR  TEERIER T ~ 5 10 fE LUN 485X

sanvg Volume E$4

[rootlhostl ~]# pvdisplay -C -o pv _name,pv size,pv fmt,vg name

12V

PSize

/dev/mapper/3600a0980383030445424487556574266 10.
/dev/mapper/3600a0980383030445424487556574267 10.
/dev/mapper/3600a0980383030445424487556574268 10.
/dev/mapper/3600a0980383030445424487556574269 10.
/dev/mapper/3600a098038303044542448755657426a 10.
/dev/mapper/3600a098038303044542448755657426b 10.
/dev/mapper/3600a098038303044542448755657426¢c  10.
/dev/mapper/3600a098038303044542448755657426d 10.
/dev/mapper/3600a098038303044542448755657426e 10.
/dev/mapper/3600a098038303044542448755657426f 10.

/dev/sda?2

#5%5) ASM LUN

00g
00g
00g
00g
00g
00g
00g
00g
00g
00g
278.38g

VG
sanvg
sanvg
sanvg
sanvg
sanvg
sanvg
sanvg
sanvg
sanvg
sanvg
rhel

ASM LUN th47B758 o« BELL sysasm EAERNS 21 sqlplus BYS LUN 1 LUN BREHIEE - :FH1T Mo

< -
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SQL> select path||' '||los mb from vSasm disk;
PATH||''||0OS MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FC AREE

BRIRIZE S 20 EZERER LUN - ERTEAIA SAN - 38 ONTAP SE507FEXERIAY LUN © Bl EARZE - B
ONTAP 7RI ERTAY LUN sBEVEREE « A RERZEFREILMIERER o

AFF/FAS %t =D h78i§—1E HBA IR E A RRENERERIR o LS  WAEH FC @15 « 5% ONTAP AE5Y
FEVSMNEBETFRES LAY LUN o EEREEFRSIERE LUN EE « REIFILE WWN RIUFEEEERY LUN © 1TE%
BT ~ LUN S tH/RER « A BERT ONTAP WWN 72EUHE o

SERUEP ERTE « ONTAP FEREERRERINERHTEPEY storage array show 6% ° EEEIAEAHEIBLIE AR
A A& _ESMEB LUN BYEES o TELATEHIA ~ 25MRFE%S] _EAY LUN FOREIGN 1 7£ ONTAP FREARIENSEN
FOR-1 ©

Egallb i)

Cluster0l::> storage array show -fields name,prefix
name prefix

FOREIGN_l FOR-1
Cluster0l::>

s# A5 LUN

AT LUBIEEEZKSH LUN array-name & storage disk show < o BEEFIARE LRI BERNE
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Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk

=
O
i
—
W J o 0w N

gl
(@)
G
=
O

.10
11
.12
.13
.14
.15
.16
.17
.18
.19
.20

serial-number

800DTS$HUVWBX
800DTSHUVWBZ
800DTSHUVWBW
800DTSHUVWBY
800DTSHUVWB/
800DTSHUVWBa
800DTS$HUVWBA
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBe
800DTSHUVWBE
800DTSHUVWBg
800DTSHUVWBi
800DTSHUVWBh
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWBmM
800DTSHUVWB1
800DTSHUVWBO
800DTSHUVWBN

20 entries were displayed.
Cluster0l::>

i IMNERRES LUN B iR E ARSEIER
5MER LUN —FYa S BREEAEMASER LUN 38 - EEEA BRI ZAT « 478H LUN 1R RIMNEE ~ EIIEREARRR

MRIEIEE o FFEIREEERRITTRHULED ER storage disk modify 8% ~ Y1 FFIEEAIFAT ©

S &E7i& LUN 12508745 ONTAP FREYSMNER o REAHEMERIE AIME LUN 25 o

ClusterQ0l::*>
-foreign true
ClusterQ0l::*>
-foreign true

ClusterQ0l::*>
-foreign true
ClusterQ0l::*>
-foreign true
ClusterQ0l::*>

storage

storage

storage

storage

disk

disk

disk

disk

modify

modify

modify

modify

{-serial—-number

{-serial—-number

{-serial—-number

{-serial-number

800DTSHUVWRBW }

800DTSHUVWBX }

800DTSHUVWBN }

800DTSHuUVWBO }

it bR

-1is

-is

-is

-is
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B IR & LR ETZEEAY LUN

BE (AR REFHIZEN LUN o IR Volume ABREERIER ONTAP THAERVERAEETE o 7R LLERHIP ~
ASM LUN R EE—EHEESP - ﬁﬁ LVM LUN B EER ZEIEE A o SHMETESHE LUN E/EERIE4E
REE - HIINDE ~ BILREBIRTE QoS 1%l o

R snapshot-policy ‘to ‘none ° BEHIZFUIEEIEAREERIRE o Bt ~ MR RBERINEILN ~ 7
REEARBENMERERE - AARBHRZHBRATENER -

Cluster0l::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0l::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

Cluster0l::>

#2117 ONTAP LUN

BIIHRE 2% « BRI LUN o —fiRMME ~ 17 LUN E2EAERTE LUN k/J\Z”"EE’TéEﬂ ~ {BEELEE
T ~ SMERHARRS | S RIS o AL « ONTAP S1HEERFIRER BAIMY LUN HREE k! - EWEREA
LUN 2RI E R 2 BIRME R REEEE LUN 75 ~ W7 B (ERMAE o

TEUEDT BB ~ Rt BB MNERMES 2 R 208 ~ IAFEfRIERERYSMER LUN BLIERERRT LUN ABFF o

ClusterOl::*> lun create -vserver vserverl -path /vol/new_asm/LUNO -ostype
linux -foreign-disk 800DT$HuUVWBW

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new_asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTSHuUVWBN

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTSHuUVWBO

Created a LUN of size 10g (10737418240)

17 B ARRA
LUN IRERIL ~ BRRRESER B o TAITILT TR ZAT « A% LUN BERR - BIRERINS B EERER

FIAZERAEHRTE - IR ONTAP AFEAR L LUN EHITHRE « AIREEEMITF 5% - EREREAYE
# o BRFIEAE Joi LUN BEARBVRESND BF ~ BENCHESREAIEMBYE R LUN AR EERM -
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ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver

"vserverl" offline.

Do you want to continue? {y|n}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

LUN BR4R1& ~ ISR LUESMER LUN FoRfEiEE ~ BN EARAA Llun import create 83% ©

Cluster0l::*>
-foreign-disk
ClusterQ0l::*>
-foreign-disk

lun import create
800DTSHUVWBW
lun import create
800DTSHUVWBX

ClusterQ0l::*>
-foreign-disk
ClusterQ0l::*>
-foreign-disk
Cluster0l::*>

lun import create
800DTS$HUVWBN
lun import create
800DTSHUVWBO

BIUFMEEARGRZE - BIAJR LUN B35 E4R o

Cluster0l::*> lun online -vserver
Cluster0l::*> lun online -vserver
Cluster0l::*> lun online -vserver
Cluster0l::*> lun online -vserver
Cluster0l::*>

B RhEes B4R

EsEhasas#H (igroup) 2 ONTAP LUN ESZRIBRI—ERD o FRIFIR T EMEFEE « BRI AFEGTEIIAY

—-vserver

—-vsServer

—vserver

—-vserver

vserverl

vserverl

vserverl

vserverl

vserverl

vserverl

vserverl

vserverl

-path /vol/new asm/LUNO

-path /vol/new asm/LUN1

-path /vol/new lvm/LUNS

-path /vol/new_ lvm/LUNS

-path /vol/new_ asm/LUNO
-path /vol/new_asm/LUN1

-path /vol/new lvm/LUN8
-path /vol/new 1lvm/LUN9

LUN o BRZEBET—E igroup  FIHFERFFEUER FC WWN B iSCSI REha3T8RTM © EIRBARS
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B ~ {2 FC LUN 3Z4E FLI o 38 ~ 887 iSCS| BB EE—IRMEBERIIF « WIFR St o
TEUEEERIR ~ T —E igroup ~ EFREZMIE WWN ~ HEREH HBA Er] FHRYMI{EZERZIE

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

1% LUN HEE 1%

7EE igroup 218 ~ LUN ZHEZEEZEM igroup ° Bt LUN EFEAR UL igroup FEEE WWN © NetApp 1R
R EIEF BRiPEER T HISRDEZE ONTAP - E—HREE « AAMNRE TR D & EI5 BT FIFHY
jgNTAP R4~ BITsE 2 7EEEMREY) ERIBAEAMAEBERFIEN LUN - EEERAEERZEREHERERZ

E o

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

ClusterQ0l::*>

=i

HAMNEEETE FC fHRRAARE « FItE AR F 1IN LUN BEARBRI S 4 Al o i@  HRERRS
BA—ELLEFMREE R EIRIZEMN T FC DEFMENRER « LUEHS 14 FC FEARAE
EIMEB LUN tJ#2ZE ONTAP o

UEAZFF PIERARAN T -

—_

- TESMER LUN E#80ITFRA LUN &) ©

2. ®EW FC EREMEMERMD ONTAP R4E

3. MEEEAIER ©

4. BRERZE LUN o

. BRERABNERIE o
TARELEFREREFTMN - —ERMIBREIETERN LUN ~ FLAIIUTE ONTAP LR  EERHRNIZFEEE
TR E R - FrABEEREFXEISMNE LUN ~ MEMMAERARERI R AMERET] c REEIFERE « &

#Em FCREMNBR R  EILMEERNE R EMEZ R TR « AR/ - IRERERE - ERILUE
BEEMEIRE « EEIBEEFTH - EARGERRSL
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RIRAERIE
EAEHF ~ FIHRIBIE—T SRAAERE -

[oracle@hostl bin]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base remains unchanged with value /orabin
[oracle@hostl bin]$ sqglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, Automatic Storage Management, OLAP, Advanced
Analytics

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL>

R PAAEAR ARTS

Hrh—EZERER SAN BERZARKTE S Oracle ASM RS - EEFIEER LUN ~ AIRBHRERRSE B
M ERETUIERZ RS L IHEARBERERIERER -

[oracle@hostl bin]$ ./crsctl stop has -f

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'hostl'

CRS-2673: Attempting to stop 'ora.evmd' on 'hostl'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'hostl'

CRS-2673: Attempting to stop 'ora.LISTENER.lsnr' on 'hostl'

CRS-2677: Stop of 'ora.DATA.dg' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'hostl'

CRS-2677: Stop of 'ora.LISTENER.lIsnr' on 'hostl' succeeded

CRS-2677: Stop of 'ora.evmd' on 'hostl' succeeded

CRS-2677: Stop of 'ora.asm' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.cssd' on 'hostl'

CRS-2677: Stop of 'ora.cssd' on 'hostl' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'hostl' has completed

CRS-4133: Oracle High Availability Services has been stopped.
[oracle@hostl bin]$



ENPFIEZR R
YNRFAATZFERRART ~ umount (EERLE ML) © WIREFREIE « BERR LU BAAHENERF © © fuser 88T
Al S LR o

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

{=H Volume 48
EIFRISTE Volume BHAPRIFREIER R 41E ~ BIAI{EA5% Volume &4

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FC {AIEE

IRAERIAER FC &1 ~ LIABFREMEISMNERIETBIFRB FFEVE « T I ¥ ONTAP RYFFEVE o

FREARR

EERE) LUN BEATRR ~ 588117 lun import start 8R% °

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new_lvm/LUN9

Cluster0l::1lun import*>

EIEEAERE

EETLUEREEEA RS Lun import show M9 o M1 FFTR « EIATEEEAFTA 20 {8 LUN ~ BRmEMES
BHESM RV EE(TR « (Y158 ONTAP FZEXER) o
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Cluster0l::1lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

MRECFERGER  FIEEENMRRNEMERT - EElen < isHFrABEIMINTTMALE lun import

show © ARIEAI LR IR P At Te B EAZ R "I a0 LUN EEA © 5ERL"

MRCRER LBE  SFEETERHNEERPEMRR LUN ~ TEREIARTS -

ERZHIERT ~ ERRFH LUN R BERIEREEMAE TN - BT EDBRENBRERE « ERER
FREHEY LUN ~ IZEEFENEE - IS EREEE - U THABTRHTEER ERERERF

AR AR T AT  SFRERHNFMAEBHMERFE /ete/ fstab BESRBEN SAN ERGWE
2R o IRAKMITULIRE « B LUN ZIERE « (ERRRASEREZRK - ERBERATIREEH - 1iE - B
EAREENBELRNIEERISEIEE RS E /etc/fstab MIE—K ~ SABERIIERE R LUEITRR B -

EFIFAFER Linux AR ERY LUN AIERE RIS rescan-scsi-bus.sh 85 < © IR LI ~ 1B LUN 2§

TETHIREH LD o HE e AEREAEE « BUNRHSEM igroup 4HAEIERE « 5% LUN EZBRETAES
NETAPP R FE o
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oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html

[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
Scanning host 0 for SCSI target IDs O 1 2 3 4 5 6 7, all LUNs
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1 Rev: 2.13
Type: Direct-Access ANSI SCSI revision: 05
Scanning host 1 for SCSI target IDs 0 1 2 345 6 7, all LUNs
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H Rev: 1.41
Type: CD-ROM ANSI SCSI revision: 05

Scanning host 2 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 3 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 4 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 5 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 6 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 7 for all SCSI target IDs, all LUNs
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05

0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

BESERERE

LUN RREF SRS ERTRENENRHE « BEX Linux SERERSEZNEH S ELME - HEHELH
multipath - 11 ERELERRREETWMIERLE - fAIE0 « FIMEAREBENZSEREEE NETAPP BT
& o BEREAINFRE - HPWMIFEELIERFR 50 « MIFETIERFZ 10 o BPARYIAE LTSS R Linux Y
RERRAMAFRARE - Bt AISMREATRIAERE o
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()  #H2mCmRmE Lnu RAREMARERXH /ete/multipath. cont REEH ©

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"= 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| = 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"= 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running

E¥EYE) LVM Volume E#48

UNRIEFEIFZEEI LVM LUN ~ BJEE3R vgchange --activate y &L © &% % Volume Manager
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EERGFIRE LUN ~ IE3R LUN ESARNVESN « i EMAABRNERBEEE sanvg
volumegroup ° A% « EEEEMANVEMNESE - IEFHEE) Volume EF4HENA] ©

[root@hostl /]# vgchange --activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

BT EER R

TR @EHESMRENE - BERFAILUEA « FIEREERIITRER - QRiF - BMEERHERNERIREFE
PERT « ERARN AT T2EF -

[root@hostl /]# mount /orabin
[root@hostl /]# mount /backups
[root@hostl /1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 % /dev
tmpfs 6291456 84 6291372 %
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 16 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

EHFH ASM %

EfimiE SCSI HER « FREERMRE ASMLIb R E - EMRRAIEBENRE ASMLb ~ ARIFHMERRAR
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() i EmEaeEm ASMLI # ASM ABAEHERT -

AR  BREHASMLb - :5ERA /dev/mapper HEEEBEEIIEIL o 98 ~ ¥EFRAJSEARLERE ° £ ASMLIib
REENBERT ,‘Csfzvﬁi%g MEEXTRHER - EXMEE ST IEE KK
/etc/multipath.conf 3 udev A » HAIERFREMEFRAIES c BLEERETETH - URMIRIEH
B WWN ZRFoREEE « LAFEIR ASM 2B {ER IEFEAIRER -

TEUEEBEHIT ~ FHEREN ASMLIb WiiFHHMHEAERET « SRR ERIGIRIFAERIAY 10 {8 ASM LUN o

[root@hostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

ERTRREN AR ARTS
I{TE ~ LVM F ASM KE B LR EAIfER « ATASEHEEERARTS

[root@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

EEREERE

RIS ENRER « AR ENE - TESRBEREZR ~ AREFRESFHEDE - ASM REBASETE
FH o
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

SERK
WEHBABERE - BECTM - BEEARGRERZA « hEIEINEBREESIRME 110 o
MIERRA(R 2 Al ~ U BRESEFAE LUN BS ST F E5ER o
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Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

fHIBREE A BA1%

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

BERFTTE « SAMIBRTZERA(R o STRE « 1/0 fFH ONTAP ERVMRREIEZ IR M -

Cluster0Ol::*> lun
Cluster0Ol::*> lun

ClusterOl::*> lun
Cluster0Ol::*> lun

HUHEEMIMER LUN

=% ~ BEEELITEBR is-foreign 36E ©

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

vserverl

vserverl

vserverl

vserverl

-path /vol/new asm/LUNO
-path /vol/new asm/LUN1

-path /vol/new lvm/LUNS
-path /vol/new lvm/LUN9
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

EaihEE R
S EARRFH LUN EEIRE 2 H RAIEX -

AFRLEERT - ERFERZHERIRNERRIBH—ED - TCP/IP BEIRAVEEIAE - & FC EE2 iSCSI
ARG EIRM B EE XBRIFIRIE c THMIBERT « iISCSI AIAEEEEZH IP SAN FEERRZ - BRFE « B8
FIAEE AR ER S E (ESERRHENE o BI40 ~ WNERSMERFEEFIF] ONTAP B LUN EIEHZR[E—(E HBA L -
CRILUfERESRAY ISCSI LUN ~ EEEMETIERER] o AR « RAILIEIERABIRE LUN 218 ~ iR HEEIR[0E]
FC o

THIRRFRENE FC EIAZE iSCSI pYB12 « (BRFERAEAINTIE ISCSI BHAE FC KRB -

Z4t {SCSI EhEhes

ARZHIEXERRTAREE IR iISCSI ByEas ~ (BENRAE I IS iSCS| BiEas ~ BRI ERZE o

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

manager
Resolving Dependencies
--> Running transaction check
-——> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update
—--> Finished Dependency Resolution

Dependencies Resolved
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Package Arch Version Repository

Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k
Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2) : iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
1/4

Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 64
2/4

Cleanup : ilscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Cleanup : iscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
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4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /1#

%7l iSCSI ExEhas i@
FELREBREPEESLM—RY iISCS| BiENasatE o £ Linux £ ~ B /etc/iscsi/initiatorname.iscsi
FEZ  ERTBARHEE IP SAN LR o

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1992-05.com.redhat:497bd66cal

FERVE I N) S RS

ErEhZRE¥4H (igroup ) 2 ONTAP LUN IESEZRBR—E0 7 o FRIFFCIR T EMEFEE « SRIEAFEGRIA
LUN e ItDERRTER A B R —1E igroup ~ FIHFEEFERI FC WWN 8¢ iSCS| EiEh23 s o

TELEEERIR ~ SIS Linux 1 iSCSI BiE238 igroup ©

ClusterQ0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator ign.1994-05.com.redhat:497bd66cal

RIRAIRIR

£ LUN BEiBE AT « WATEEMA LUN o (ERIZEEE LUN EREREEHCARE « IBRARLAEH
&« MBEXAIFRURERHE - (5 ASM B « 55T E E IR ASM HAEREHAE  MRARAFRA MR ARTS

¢ FC 4EREUHEIFE LUN
LUN 221  s51L/RYA FC igroup FBEREAE o

Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new asm/LUNl -igroup
linuxhost

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxhost
ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost
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1% LUN EFHEZ IP 485
&8 LUN BNEEUER F#80 iSCS| BUENEh2s B¥4

ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxiscsi
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxiscsi

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxiscsi

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxiscsi

ClusterQ0l::*>

& iscsl B

iISCSI IRENAMEMRE - F—FRFERZ « BEKRZFELUN RE  © iscsiadm FIGTEREIREHIAOHE
UhE¥4H -p argument AR iISCSI IRFEHIPRA IP (IILFIEFIREE - 7EERIEN T  THRERIE 3260
EHEIE iSCSI ARFSHY IP itk o

() MREAIEEFEE P (- IbH S TARE SRR A5 o

[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl
10.63.147.197:3260,1033 ign.1992-
08.com.netapp:sn.807615e9%f61ll1leb5ab5ae90e2babb9464:vs.3
10.63.147.198:3260,1034 ign.1992-
08.com.netapp:sn.807615e%9ef6llle5a5ae90e2babb9464:vs.3
172.20.108.203:3260,1030 igqn.1992-
08.com.netapp:sn.807615e%ef6llleba5ae90e2babb9464:vs.3
172.20.108.202:3260,1029 ign.1992-
08.com.netapp:sn.807615e9%f6ll1leb5ab5ae90e2babb9464:vs.3

1£Z iSCSI LUN

Z237 iISCS| B1E1& - AEHMENE) iISCSI IRFELURZREATARY iISCSI LUN ~ MZEEREE - fINZHRK
ASMLib 28 o

[root@hostl ~]# service 1scsl restart
Redirecting to /bin/systemctl restart iscsi.service

EREIRIR
ERENE Volume B#4H ~ EFEIEER RS « EXRE) RAC IRFBE « UENREIRER - BT TEBERER
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NetApp ZZICEEINEF e B EMMEIERES « URAMAERIEREERER « TRIRMABRIESE

AR EENREEIHZA  AERETHNFIERBEBERET /etc/ fstab ERSIRIZER SAN EIRGHREAE
2R o FIRAKBMITUED BR « B LUN ZEXERE « RIFISEREAFMIERE R o ILRERZRIRER - 198
FIEARBREXTRLETVETEERTEEIFERGE /etc/ fstab EETERBIERERD « FEEITHRE
PERETAF o
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