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致勝

ONTAP 上的 EPIC

數位化轉型的關鍵在於讓資料發揮更大效益。

本文件取代先前發表的技術報告 _TR-3923 ：適用於 Epic 的 NetApp 最佳實務做法。

醫院需要大量資料才能開始數位轉型。治療病患、管理工作人員排程和醫療資源的程序、是收集和處理資訊的過
程之一。不過、許多行動仍是手動執行、或是透過過時的系統執行。一種常態是資料量持續呈指數成長、因此越
來越難以管理。

造成此問題的主要原因是醫院資料通常儲存在資料封閉環境中。手動輸入和更新花費太多時間、導致工作時間耗
盡和錯誤。本文件是醫療資料的一部分、即 Epic 電子健康記錄（ EHR ）。不過、此處涵蓋的資料管理策略可
以也應該套用至所有醫療資料。NetApp 擁有現代化及簡化數位基礎架構的經驗證明。我們的智慧型資料基礎架
構是數位轉型的基礎。

NetApp 提供單一的資料管理解決方案、可滿足所有醫療需求、我們能夠引導醫院完成數位化轉型的過程。醫療
業以結構和智慧解決方案為基礎、可充分發揮這項寶貴資訊的全部價值。此架構可協助醫療供應商更快診斷疾
病、並制定個人化治療計畫、以更有效地支援緊急情況下的決策程序。您也可以建置自己的智慧型資料基礎架
構、讓醫院能夠解除資料封閉環境的鎖定、促進資料互通性、並保護敏感的病患資訊。

請參考本文件、成功建構及實作 Epic EHR 。與其建置多個 Epic 封閉環境、不如建置單一 Epic 資料基礎架構、
並改造醫院。

目的

本文件說明將 NetApp 儲存設備整合至 Epic 軟體環境的最佳實務做法。其中包含下列各節：

• 對 Epic 軟體環境及其儲存需求的技術瞭解、涵蓋各種組態。

• Epic 儲存設備考量事項、說明 Epic 解決方案的重要決策因素。

• NetApp 儲存建議、說明符合 Epic 儲存需求的 NetApp 儲存組態最佳實務做法。

範圍

本文件不涵蓋下列主題：

• 量化效能需求與規模調整指南、請見 "TR-3930i：《NetApp Epic規模調整準則》（NetApp Sizing

Guidelines for Epic）"（需要 NetApp 登入）

對象

NetApp假設讀者具備下列背景知識：

• 深入瞭解SAN和NAS概念

• 熟悉 ONTAP 儲存系統的技術知識

• 熟悉 ONTAP 的組態與管理
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ONTAP 上的 EPIC

ONTAP 上的 EPIC

ONTAP 讓 EPIC 變得更簡單。

ONTAP 是一個資料管理平台、可讓您整合 Epic 工作負載、同時滿足所有效能、資料保護及資料管理需求。

只有在 NetApp 上、您才能在單一高可用度資料管理平台上、將 SAN 、 NAS 和物件的所有醫療工作負載標準
化。ONTAP 是全球部署最廣泛的儲存軟體平台、擁有將近 30 年的持續創新經驗。您可以使用原生 ONTAP 資
料管理工具和應用程式整合、來因應 Epic 的所有挑戰。不需要購買多種協力廠商工具來填補解決方案的缺口。

許多儲存廠商都提供傳統、可靠且快速的區塊儲存。它們運作良好、但通常部署在封閉環境中、以執行單一工作
負載、例如正式作業、報告、清晰度、 VDI 、 VMware 和 NAS 。每個封閉環境都有不同的硬體和不同的管理工
具、通常由不同的 IT 群組管理。這種傳統方法增加了當今醫療業最大的問題、也就是複雜度。

NetApp 讓資料管理變得更簡單、更有效率。ONTAP 使用創新與技術、透過任何具有整合式資料保護功能的傳
輸協定、在單一平台上為每個工作負載提供一致且保證的 SLA 、而非讓大型封閉環境的問題大受影響。這些功
能和工具也延伸到您選擇的雲端、如下圖所示。

[ONTAP 為醫療產業提供擴充性與簡易性]

ONTAP 可用度的 EPIC

ONTAP 的核心是不中斷營運的營運、可避免業務營運中斷所造成的成本高昂。

NetApp 根據正式作業資料提供超過 99.99999999% 的可用度、這是透過 NetApp Active IQ 稱為家中的資料。
叢集中的每個 HA 配對都沒有單點故障。ONTAP 可追溯至 1992 年、是全球部署最廣泛的資料管理軟體、擁有
提供可靠儲存設備的卓越歷史。現在、有了 Active IQ 主動監控並自動解決 97% 的問題、可用度就會更高、支
援案例也會大幅減少。

EPIC建議使用HA儲存系統來減輕硬體元件故障。本建議從基本硬體（例如備援電源供應器）延伸至網路（例如
多重路徑網路）。

當您需要升級儲存設備、向上擴充、橫向擴充或重新平衡叢集上的工作負載時、病患照護將不會有任何影響。您
可能會移動資料、但絕不會再因資料移轉或堆高機升級而中斷病患照護。改用新一代技術、防範未來、避免硬體
束縛。 NetApp 甚至提供 100% 的書面可用度保證。

如需 NetApp 可靠性、可用度、可維修性和安全功能的詳細資訊、請參閱"NetApp ONTAP 可靠性、可用度、可
維修性和安全性"白皮書。

ONTAP 整合的 EPIC

醫療業的主要挑戰之一、就是封閉環境的效率不彰。

多點解決方案是由阻礙進展的不同群組所建立。統一化的資料管理策略可提高效率、加速轉型。將病患記錄、勒
索軟體和泛用 AI 等顛覆性技術、都是整合的必備工具。

有了 ONTAP 、您就能在內部部署和雲端上整合檔案 / 區塊 / 物件、以及每個第 0/1/2/3 層工作負載、全部都在
ONTAP 上執行。
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EPIC on ONTAP 效率

EPIC 可在所有 Flash 陣列上執行、其中大部分的成本都是磁碟。因此、儲存效率對於節省
成本至關重要。

NetApp 內嵌式儲存效率可在儲存設備上實現領先業界的節約效益、而不會影響效能、我們甚至還提供 All Flash

Array 的書面效率保證。

在計算儲存效率時、請務必測量原始到可用的有效容量。

• * 原始容量 * 在套用任何 RAID 之前、磁碟大小依磁碟數而定。

• * 可用容量 * 套用 RAID 後、可用儲存空間有多少。

• * 有效容量 * 配置及呈現給主機或用戶端的儲存容量。

下圖是典型 Epic 部署的效率計算範例、包括所有需要 852TB 有效儲存空間的工作負載、效率高達 5.2:1 、可提
供 1.32PB 的總有效資料。

根據磁碟數量、原始至可用容量會稍有不同。

[卓越的儲存效率]

NetApp 不使用 NetApp Snapshot 技術或精簡配置來計算保證方案的效率。這樣做會顯示 30-

100:1 的不切實際效率、這並不代表實際儲存容量的規模。

ONTAP 的卓越效能

ONTAP 於 2009 年推出 Flash 技術、並自 2010 年起支援 SSD 。這項 Flash 儲存設備的
長期使用經驗可讓 NetApp 調整 ONTAP 功能、以最佳化 SSD 效能、並增強 Flash 媒體的
耐受度、同時保留 ONTAP 的豐富功能。

自 2020 年起、所有 Epic odb 工作負載都必須位於 All Flash 儲存設備上。EPIC 工作負載通常以每 TB 儲存容量
約 1 、 000 至 2 、 000 IOPs （ 8k 區塊、 75% / 25% 讀寫比率、 100% 隨機）運作。EPIC 對延遲非常敏感、
而高延遲對終端使用者體驗以及執行報告、備份、完整性檢查和環境更新時間等作業工作都有明顯影響。

• All Flash Array 的限制因素不是磁碟機、而是控制器的使用率。

• ONTAP 使用雙主動式架構。為了達到效能、 HA 配對中的兩個節點都會寫入磁碟機。

• 如此一來、 CPU 使用率便達到最大化、這是 NetApp 能夠發佈業界最佳 Epic 效能的最重要因素。

• NetApp RAID DP 、進階磁碟分割（ ADP ）和 WAFL 技術可滿足所有 Epic 需求。所有工作負載都會在所有
磁碟之間散佈 IO 。無瓶頸。

• ONTAP 已經過寫入最佳化；寫入一次會被確認寫入鏡射 NVRAM 、然後再以內嵌記憶體速度寫入磁碟。

• WAFL 、 NVRAM 和模組化架構可讓 NetApp 使用軟體、以即時效率、加密和效能進行創新。此外、
NetApp 也能在不影響效能的情況下、引進新的功能和功能。

• 過去、每個新版 ONTAP 的效能與效率都有 30% 至 50% 的提升。當您與 ONTAP 保持最新狀態時、效能是
最佳選擇。
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NVMe

當效能至關重要時、 NetApp 也支援下一代 FC SAN 傳輸協定 NVMe / FC 。

如下圖所示、我們的 Genio 測試使用 NVMe / FC 傳輸協定、與 FC 傳輸協定相比、實現了更多 IOPS 。NVMe /

FC 連線解決方案在超過 45 秒寫入週期臨界值之前、達到超過 700k IOPS 。以 NVMe 取代 SCSI 命令、也能大
幅降低主機的使用率。

[EPIC Genio 圖形]

ONTAP 擴充性的 EPIC

Epic 硬體組態指南的成長率約為每年 20% 、為期 3 年。不過、環境也可能意外成長。

NetApp 可無縫擴充 NAS 、 SAN 和物件叢集的效能和容量、最多可擴充至 12 個節點。因此、您可以隨業務成
長而不中斷營運地向上或向外擴充。

Epic Iris 提供更多擴充功能。它可讓擁有多個 Epic 執行個體的大型客戶整合至單一執行個體。"現代 SAN 上通
過 NetApp 驗證的架構 Epic"本文說明 Epic 可在單一 HA 上無縫地將整合的工作負載擴充至 720K IOPS 、並在
叢集中橫向擴充至超過 4M IOPS 。您可以升級控制器或將磁碟新增至現有叢集、以不中斷營運的方式擴充。

NAS 、 SAN 和物件資料也能在叢集中的節點之間不中斷地移動。叢集中的每個 HA 配對都可以是 ONTAP FAS

和 AFF 系統類型和大小的任意組合。您可以在單一叢集之間平衡工作負載、以最大化您的儲存投資。

ONTAP 也提供選項、可將 StorageGRID 或雲端上的物件儲存設備作為備份目標及 / 或自動冷儲存分層目標。此
功能可讓您自動將昂貴的 All Flash 磁碟、階層快照和冷資料釋出給 Object 。

結果是、 Epic 只要運用 ONTAP 、多重通訊協定、 StorageGRID 及您選擇的雲端、就能更好地運用 NetApp 產
品組合。這些產品提供災難恢復、歸檔、分析、分層等選項。

EPIC 儲存效率組態

快照是磁碟區的時間點複本、該磁碟區是唯讀的。

快照會對作用中檔案系統中的所有區塊進行邏輯鎖定。NetApp ONTAP Snapshot 複本近乎即時、而且不會使用
任何額外的儲存設備。

寫入其中檔案配置（即 WAFL ）是唯寫入的檔案系統、不會執行其他 IO 、例如在覆寫前複製受快照保護區塊中
的資料。不會移動任何資料、因此快照不會影響儲存容量或效能。快照可大幅節省儲存成本、同時擴充備份解決
方案。

FlexClone

NetApp ONTAP FlexClone Volume 是現有磁碟區的複本或現有磁碟區的快照。否則、它 ONTAP 就像其他任何
磁碟區一樣、可以自行複製、使用快照保護、並使用 QoS 原則進行設定。

與快照一樣、 FlexClone 磁碟區在建立時不需要任何額外空間。只有複本變更才需要額外容量。

Epic 需要 10 至 30 份正式作業資料庫複本、以滿足各種作業需求、例如串流備份、完整性檢查和整備升級環
境。隨着升級頻率的增加，構建在 FlexClone 捲上的解決方案的需求也隨之增加。
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NetApp 提供全自動 Epic 備份解決方案和 Epic Refresh 解決方案、作為解決方案的一部分、使用
Ansible 和原生 NetApp 工具。

ONTAP 安全性的 EPIC

安全性是當今組織和醫療主管的首要考量。管理工作從未如此困難、組織也面臨法規遵
循、資料治理、防毒保護和勒索軟體等挑戰。

完整的 Epic 與儲存安全性指南不在本文件的涵蓋範圍之內、但"ONTAP 安全強化指南"詳細說明 ONTAP 提供的
所有廣泛與進階安全功能。

NetApp Active IQ Unified Manager 會根據所包含的資訊來監控安全違規事件、並在儀表板中報告這些違規事
件"TR-4569"、以簡化安全管理。這些工具可協助貴組織達成安全目標、以保護、偵測及補救攻擊。

NetApp 也與安全性廠商合作、透過軟體提供整合"NetApp FPolicy"功能、以強化您的安全性產品。此外、"多因
素（ MFA ）驗證"您也可以新增以保護 Epic 環境免於遭洩漏認證的未經授權存取。

最後、 ONTAP 原生 Snapshot 複本與不可變"ONTAP 網路保存庫"的 SnapLock 技術搭配、提供獨特的氣隙功
能、可保護病患記錄免於勒索軟體的侵害。請參閱上的 NetApp 文件"NetApp勒索軟體解決方案"。如需更具策略
性的安全性方法，請參閱"NetApp 與 Zero Trust"。

史詩般的架構與設計

EPIC 架構

本節說明 Epic 軟體環境及需要儲存的關鍵元件。它提供重要考量、協助引導儲存設計。

Epic 總部位於威斯康星州維羅納、為大中型醫療集團、醫院及整合式醫療組織製作軟體。客戶還包括社區醫
院、學術機構、兒童組織、安全網供應商和多醫院系統。EPIC 整合式軟體涵蓋臨床、存取和營收功能、並延伸
至家庭。

本文件不涵蓋Epic軟體所支援的廣泛功能範圍。然而、從儲存系統的角度來看、所有 Epic 軟體都會針對每個部
署共用一個以病患為中心的資料庫。EPIC 正在從 InterSystems Cache 資料庫移轉至全新的 InterSystems Iris

資料庫。由於 Cache 和 Iris 的儲存需求相同、因此在本文的其餘部分、我們會將資料庫稱為 Iris 。Iris 適用於
AIX 和 Linux 作業系統。

跨系統虹膜

InterSystems Iris 是 Epic 應用程式所使用的資料庫。在此資料庫中、資料伺服器是持續儲存資料的存取點。應
用程式伺服器可管理資料庫查詢、並向資料伺服器提出資料要求。對於大多數 Epic 軟體環境、在單一資料庫伺
服器中使用對稱式多處理器（ SMP ）架構、就足以滿足 Epic 應用程式的資料庫要求。在大型部署中、可使用
InterSystems 的 Enterprise Cache Protocol （ ECP ）來支援分散式模型。

使用啟用容錯移轉的叢集硬體、可讓待命資料伺服器存取與主要資料伺服器相同的儲存設備。它也能讓待命資料
伺服器在硬體故障期間接管處理責任。

InterSystems 也提供技術來滿足資料複寫、災難恢復和高可用度（ HA ）需求。InterSystems 的複寫技術可用
於同步或非同步地從主要資料伺服器複寫 IRIS 資料庫至一或多個次要資料伺服器。NetApp SnapMirror 用於複
寫 WebBLOB 儲存設備、或用於備份與災難恢復。
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更新的虹膜光圈資料庫有許多優點：

• 擴充規模並讓擁有多個 Epic 執行個體的大型組織能夠整合為一個較大的執行個體。

• 客戶現在可以在 AIX 和 Red Hat Enterprise Linux （ RHEL ）之間移動、而無需支付新的平台授權。

Cache 資料庫伺服器與儲存使用量

• * Production * 在 Epic 軟體環境中、部署單一以病患為中心的資料庫。在 Epic 的硬體需求中、主控讀取 / 寫
入虹膜光圈資料伺服器的實體伺服器稱為正式作業資料庫伺服器。此伺服器需要高效能的 All Flash 儲存設
備來儲存屬於主要資料庫執行個體的檔案。為了達到高可用度、 Epic 支援使用容錯移轉資料庫伺服器、該
伺服器可存取相同的檔案。Iris 使用 Epic Mirror 複寫至唯讀報告、災難恢復及支援唯讀複本。由於業務持續
運作的原因、每種類型的資料庫伺服器都可以切換為讀取 / 寫入模式。

• * 報告 * 報告鏡像資料庫伺服器提供正式作業資料的唯讀存取權。它主控設定為正式作業的 Iris 資料伺服器
備份鏡射的虹膜光圈資料伺服器。報告資料庫伺服器的儲存容量需求與正式作業資料庫伺服器相同。報告寫
入效能與正式作業相同、但讀取工作負載特性不同、大小不同。

• * 支援唯讀 * 此資料庫伺服器為選用功能、並未顯示下圖。也可以部署鏡射資料庫伺服器來支援 Epic 的唯讀
功能、其中提供唯讀模式的正式作業複本存取權。基於營運不中斷的理由、此類型的資料庫伺服器可切換至
讀取 / 寫入模式。

• * 災難恢復 * 為了達到業務持續性和災難恢復目標、災難恢復鏡像資料庫伺服器通常部署在與正式作業和 /

或報告鏡像資料庫伺服器位於不同地理位置的站台上。災難恢復鏡射資料庫伺服器也會主控設定為正式作業
的 Iris 資料伺服器備份鏡像的虹膜資料伺服器。如果正式作業站台長時間無法使用、則可將此備份鏡射資料
庫伺服器設定為作為鏡射讀寫執行個體（ SRW ）。備份鏡射資料庫伺服器的檔案儲存需求與正式作業資料
庫伺服器相同。相反地、備份鏡射資料庫儲存設備的大小與正式作業儲存設備的大小相同、從效能的角度來
看、可確保業務持續運作。

[EPIC IRIS ODB]

• * 測試 * 醫療組織通常會部署開發、測試及接移環境。這些環境的其他虹膜光圈資料伺服器也需要儲存設
備、可由同一個儲存系統容納。EPIC 對於從共享儲存系統提供額外儲存設備有特定要求和限制。本文件中
的最佳實務做法一般會解決這些特定需求。

除了虹膜晶片（ Iris odb ）資料伺服器之外、 Epic 軟體環境通常還包括其他元件、例如下列元件、如下圖所示
：

• Oracle 或 Microsoft SQL Server 資料庫伺服器、作為 Epic Clarity 商業報告工具的後端

Clarity 用於報告每日從報告的虹膜光圈資料庫擷取的資料。

• WebBLOB 伺服器（ SMB ）

• 多用途資料庫伺服器

• 多用途虛擬機器（ VM ）

• 用於用戶端存取的 Hyperspace

[EPIC 資料庫]

所有這些多重工作負載、集區、 NAS 和 SAN 通訊協定的儲存需求、都可以由單一 ONTAP 叢集加以整合和代
管。這項整合可讓醫療組織針對所有 Epic 及非 Epic 工作負載、制定單一資料管理策略。
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營運資料庫工作負載

每部 Epic 資料庫伺服器都會對下列檔案類型執行 I/O ：

• 資料庫檔案

• 日誌檔案

• 應用程式檔案

個別資料庫伺服器的工作負載取決於其在 Epic 軟體環境中的角色。例如、正式作業資料庫檔案通常會產生最嚴
苛的工作負載、包括 100% 隨機 I/O 要求。任何鏡射資料庫的工作負載通常較不嚴苛、讀取要求也較少。日誌檔
案工作負載主要是連續的。

Epic 維護的工作負載模式適用於儲存效能基準測試和客戶工作負載。如需 Epic 工作負載模型、基準測試結果、
以及使用 NetApp 規模調整工具來正確調整 Epic 環境儲存容量的詳細資訊、請參閱 "TR-3930i：《NetApp Epic

規模調整準則》（NetApp Sizing Guidelines for Epic）"（需要 NetApp 登入）。

EPIC 也為每位客戶提供自訂的硬體組態指南、其中包含 I/O 預測和儲存容量需求。最終的儲存需求可能包括開
發、測試和 / 或移接環境、以及任何其他可能整合的輔助工作負載。客戶可以使用硬體組態指南、將總儲存需求
傳達給 NetApp 。本指南包含設定 Epic 部署規模所需的所有資料。

在部署階段、 Epic 提供資料庫儲存配置指南、提供更精細的 LUN 層級詳細資料、可用於進階儲存設計。請注
意、《資料庫儲存配置指南》是一般儲存建議、並非 NetApp 專屬的建議。使用本指南來判斷 NetApp 的最佳儲
存配置。

大尺寸

在評估 Epic 儲存環境時、其中一項重要架構考量事項是 ODB 資料庫大小。

您可以使用下圖選取中小型大型 Epic 儲存架構。這些設計包括執行《硬體組態指南》中列出的所有工作負載。
規模調整樹狀結構是根據 100 多份硬體組態指南中的資料而定、而且應該是最準確的預估值。

請務必注意、這只是起點。您應該與 Epic 聯盟團隊合作、確認任何 Epic 設計。您可以在 EPIC @ NetApp .com

聯絡團隊。每個部署作業都需要滿足客戶要求、同時遵循 Epic 和 NetApp 建議的最佳實務做法。

• Epic 小型架構、 Epic 資料庫低於 10TB

• 中型 Epic 架構、採用 Epic 資料庫、介於 10TB 至 50TB 之間

• 大型 Epic 架構、 Epic 資料庫容量大於 50TB

[史詩般的尺寸指南]

EPIC 儲存需求

專屬的儲存資源通常會提供給正式作業資料庫、而鏡射資料庫執行個體則會與其他 Epic 軟
體相關元件（例如 Clarity 報告工具）共用次要儲存資源。

其他軟體儲存環境（例如用於應用程式和系統檔案的環境）也由次要儲存資源提供。

除了規模調整考量之外、 Epic 還有下列額外的儲存配置規則和重要考量：
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• 自 2020 年起、所有營運資料庫（ odb ）工作負載都必須位於 All Flash Array 上。

• EPIC 建議每個儲存池位於不同的實體硬體上、包括 Pool1 、 Pool2 、 Pool3 、 NAS1 和 NAS2 。

叢集中的節點可視為儲存資源池。使用 ONTAP 9 的 4 或更新版本和 AQO 、您可以使用原則建
立受保護的集區。

• 全新 Epic 3-2-1 備份建議。

a. 位於遠端站台的複本（災難恢復）

b. 其中一個複本必須位於與主要複本不同的儲存平台上

c. 資料複本

使用 NetApp SnapMirror 備份 NetApp 的客戶不符合 3-2-1 建議。原因是 ONTAP to ONTAP 不符
合上述第二項要求。您可以直接從 ONTAP 使用 SnapMirror 來在內部部署（例如透過
StorageGRID ）或雲端上物件儲存、以滿足 Epic 的需求。

如需更多關於儲存設備要求的資訊、請參閱下列適用於 Galaxy 的 Epic 指南：

• SAN考量

• 儲存產品與技術狀態（ Spats ）

• 硬體組態指南

EPIC 四節點架構

下圖顯示四節點架構的儲存配置：正式作業中的 HA 配對、災難恢復中的 HA 配對。控制
器的大小和磁碟數量是以後一個大小調整映像為基礎。

NetApp 通過接受 SLM 建議的 AQO 策略來保證最低的樓層性能。Epic 支援將 ONTAP 上的儲存資源池整合到
大幅減少的硬體上。如需更多資訊、請參閱 Epic 季度 Spats 文件。基本上、 Pool1 、 Pool2 和 NAS1 （列於
Epic 硬體組態指南中）都可以在單一 HA 配對上執行、工作負載平均分散在兩個控制器上。在災難恢復中、
Epic Pool 3 和 NAS 3 也會在 HA 配對中的兩個控制器之間分割。

測試完整複本環境（例如 SUP 、 REL 和 PJX ）是從 Epic Production 、 Epic Report 或 Epic Disaster

Recovery 複製而成。如需 Epic 備份與重新整理的相關資訊、請參閱標題為「資料管理」一節。

四節點架構

[EPIC 4 節點架構]

四節點工作負載配置

[EPIC 4 節點放置]

EPIC 六節點架構

客戶可能想從六節點設計開始、或是在需求不斷增加的情況下、從四個節點無縫橫向擴充
至六個節點。透過橫向擴充、您可以不中斷地在節點之間移動工作負載、並在叢集之間重
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新平衡。

此架構可在叢集上提供最佳效能與容量平衡。Epic Production 、 Epic Report 及 Epic Test 均在第一對 HA 上執
行。第二個 HA 配對用於 Clarity 、 Hyperspace 、 VMware 、 NAS1 及其餘 Epic 工作負載。災難恢復與上一
節中的四節點架構相同。

六節點架構

[EPIC 6 節點架構]

六節點工作負載配置

[EPIC 6 節點配置]

EPIC 八節點架構

下圖顯示橫向擴充的八節點架構。同樣地、您可以從四個節點開始、擴充至六個節點、並
繼續擴充至八個節點以上。此架構可在生產環境中的六個節點之間、提供最佳的效能與容
量平衡。

在本設計中、測試環境是從 Report 複製而非 Production 。這會減輕測試環境的負荷、並從正式作業環境中進行
完整性檢查。

八節點架構

[EPIC 4 節點架構]

八節點工作負載配置

[EPIC 8 節點配置]

組態與最佳實務做法

Epic on ONTAP - 主機公用程式

NetApp 主機公用程式是適用於各種作業系統的軟體套件、其中包含管理公用程式、例如

sanlun CLI 二進位、多重路徑驅動程式、以及正常 SAN 作業所需的其他重要檔案。

• NetApp 建議 * 在連接至儲存系統的主機上安裝 NetApp 主機公用程式、並存取 NetApp 儲存
系統。如需詳細資訊、請參閱"互通性對照表工具"與"SAN 主機"文件。

在 AIX 中、在探索 LUN 之前安裝主機公用程式尤其重要。如此可確保 LUN 多重路徑行為已正確
設定。如果在未使用主機公用程式的情況下執行探索、則需要使用命令從系統取消設定 LUN 、然

後透過或重新開機重新探索 cfgmgr LUN rmdev -dl 。
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EPIC LUN 和 Volume 組態

Epic 資料庫儲存配置建議文件提供每個資料庫 LUN 大小和數量的指引。

請務必與 Epic DBA 和 Epic 支援人員一起檢閱本文件、並確定 LUN 和 LUN 大小的數量、因為它們可能需要調
整。這些儲存建議對於 HBA 佇列深度、儲存效能、操作簡易性和擴充簡易性都很重要。

針對伺服器作業系統佇列深度考量、資料庫至少要使用八個 LUN （每個磁碟區一個 LUN ）。根據 ONTAP 叢集
中的節點數量來增加 LUN 數量。例如，使用 4 節點（ 2 HA 配對）叢集時，請新增 4 個 LUN 。對於較大型的
環境，可能需要更多 LUN ；使用相同數量的磁碟區（總共八個，分散於儲存節點），並在叢集節點和磁碟區之
間以兩個的倍數新增 LUN 。此方法可讓您輕鬆擴充 Epic 環境。

• 範例 1 ： 2 節點 ONTAP 叢集 *

2 個節點， 1 個 HA 配對 8 個磁碟區，每個節點 4 個磁碟區 8 個 LUN ，每個磁碟區 1 個 LUN ，新增 2 個 LUN

，一個位於 volume01 的 node1 ，一個位於 volume02 的 node02 。

• 範例 2 ： 4 節點 ONTAP 叢集 *

4 個節點， 2 個 HA 配對 8 個磁碟區，每個節點 2 個磁碟區 8 個 LUN ，每個磁碟區 1 個 LUN 新增 4 個 LUN ，
一個位於 vole01 的 node1 ，一個位於 vole02 的 node02 ，一個位於 volume03 的 node03 ，一個位於
volume04 的 node04 。

為了最大化工作負載的效能、例如 Epic odb 或 Clarity 、每種配置也最適合 NetApp 儲存設備。使用八個磁碟區
時、寫入 IO 會平均分散在各個控制器上、以最大化 CPU 使用率。對於複寫和備份、最好將磁碟區數量限制在
八個、以簡化作業。

擴充選項

如果伺服器需要更多儲存設備、最簡單的選項就是擴充包含磁碟區的 LUN 。第二個選項是一次以兩個的倍數（
每個節點一個磁碟區）將 LUN 新增至磁碟區群組。

範例：

Volume 和 8-LUN 配置

[EPIC 8-LUN 配置]

如果在需要 4 個以上節點或 8 個 LUN 的大型環境中，請諮詢 Epic 聯盟團隊以確認 LUN 設計。
您可以在 EPIC @ NetApp .com 聯絡團隊。

最佳實務做法

• 在 8 個磁碟區中使用 8 個 LUN 來啟動，一次在叢集的所有節點上新增 2 個 LUN 。

• 平衡 HA 配對中的工作負載、以最大化效能與效率。

• 以預期的 3 年成長規模建立 LUN 。（如需最大 LUN 大小，請參閱"ONTAP 文件"。）

• 使用精簡配置的磁碟區和 LUN 。

• 使用至少八個 DB LUN 、兩個日誌 LUN 和兩個應用程式 LUN 。此組態可將儲存效能和作業系統佇列深度最
大化。如果需要容量或其他原因、可以使用更多資源。
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• 如果您確實需要將 LUN 新增至磁碟區群組、請一次新增八個 LUN 。

• 若要將磁碟區和 LUN 群組備份在一起、則需要一致性群組（ CGS ）。

• 請勿在 Genio 或任何 I/O 效能期間使用 QoS 。

• 在 Genio 或 Clarity 測試之後、 NetApp 建議您在載入正式作業資料之前、先刪除儲存設備並重新配置資
源。

• 在 LUN 上設定啟用是很重要的 -space-allocation。否則、 ONTAP 將不會看到 LUN 上任何刪除的資
料、並可能導致容量問題。如需詳細資訊、請參閱 Epic Storage Configuration 快速參考指南。

EPIC 與檔案傳輸協定

支援在同一個 All Flash 陣列上結合 NAS 和 SAN 。

• NetApp 建議 * 將 FlexGroup Volume 用於 NAS 共用區、例如 WebBLOB （若有）。

WebBLOB 的冷資料高達 95% 。您可以選擇使用 ONTAP 的功能、將所有 Flash 陣列和階層備份及冷資料的空
間、釋放到內部部署或雲端的物件儲存空間"FabricPool"。所有這些都可以在沒有任何明顯效能影響的情況下完
成。FabricPool 是 ONTAP 的一項隨附功能。客戶可以產生冷（或非作用中）資料報告、以檢視啟用 FabricPool

可實現多少效益。您可以透過原則將資料的存留期設定為階層。EPIC 客戶利用這項功能大幅節省成本。

EPIC 效能管理

大多數的 All Flash 陣列都能提供 Epic 工作負載所需的效能。NetApp 與眾不同之處在於能
夠設定樓層等級的效能原則、並確保每個應用程式的效能一致。

服務品質（QoS）

NetApp 建議使用 QoS 。QoS 的優點是能夠整合所有 Epic 工作負載。所有的傳輸協定和儲存資源池都可以位於
較少的硬體上。您不需要將儲存資源池分開。

• NetApp 建議將叢集中的所有工作負載指派給 QoS 原則、以更有效地管理叢集上的保留空間。

• NetApp 建議在 HA 配對之間平均平衡所有工作負載。

• 執行任何 I/O 測試時、請勿使用 QoS 原則、否則 Genio 測試將會失敗。在指派任何 QoS 原則之前、請先分
析不同的正式作業工作負載 2-4 週。

Epic on ONTAP - 傳輸協定

FCP 是呈現 LUN 的慣用傳輸協定。

• NetApp 建議 * 單一啟動器分區：每個區域有一個啟動器、並使用全球連接埠名稱（ WWPN

）在儲存設備上提供所有必要的目標連接埠。在單一區域中存在多個啟動器、可能會導致間
歇性 HBA 串擾、進而造成重大中斷。

建立 LUN 之後、將 LUN 對應至包含主機 WWPN 的啟動器群組（ igroup ）、以啟用存取。

NetApp 也支援使用 NVMe / FC （如果您有支援的 AIX 和 RHEL 作業系統版本）、並增強效能。FCP和NVMe /

FC可共存於同一個架構上。
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EPIC 儲存效率組態

ONTAP 內嵌效率預設為開啟、無論儲存傳輸協定、應用程式或儲存層為何、都能正常運
作。

效率可減少寫入昂貴 Flash 儲存設備的資料量、並減少所需的磁碟機數量。ONTAP 可透過複寫來維持效率。即
使是 Epic 等對延遲敏感的應用程式、每種效率對效能幾乎沒有影響。

• NetApp 建議 * 開啟所有效率設定、以最大化磁碟使用率。這些設定在 AFF 和 ASA 型系統上
預設為開啟。

下列功能可提高儲存效率：

• 重複資料刪除功能可移除主 LUN 所在磁碟區中區塊的備援複本、進而節省主儲存區的空間。此建議選項預
設為開啟。

• 內嵌壓縮可減少寫入磁碟的資料量、並透過 Epic 工作負載大幅節省空間。此建議選項預設為開啟。

• 即時資料實作需要的 4K 區塊不足一半、並將其整合為單一區塊。此建議選項預設為開啟。

• 精簡複寫是 NetApp 資料保護軟體產品組合的核心、其中包括 NetApp SnapMirror 軟體。SnapMirror 精簡複
寫可保護業務關鍵資料、同時將儲存容量需求降至最低。* NetApp 建議 * 開啟此選項。

• 集合式重複資料刪除技術重複資料刪除功能一律處於磁碟區層級。有了 ONTAP 9 2 、就能使用 Aggregate

重複資料刪除技術、節省更多磁碟資源。後處理序 Aggregate 重複資料刪除已新增至 ONTAP 9 。 3*

NetApp 建議 * 開啟此選項。

EPIC 儲存效率組態

儲存設備分散於多個磁碟區、且擁有一個或多個適當數量的 LUN 以滿足工作負載需求的應
用程式、需要將內容一起備份、以確保資料保護一致。

一致性群組（簡稱 CGS ）提供這項功能及更多功能。您可以在夜間使用這些快照、使用原則來建立隨需或排程
一致的快照。您可以使用此選項來還原、複製甚至複寫資料。

如需 CGS 的其他資訊、請參閱"一致性群組總覽"

一旦按照本文前幾節的詳細說明配置了這些卷和 LUN ，就可以將它們配置成一組 CGS 。建議的最佳實務做法
是如下圖所示設定：

[EPIC 一致性群組配置]

一致性群組快照

每晚的 CG 快照排程應設定在每個與提供正式作業資料庫儲存設備之磁碟區相關的子 CGS 上。這將使這些
CGS 每天晚上都有一組全新的一致備份。然後、這些資料可用於複製正式作業資料庫、以用於開發和測試等非
正式作業環境。NetApp 針對 Epic 開發專屬的 CG 型自動化 Ansible 工作流程、以自動化生產資料庫的備份、更
新及測試環境。

CG 快照可用於支援 Epic 正式作業資料庫的還原作業。

對於 SAN 磁碟區、請停用用於 CGS 的每個磁碟區上的預設快照原則。這些快照通常由使用中的備份應用程式
或 NetApp 的 Epic Ansible 自動化服務來管理。
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對於 SAN 磁碟區、請停用每個磁碟區上的預設快照原則。這些快照通常由備份應用程式或 Epic Ansible 自動化
管理。 [NS2]

WebBLOB 和 VMware 資料集應設定為僅限 Volume 、而非與 CGS 相關聯。您可以使用 SnapMirror 在不同於
正式作業的儲存系統上維護快照。

完成後、組態將如下所示：

[Epic with CG 快照]

專為 Epic 打造的儲存規模

您應該與 Epic 聯盟團隊合作、確認任何 Epic 設計。您可以在 EPIC @ NetApp .com 聯絡
團隊。每個部署作業都需要滿足客戶要求、同時遵循 Epic 和 NetApp 建議的最佳實務做
法。

如需如何使用 NetApp 規模調整工具來判斷 Epic 軟體環境儲存需求的正確 RAID 群組大小和 RAID 群組數量的
相關資訊、請參閱"TR-3930i：《NetApp Epic規模調整準則》（NetApp Sizing Guidelines for Epic）"（需要
NetApp 登入）。

必須存取 NetApp Field Portal 。

ONTAP 上 Epic 的其他資訊

若要深入瞭解本文件所述資訊、請參閱下列文件和/或網站：

• "NetApp 產品文件"

• "ONTAP 9 文件"

• "一致性群組"

• "ONTAP 和 ONTAP 系統管理員文件資源"

• "TR-3930i：《NetApp Epic規模調整準則》（NetApp Sizing Guidelines for Epic）"（需要 NetApp 登入）

EPIC 客戶指引文件

Epic 提供客戶下列文件、以取得伺服器、儲存設備和網路的指引。本技術報告會參考這些文件。

• 儲存區域網路考量

• 營運不中斷技術解決方案指南

• All Flash 參考架構策略手冊

• 儲存產品與技術狀態

• EPIC Cloud 考量事項

• 硬體組態指南（客戶專屬）

• 資料庫儲存配置建議（客戶專屬）
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