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BicE Oracle Linux 9.x #1 NVMe-oF UL A ONTAPTZ

Oracle Linux %37 S B YLEER NVMe (NVMe/FC) F1E /Y TCP B9 NVMe
(NVMe/TCP) % » W HEIFHTEMm B ZERITFE (ANA) o ANA 1261 iSCSI #1 FCP IRIE
A EET FE RS B8 TTTZEY (ALUA) R B BRISTHEE ©

T #EAN{A A Oracle Linux 9.x Bic & NVMe over Fabrics (NVMe-oF) Ei% o iNEE L X IBEMINEES S » 552
"Oracle Linux ONTAPSZ$BEATHRE" o

@t

(5

NVMe-oF £ Oracle Linux 9.x BT EXIPRES :

* 5 ‘nvme disconnect-all' ltfF L ZEFARIER R KN ECHERRL » FIETERRATIETE c BYESE
NVMe-TCP 3 NVMe-FC #nfaZEfIE SAN BIEIRI R4 _ BB TIEIRE -

R 1 1 SRR SAN Bt

EAT AR TE EHLAEA SAN BB RE{CEEB LIRS IR o A" BEMHER TR BREEM Linux 1E¥ &
45~ EHEETRBEERZES (HBA) ~ HBA BTBE « HBA EX(E) BIOS FIONTAPRRZAZE 218 SAN B o

1. "#37 NVMe #h2 ERITAS L FER 14" o
2. 7£{AAR2S BIOS 17 SAN EEhan A= ERIRVEIIR RN SAN B o

YNFUNRIRIFAHBA BIOSBIMERIE « A2 RIBRAE E BRI ©
3. ENMEB IR EREFERARES CRBLIETE

S ER 2 . Z24E Oracle Linux 1 NVMe B2 Es=5H0 &
FERU TS ERERE L IEMNERE Oracle Linux 9.x EREERRZS ©

TER
1. 7F1EAR2S _EZ % Oracle Linux 9.x o ZEE5ER% & AR IEHITIVEIEER Oracle Linux 9.x #Zil) ©

uname -—-r

Oracle Linux #ZCMRZASEEH :

6.12.0-1.23.3.2.el%uek.x86 64
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. 228 TNVMe-CLI (NVMe - CLI) Ef4 .

rpm -gal|grep nvme-cli

TENEIFERTT nvme-cli BREEERRZA :

nvme-cli-2.11-5.e19.x86 64

. 28 1ibnvme B .

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EHSEIRRZS :

libnvme-1.11.1-1.e19.x86 64

. £ Oracle Linux 9.x £# F > % nostngn F& */etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENGIFRETRT hostngn kR4 :

ngn.2014-08.o0rg.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8dl-3a68dd6lalcb

- TEONTAPZRARH » BEsE AT & © “hostngn  FETLED "hostngn’ ONTAPEF AT HEFRANFE :

vserver nvme subsystem host show -vserver vs 203



&

Vserver Subsystem Priority Host NOQN

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl1-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68ddelalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb

UNE hostngn FHEAFAHEFRT > ERILUFER “vserver modify LR EH hostngn ¥
(D & onrar BAIFRMLENTS  EREATHEMFE /etc/nvne/hostngn AT

"hostngn °

FEX 3 . 2827 F NVMe/FC 1 NVMe/TCP

f$£F Broadcom/Emulex 3% Marvell/QLogic ZBECasEcE NVMe/FC » SR FH) S IRMEHRERRE
NVMe/TCP o



NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64-D
LPe36002-M64-D

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
MU T EBFIFREIRShR S

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.4.0.8

=+
MEENNERERBREAMIRERENRMNFE > 2R EEEHRERTA" -

. sAMESS lpfc_enable fc4 type 5%74% 3 -
cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
- R EPI LUSRAR R EN 834
cat /sys/class/fc_host/host*/<port name>
BT ) BB R AR,

0x2100f4c7aa9d7c5c
0x2100f4c7aa9d7c5d

- ERSE R E AR IRIR R AR L ¢
cat /sys/class/fc host/host*/port state
TREZEEZITIEHE

Online

Online

- FESUERUA NVMe / FC RiEhasiEi1E - HERERIBAIR ¢

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

Xmt 0000027ccf Cmpl 0000027cca Abort 00000014
xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f



LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017

LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017

Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEffEffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T ER&&E NVMe / FC ©

1. HROHITHE BN A-EEB R R :

cat /sys/class/fc host/host*/symbolic name

LUF g fI#m 7 Beghie VAN 8RSk s

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. :EMEER gl2xnvmeenable BERE © 1= AI:E Marvell T E-EEA NVMe / FC EREN3E(E .

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

TRHRELHAS 1 o

NVMe / TCP

NVMe/TCP 3 EAR 15 B EIEAFIR(E o 1K » EAILUEB#HIT NVMe/TCP KE#IR NVMe/TCP F& &M
%Z=f8 “connect @& “connect-all FENIR(E o

5
1. R BN A S EAINVMe/TCP LIFR iR SR e E Y -

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



10

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm



traddr: 192.168.31.98
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. FERREAEY NVMe / TCP E(E)#83 B 1R LIF B SR U ERRACEr B EE A

nvme discover -t tcp -w host-traddr -a traddr

FETEEH

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. 31T nvme connect-all EFAAETIER NVMe / TCP EXEh8sBIZE e fiTaH< ©

nvme connect-all -t tcp -w host-traddr -a traddr

&

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59



1} Oracle Linux 9.4 F%4 > NVMe/TCP FYs&E “ctrl_loss_tmo timeout BEN:&E A FAR” - EIt :
* ERRELARS (®EEHR) o

* BAREEFHEEFEN ctrl_loss_tmo timeout EABFE "nvme connect I#& "nvme connect-all &8 % (3
IH-) o

* WNRBEREHIE > NVMe/TCP $EFIZZ A S AR - i B SR REM RITELR o

SEF 4. (A[#E) 182X udev #BFHY iopolicy

F1#% R Oracle Linux 9.x #% NVMe-oF FYF835% iopolicy 22E 4 round-robin ° { Oracle Linux 9.6 B » &
AL iopolicy B8 2 queue-depth FEBIELK udev FREKE o

1. {EF root #RTEX F4REEZSPRHEN udev FRAIE !

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules
TREZEETTY@EY :

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. ¥ EIFRTENetApp ONTAPEHI2S iopolicy FYABTTIZRES o

LR BB T —IReEHIFRA

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. {EBFRA » LUE round-robin 8] " queue-depth :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFEAudeviRAEREE !
udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O. M EFRMAAIER] /0 TREE o FIEN » BH<FRER> nvme-subsys0 ©

12



cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TEZEEEITIEHL ¢

queue-depth.

() #i iopolicy @EBEMMIBRHHINetAPp ONTAPIEFISS R « MBRIE o

SER 5 . 0]k > By NVMe/FC B9 1MB 1/O ©

ONTAPTEBIEHIZS E R iR E R A B EMRE A/ (MDTS) & 8 c EEMKER K I/0 AR A/NAE 1MB - BE
[\ Broadcom NVMe/FC %35 1MB K/ 110 EK » IEEZE i"'?]l] ‘Ipfc’ FI(BIE "Ipfc_sg_seg_cnt 2EtTE
R{H 64 EXAF 256 ©

@ B EAEAR Qlogic NVMe / FC 1 o

TR
1. #& “Ipfc_sg_seg_cnt 2EERTES 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEETHLATEHAIMELL

options lpfc lpfc sg seg cnt=256

2. $1T “dracut -f 85 < > ABEMRAENEM ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

% 6 : BEsE NVMe RXENARTS

#¢ Oracle Linux 9.5 %4 > “nvmefc-boot-connections.service #l “nvmf-autoconnect.service' NVMe/FC R E1 S

BIERENRRTS “nvme-cli R REIRE BEIEVREEEE ©
EXEhTerk 1% > B&:% “nvmefc-boot-connections.service ¥ “nvmf-autoconnect.service' EXEIIRFE ERXEA ©

1. #3% “nvmf-autoconnect.service' BRI :

13



systemctl status nvmf-autoconnect.service

RErEfmL

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Tue 2025-10-07 09:48:11

week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)

CPU: 19ms

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]:

subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1]:

Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]:

subsystems automatically during boot.

2. FEER “nvmefc-boot-connections.service' B EYA -

14

Starting Connect

nvmf-autoconnect.

Finished Connect

systemctl status nvmefc-boot-connections.service

EDT; 1

NVMe-oF

service:

NVMe-oF



mrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

HER T | BB SHKICERE
ERsBZO N EE NVMe ZEIRISARAE > ANA ARBEF] ONTAP sp 2 RIS T EAT NVMe 4BEE o

1. FESPERBZIOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

R

TREZEEEI TIEHL ¢

2. Egs8{ER) ONTAP s ZRRVEE NVMe RE (BIH0 « #EEIRTE 4 NetApp ONTAP $£HI2S « B & T
iopolicing RE#ATEIR) BEIEMNKMRITER L
a. BT AR :

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZ THEHEL ¢



3.

NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

1S FEZFILAE R iopolicy {ERE » 10 :

queue-depth
queue-depth

BT LTI IFRERRGA AR ¢

nvme list

B
Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1
/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1
/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1
/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

SN
Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

4. FEDEERRRAVIERIRREIS R AN - BEABERIANAKA :

16



NVMe / FC

nvme list-subsys /dev/nvmedn5

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl

17



&

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

5. BRFENetAppIMIER BB EBONTAP EhRA LB MK ERIERE !

18
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ki

nvme netapp ontapdevices -o column

g Efl
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmel02nl vs 203 /vol/Nvmevol35/ns35 1
00e760c9-edca-4d9f-b1d4-e9a930bf53c0 5.37GB
/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

mEEER

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢6,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}
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iR 8 . RELEHANR DR

Oracle Linux 9.x E##FONTAPIZHI23 2 BFEE NVMe/TCP T EZ2HNHEA R 5T o

8 s ITHI 23 &R 4 B —1E DH-HMAC-CHAP & i8RA8: » A SEE L2 MEREE o DH-HMAC-CHAP £i&=2
NVMe FHoiiEHI2309 NQN BB SR TEWERESIBNES - BT RIEHERNED > NVMe T TIEHIZZH
B R B E S RS o

5 CLI 3 E JSON IEERTELENTERNENEEE c MRFEATRNFRAIEE AR dnchap 18 > 37
&£/ config JSON #EZ o
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. % Linux E#ES dhchap &8 ©

T5#iHERBA "gen-dhchap-key 68 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633
DHHC-

1:03:xhAfbADSIVLZDx1VbMFEOASJZ3F/ERQTXhHZZQJKgkYkTbPI9dhRyVtr4dBD+SG
iAJO3by4FbnVtovlLlmk+86+nNc6k=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmtTGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. EZzBHEHI28 dhchap 128 :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



R RAHRR RV S

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON
= ONTAP #ZfH254HRE E B Z(E NVMe FRAARIHERE « Gl USRS A=

/etc/nvme/config.json ¥&ZFE ‘nvme connect-all °
R "0 EETER AL JSON 155 - NB/EZHAIEE > 5525 NVMe Connect All FE o

1. H/EIsontEZE .
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&

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.09035a8d8c8011f0ac0fd039%eabac370:subsystem.subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

}

@ £ L& > dhchap key ¥R “dhchap secret ’ W dhchap ctrl key'
HFEE “dhchap ctrl secret©

2. {FFF4EAE JSON HEZEE4RE ONTAP %528 ¢

nvme connect-all -J /etc/nvme/config.json

3. IR EASETRAAVERZESRISIELAE dhchap #%
a. BgsE 1% dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

24



MU TERIZERT dhchap &8

DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:

b. Ezz81EHI28 dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZE B ERLUATEARES -

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

LEE9 | R A
BEEHIRERE -

BCE Oracle Linux 8.x 1 NVMe-oF LA AT ONTAPTE(E

Oracle Linux B8 ERN NVMe (NVMe/FC) FIEF TCP BY NVMe
(NVMe/TCP) 15 » Itz iBIFSFEan 4 ZRI72EY (ANA) o ANA $2{£E2 iSCSI # FCP 1815
FRAYIES T8 EER B /7 AN (ALUA) ML BRIETHAE o

T BEYN{a % Oracle Linux 8.x B2 & NVMe over Fabrics (NVMe-oF ) % o USEE L X IBMINAEE R » 520
"Oracle Linux ONTAPSZ 2 EATfRE" o

NVMe-oF i Oracle Linux 8.x BT EXIRE! :

* AZ1EEH NVMe-oF #EETT SAN BREp -

* NetApp sanlun TH#ARTEHFZ1E Oracle Linux 8.x 4% FHY NVMe-oF ° 8K > I LUKBAE D E S
BINetAppiEfF "nvme-cli B FIE NVMe-oF EHNEH o

* H1? Oracle Linux 8.2 RERHRZAS » nvme-cli EXBSEH R RMEESE NVMe/FC BENELFIIZS o §EF HBA i
FERtR RV SMNER B EEAR IS ©

* ¥ Oracle Linux 8.2 RERHRA » TERAE A NVMe ZREEAR:AE EHTE - SEEALLIIEE > FaiE
TEFEE o 455 udev FREI o

$EF 1 . 228 Oracle Linux 1 NVMe Eie i Eus5 0 EC B
ERU T ERER:E X 1ERIEE Oracle Linux 8.x EXBEhRZS ©

25



1. 7£1AAR8§ £ &2 Oracle Linux 8.x ° ZE5ERLE » AR IEHITAVEISER Oracle Linux 8.x 1y ©

uname -r
Oracle Linux fZ/ChRASEE A -
5.15.0-206.153.7.1.el8uek.x86 64
2. 2285 TNVMe-CLI (NVMe - CLI) Eff:
rpm -galgrep nvme-cli
TERNGIFETRT nvme-cli BRASEIARA !
nvme-cli-1.16-9.e18.x86 64

3. #}i¢ Oracle Linux 8.2 &RERHRAS » FHHIE T7IFBIERAEBEIED udev $RA o
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules ° ik EIR T NVMe ZEEH

Tmar B BT o

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules
Enable round-robin for NetApp ONTAP
ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP

Controller", ATTR{iopolicy}="round-robin"
4. 1 Oracle Linux 8.x £ L > % hostngn F&H °/etc/nvme/hostngn :
cat /etc/nvme/hostngn

TEHGIFETRT "hostngn kA :

ngn.2014-08.org.nvmexpress:uuid:edd38060-00£f7-47aa-a9%dc-4d8ael0cd969a

5. TEONTAPRAEH » BEs8 LA TEF © “hostngn’ FEULEL "hostngn’ ONTAPREF REHHEFRANFE !

vserver nvme subsystem host show -vserver vs coexistence LPE36002
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&

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
4 entries were displayed.

UNER hostngn FRAFIERT » sAER “vserver modify L EM “hostngn HIE
(D ontar BAIFRHLENTS > UHAEMENT /ctc/nvme/hostnan &

"hostngn °

6. S > BT ER—E T EFRRFHIT NVMe F1 SCSI SRE > NetAppiE:ZEONTAPE & ZERIEA % NVMe
Z I o “dm-multipath 73 B ¥ FEONTAP LUN o SHkFEZP] LU ONTAPER & =B BEFRTEIM © “dm-
multipath ¥pE1E “dm-multipath’ {E48 2 EAONTAP#r %4 ZE %1 ©

a. 710 “enable_foreign %€ /etc/multipath.conf X4 °

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. EFELE) “multipathd FEZNERAERE o

systemctl restart multipathd

FHER 2 . :387F NVMe/FC 1 NVMe/TCP

f$£F Broadcom/Emulex 3% Marvell/QLogic ZBECasBE NVMe/FC » S FH) S IRMEIHRERHRE
NVMe/TCP °

27
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FC——Broadcom/Emulex
7 Broadcom / Emulex T EEE&E NVMe / FC o

1. B EANE RN EREE

a. BMRELATE

cat /sys/class/scsi _host/host*/modelname

TREZEEEI THEHEL :

LPe36002-M64
LPe36002-M64

b. BETRERI M

cat /sys/class/scsi _host/host*/modeldesc

TEZEE R THARE@EL -

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BB AN 2 EENBroadcom 1pfc FEEE I EERSTE -

a. FRRIRRhRAS

cat /sys/class/scsi_host/host*/fwrev

LUF BB mENRe RS

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. BRI EERBNTRIChRAS

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.2.0.13

=+
MEENNERERBREAMIRERENRMNFE > 2R EEEHRERTA" -

2B “Ipfc_enable fc4 type' :RES 3 )
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
- ST P LUSRAR RIEN 83 4R ¢
cat /sys/class/fc_host/host*/<port name>
MU S AIRERE BT,

0x100000109p£0449c
0x1000001090£0449d

- EREERE AR RIR R AR L ¢
cat /sys/class/fc host/host*/port state
TREZEEEITIEE

Online

Online

SOBRA NVMe / FC RiEhasE1%IR « BEERERIBAIR !

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC——Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

IR
1. BRI HITH R BN ERESTE A NEEAR A

cat /sys/class/fc _host/host*/symbolic_ name



LT EEAIERTR T BeEh2 UM BIRShRZS

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. ;AR gl2xnvmeenable BERE © 5 0I:E Marvell N EIREA NVMe / FC EXBHESE(E -

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

TRERELLAS 1 o

TCP

NVMe/TCP 1% E A2 & BBNEAFIR(E - Kk > EoILUBBEETT NVMe/TCP 2317 NVMe/TCP FR 4 an
4,228 “connect' HF “connect-all FEHR(E o

1. DR IE A R IEAINVMe/TCP LIF R RSl B EEH |

nvme discover -t tcp -w <host-traddr> -a <traddr>
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&

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-



08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. BATFRAEANE NVMe | TCP BXBHESEE LIF M & AR ISR I R EEmEk -

nvme discover -t tcp -w <host-traddr> -a <traddr>

e

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. 1T nvme connect-all BFIEEETIERN NVMe / TCP BN B 2L MEEHITHS ©



nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

FETEER

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =1
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =1
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =1

NetAppE:ERE “ctrl-loss-tmo option'El| *-1"&E#k » BER{CIELER » NVMe/TCP R ERIMEATIHE
AR o

TEF 3 . O] > BYA NVMe/FC BJ 1MB 1/0 °

ONTAPTERBIERISSE R IR ERAEREE A/ (MDTS) & 8 c EEMKERA /0 SARA/NEE 1MB « BE
[ Broadcom NVMe/FC FE#E%H 1MB A/ 110 B3R » IEEZE 1*7][] ‘Ipfc’ FI{E(E 'Ipfc_sg_seg_cnt 2EtTE
%1E 64 FEN% 256 ©

@ ELE S ER R A Qlogic NVMe / FC 4 o

TR
1. # “Ipfc_sg_seg_cnt BERES 256 :

cat /etc/modprobe.d/lpfc.conf

TEZEE R THAREL -

options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERSIEM o
3. DAY “Ipfc_sg_seg_cnt 7 256

34



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TR 4 RS E
ERsBA O N EE NVMe ZEIRISARAE > ANA ARBEF] ONTAP sp 2 RIS T EAR NVMe 4BEE o

1. EREMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL :

2. E5z51E R ONTAP sraZERIRVEE NVMe 52E (FIEN ~ RELZTE 4 NetApp ONTAP 523 ~ BT
iopolicing SR EABIR) BEEMRMAEH L :
a. BRTRAR:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BE/REREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEEITIEE

round-robin
round-robin

3. MEIEEE M LB IFRRRGRZER
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nvme list

g

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFFE
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF
85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. HESDEERREAVIERISZREIS R AN - BEABERIANAKAE :

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC il

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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B~ NVMe/TCP &5

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

5. BRFENetAppIMIER BT T EONTAP ERR AL B ME B IERE !

optimized

optimized

non-optimized

non-optimized
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ki

nvme netapp ontapdevices -o column

Rafl
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json



&

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

SEF 5 . A% > BYA 1MB 1/0 A/
ONTAPTE#RHESIBRE R PR E B ABERHFHA /N (MDTS) % 8 o EEMKERK /0 FHRA/NEE IMB « HE

A Broadcom NVMe/FC F 185 H 1MB K/)BY 1/0 B3R » [REZZIENN "Ipfc BIB(E “Ipfc_sg_seg _cnt 2#itFa
5%{H 64 B4 256 ©

@ BELPSEBAERAR Qlogic NVMe / FC % o
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FER
1. # "Ipfc_sg_seg_cnt BEHBES 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEEIHRLUATEABES -

options lpfc lpfc sg seg cnt=256

2. 31T ‘dracut -F < » RBEMERSI T o
3. FE:DHYME “Ipfc_sg_seg_cnt'Z 256

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TER 6 RECMEE

ELIEEAREE
NetAppf&a:RID gt Bk
"1479047" Oracle Linux 8.x NVMe-oF F1#Z17E#EM 7£ NVMe-oF Fi% t > IEATLIER nvme

FAEIRESI23 (PDC) discover -p ¥§LREIL PDC o FHILE
152 SEZEES-BEREERERILI—
& PDC ° B2 » MIRETEFEEH NVMe-oF
F1#H9 Oracle Linux 8.x L#1T > BIEX#
1T nvme discover -p RESEEIIETEMN
PDC - E2EN TN BIEEE TS RE
TR EHHFER o

ACE Oracle Linux 7.x 1 NVMe-oF LLFASONTAPZ{

Oracle Linux £ 2 B YL4EER NVMe (NVMe/FC) F1E R TCP BY NVMe
(NVMe/TCP) 5% > Wiz IRIFETE % ZEEFE (ANA) © ANA $E{HE1 iSCSI ] FCP IRIR
FRRYIEEIFE IR ER BE T2 AN (ALUA) RV Z BRIZINAE o

T BRYN{a % Oracle Linux 7.x B2 & NVMe over Fabrics (NVMe-oF ) 4% o NSEE L X IEMINAEE R » 52
"Oracle Linux ONTAPSZ 2 EATfHE" o

NVMe-oF Ei Oracle Linux 7.x BT EX1fES! :

* R 1B(EF NVMe-oF 1#E#TT SAN BREf o

* NetApp sanlun FH#ARRHKALE Oracle Linux 7.x 1% A NVMe-oF © 8K » eI LUKBA RS
BINetAppiEtt "nvme-cli BRI FTIE NVMe-oF EEIEH o

* NVMe - CLIEfFHARZERENVMe / FCEBNERIE S o (EAHBABRRMHVIIMNT BBNERIE <
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

* NVMe ZRRETRRARAIRAGEHTE - SE2RABILIIEE © 5F4RST udev 3RE -

$EE 1 . 228 Oracle Linux 1 NVMe sl Exs5 R UEC B
FERUT S EREE B IBAIRIE Oracle Linux 7.x ERBERRZS ©

1. 7£1ABR8§ £ &4 Oracle Linux 7.x ° ZIE5ERLE » BERIEHITIVEISER Oracle Linux 7.x #&iy ©

uname -r
Oracle Linux fZ/ChRASEE A -
5.4.17-2011.6.2.el7uek.x86 64
2. 224 TNVMe-CLI (NVMe - CLI) Eff:
rpm -ga | grep nvme-cli
TERNGIFETRT nvme-cli BRASEIARA !
nvme-cli-1.8.1-3.el7.x86 64

3. BT FEIILAEIFA udev BB /1ib/udev/rules.d/71-nvme-iopolicy-netapp-
ONTAP.rules ° BRMEIIR T NVMe Lm0 E 8T o

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem'", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 7£ Oracle Linux 7.x £# I » #%& nostngn FH&H " /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEMFIFRRT hostngn ik :

ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874
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5. TEONTAPZAH » BEB LA T & - “hostngn' FERULAD "hostngn ONTAPEER AP HEFRAN TS ©

*> vserver nvme subsystem host show -vserver vs nvme 10
]

Vserver Subsystem Host NON

ol 157 nvme ss 10 0
ngn.2014-08.o0rg.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

R hostngn FRAIERT » sAER “vserver modify LT “hostngn HIE
(D ontar BAIFRHLENTSE > UEAEMENT /ctc/nvme/nostnan &

"hostngn °

6. ERERBNEM o

WER 2 . 527 NVMe/FC
7 Broadcom / Emulex T EE&&E NVMe / FC o
1. BEREERANRZEN T EFI%E .

a. BmIEERE
cat /sys/class/scsi host/host*/modelname
TREZEEEITIEE

LPe32002-M2
LPe32002-M2

b. FRTRELE
cat /sys/class/scsi_host/host*/modeldesc

TREZEEIRLUATEABES -
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Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

. FE:2E Ipfc_enable_fc4 type's&EAS 3]

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

- LEMER Ipfc BENEARMIAS

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

- BT EHEEGRNAERE

rpm -ga | grep nvmefc

TREZEEEITIEE

nvmefc-connect-12.8.264.0-1.noarch

- BRI SRERR R R R L

a. BANERRIBRIE -

cat /sys/class/fc _host/host*/port name

TREZEAT T :

0x10000090faelecol
0x10000090faeleco62

b. FETERIBRIE

cat /sys/class/fc host/host*/port state

TREZEEREI T ET
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Online

Online

6. FENERA NVMe / FC RiEhe3iEiEiR « BRIRERHER R ¢

cat /sys/class/scsi_host/host*/nvme info
el

NVME Initiator Enabled

XRI Dist lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80£f09 DID x010601
TARGET DISCSRVC ONLINE

HEEX 3 . O] > BYA NVMe/FC B9 1MB 1/0 °

ONTAPTE#FIEHI S E R PR ERAKERFEH AN (MDTS) % 8 ©
@ Broadcom NVMe/FC FH#25H 1MB A/N\8Y /10 B3R » IS fEZ =
%18 64 EiA 256 ©

EREKERK /O BRA/NAIZE IMB e HE
290 “Ipfc’ BIE(E 'Ipfc_sg_seg_cnt 2EKtTE

()  EeEsEmmERR Qogic NVMe / FC 4 -

S
1. # "Ipfc_sg_seg_cnt REEES 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEEIHRLUATEHABIES -

options lpfc lpfc sg seg cnt=256

2. ${T “dracut -F8p< » RBEMERBI T
3. HEFRHIME “Ipfc_sg_seg_cnt' 7 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TR 4 RS E
ERsBA O N EE NVMe ZEIRISARAE > ANA ARBEF] ONTAP sp 2 RIS T EAR NVMe 4BEE o

1. EREMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL :

2. E5z51E R ONTAP sraZERIRVEE NVMe 52E (FIEN ~ RELZTE 4 NetApp ONTAP 523 ~ BT
iopolicing SR EABIR) BEEMRMAEH L :
a. BRTRAR:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BE/REREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEEITIEE

round-robin
round-robin

3. MEIEEE M LB IFRRRGRZER
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nvme list

g

Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF

4. R SEREAIEGIZIRESRER - ERBERRANAEE :

5.

46

nvme list-subsys /dev/nvmeOnl

s

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339%909511e8a9b500a098c80£f09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faelecbl live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1cl1205:pn-0x1000001090b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

Eas8NetAppIMIENE T RS ONTAP ERR AR =M BRI IERRE !



ki

nvme netapp ontapdevices -o column

g

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£629-
4a18-9364-boaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
e ]
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-bbaece3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 13107200

T 5 EREMME
RAEHRE -
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