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"7 RRUN{ATEIE NVMe 135"

AcE RHEL 10.x L&A NVMe-oF F1ONTAP7E(#

Red Hat Enterpirse Linux (RHEL) %2R A B IF¥TEa % ZERI7FE (ANA) BY NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) %€ o ANA 12 iSCSI #
FCP IRIEFRRYIEH tR R BB ST 17 A (ALUA) XAV Z BRIETHAE o

TERUNMIA RHEL 10.x 327 NVMe over Fabrics (NVMe-oF) 1 o ITEE L HIEMINFEE R » 5528 "RHEL
ONTAPSZ$EEAINREE" o

NVMe-oF £1 RHEL 10.x B TFEX1fEH! :

* 38 ‘nvme disconnect-all’ It ar < FERIRIERZ RN BLHERE RN > IETERRMTIRE - FPEER
NVMe-TCP 5 NVMe-FC araZEEE SAN RENRI R F_EBMITULIR(E -

HER 1 1 EEEMEUA SAN Bt

AR E EHLER SAN BENRECEB LIRS AIHRICIE - A" EE NIRRT TR BT Linux (FER#
i < T RHIERS (HBA) * HBA )& + HBA E{&) BIOS MONTAPHRZZEH X% SAN RRE) °

1. "3 NVMe i@ RS EHEERIFH" o

2. 7£{AIAR2S BIOS H2 SAN Eidhdn 4 =i FE R pYE IR BUE SAN B o
ANEEUNRIEYFEHBA BIOSHYARRAE A ~ sA2 R 2 BRI ©
3. BB B EFE R R R T BB IETEEST o

S EF 2 . Z28t RHEL 1 NVMe ErEE T ES5 I(C AL B
=T A NVMe-oF RE T » (LET Lt TR NVMe BREEE » EYEZIRIE » TELE T NQN BT o

S ER
1. 7F(EAR2S L 2% RHEL 10.x © 5T » FARERIEHITH 2 ERN RHEL 10.x Zil) ©

uname -—-r

RHEL O hRASE6

6.12.0-124.8.1.e110_1.x86_64

2. %4t TNVMe-CLI (NVMe - CLI) Eff:
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rpm —-galgrep nvme-cli

TEMHIFRBTT nvme-cli B2 ERZ :

nvme-cli-2.13-2.e110.x86 64

. B 1ibnvme EXH -

rpm -ga|grep libnvme

TEMHFRTT libnvme BEEEIRRZAS

libnvme-1.13-1.e110.x86 64

- EFEHE > & hostngn F& /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEHFIFRRT hostngn kA :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

- TEONTAPZ#EH » g8 LA TEF | “hostngn FERILAC “hostngn’ ONTAPEGF R HEF RFRIFE !

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872



&

Vserver Subsystem Priority Host NOQN

vs_ coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633

@ R “hostngn' FHRARULEL » 5EMA "vserver modify 552 3R EH “hostngn HEONTAPHETZ R AT
F A2 ERFBELUUTE "hostngn'F &R B “/etc/nvme/hostngn FEE % £ ©

FHEF 3 . :%F NVMe/FC F1 NVMe/TCP

&£ Broadcom/Emulex 3% Marvell/QLogic #Efc2sBic & NVMe/FC » S A FENEIRAEIZIRIFRZTE
NVMe/TCP °



NVMe/FC - {&3@/Emulex

7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. RBERANR SR AR

a. BmIEERE

cat /sys/class/scsi host/host*/modelname

TrEZEEE THEHEL ¢

SN1700E2P
SN1700E2P
b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
CRZgEE

JFELUX T EHIRVEL -
HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. ERBLT

= N
[FAS AN

RN EEZENBroadcom 1pfc FREEULHEERSTER -
a. FAmARghRZS :

cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.4.393.25,

sli-4:6:d
14.4.393.25,

sli-4:6:d

- BRI EBRENRZ TURRZS

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.4.0.9

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. 5AfEse lpfc_enable fc4 type 4% 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10005cba2cfca7de
0x10005cba2cfca77df

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

- FESDE R NVMe / FC RiEha3Ei%IR « BEERERIBAR !

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cbaZ2cfca7de WWNN x20005cba2cfca7de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%9eac03c33 WWNN x200cd039%eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005cbaZ2cfca7df WWNN x20005cbaZ2cfca’7df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d03%eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%eac03c33 WWNN x200cd039eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2



NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

1. BRI AR B RE XN IRRAERER IR

cat /sys/class/fc _host/host*/symbolic name

LUF B8R 7 BeEh i VA 8RS kRS

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. :BMEER gl2xnvmeenable BERE ° & FI:E Marvell N EE{EA NVMe / FC BRE8SE(E ©

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP t#E AR 1E B BIEARIRIE o 1R > ERILUEBEHIT NVMe/TCP 2318 NVMe/TCP FR& 4
% %= “connect (& “connect-all FENIR(E o

1. BT EN S E IR R U ESIERN NVMe/TCP LIF SBIRHFEEmER ¢

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11f09545d03%eac03c33:subsystem.Bidi



rectional DHCP 1 O
traddr: 192.168.21.28
eflags: none

sectype: none

trtyp
adrfa
subty
treq:
porti

trsvc

e: tcp

m: ipv4

pe: nvme subsystem
not specified

d: 5

id: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d039%ac03c33:subsystem.Bidi

rectional DHCP 1 O
traddr: 192.168.20.
eflags: none

sectype: non

28

2. ERzEEMh NVMe/TCP BiEh23-B1E LIF A8 2R UM RERAGETRER

nvme discover -t tcp -w host-traddr -a traddr

e

nvme
nvme
nvme

nvme

3. 1T nvme

discover -t tcp —-w
discover -t tcp -w
discover -t tcp -w
discover -t tcp —-w

connect-all EEFfAEIELZIER NVMe / TCP EXEh23 BiZ4Edf

192.168.
192.168.
192.168.
192.168.

20
21
20.
21.

.21 -a 192.
.21 -a 192.
21 —-a 192.
21 -a 192.

168.20.
168.21.
168.20.
168.21.

nvme connect-all -t tcp -w host-traddr -a traddr

mETEE

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp -w
tcp —-w
tcp -w

tcp -w

192.
192.
192.
192.

168
168
168
168

.20.21
.21.21
.20.21
.21.21

1]
=

HIT

28
28
29
29

192.
192.
192.
192.

AN .
IR

168.20.
168.21.
168.20.
168.21.

28
28
29
29

11



% RHEL 9.4 FA%4 > NVMe/TCP BYE&E “ctrl_loss_tmo timeout’ BENER E A “BART” o FIt :

* EARECRARSY (BRES) -

* BAREEFHEEFEN ctrl_loss_tmo timeout EARFE "'nvme connect I & "nvme connect-all &8 % (&
IH-) o

* WNRBEREHIE > NVMe/TCP $EFIZZ A G AR - i B S RAIM RITELR o

SEF 4. (A[#E) 182X udev #BFHY iopolicy

RHEL 10.0 #& NVMe-oF BYF8:% iopolicy :2%E % round-robin o MIREEAMNE RHEL 10.0 L BAEEFEK
iopolicy » sEHMITIUTIRIE ¢ "queue-depth 1EE4 udev }REEWNT :

1. f5F root HEMRTEX FAREERS T RIRL udev FRAE !

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
TrEZEEE THEHS
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules
2. $%EIZANetApp ONTAPIZEHIZSERE iopolicy BY1T » Y1 FAIFAR !

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. EE4#EB » LUE round-robin A " queue-depth :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFFEFAudeviRRIEREE :

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S. FEMEFRMABIBR /0 KB o HIUN » BI<FRHR> nvme-subsys0 ©

12



cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TEZEEEITIEHL ¢

queue-depth.

() #iopolicy BEIBEFMIERIIINetAPD ONTAPHEFIS (A o mMERL o

SER 5 . 0]k > By NVMe/FC B9 1MB 1/O ©

ONTAPTEBIEHIZS E R iR E R A B EMERE A/ (MDTS) & 8 c EEMKER K I/0 AR A/NAE 1MB - BE
@ Broadcom NVMe/FC FEH##E5H 1MB K/ 110 EK » IEEZE 1"'7][] ‘Ipfc’ FI(BIE 'Ipfc_sg_seg_cnt 2EtTE
R{E 64 FEXLFA 256 ©

@ B EAEAR Qlogic NVMe / FC 1 o

TR
1. #& “Ipfc_sg_seg_cnt 2EERTES 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEETHLATEHAIMELL

options lpfc lpfc sg seg cnt=256

2. $1T “dracut -f 85 < > ABEMRAENEM ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

% 6 : BEsE NVMe RXENARTS

3= “nvmefc-boot-connections.service ¥ “nvmf-autoconnect.service' NVMe/FC 8 ZHIEXENARFS "nvme-cli’ &

SENENET BRI E R BEIEA o
EXE5ER 1% » E8s5 “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' BXENIRFE ERLA °

1. #3% “nvmf-autoconnect.service' BRI :

13



systemctl status nvmf-autoconnect.service

RrEfmh

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Sun 2025-10-12 19:41:15 IST; 1
day 1lh ago
Invocation: 7b5b99929c6b41199d493fa25b629f6¢
Main PID: 10043 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 50ms

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot...

Oct 12 19:41:15 localhost.localdomain systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. F#s® “nvmefc-boot-connections.service' EEXA :

systemctl status nvmefc-boot-connections.service

14



mTrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day 1lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bcb
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[1l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

TR BRAEZREERE
BR:BIZ0 PIER NVMe ZERTHRAS > ANA JRASA] ONTAP S 2R TBAR NVMe 4B5S o

SER
1. EgsB i F R R IFHEEET 7 HFEONTAPRR A ZERIAY NVMe-oF :RE (I » iR SEEE E & NetApp ONTAP

Controller > & & & F % iopolicy 58 E 2 queue-depth)
a. BmTRR:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEDTIRL :

NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

15



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEE TFEE

queue-depth
queue-depth

2. REAEEH R IFRRRRZER

nvme list

A&
Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqJIXhgWt sAAAAAAAT

NetApp ONTAP Controller

Namespace Usage Format FW Rev

Ox1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

3. HEEBEREHNEHRIIKEEAEY « BERBIEMAIANAIREE

16



NVMe / FC

nvme list-subsys /dev/nvme9n2

T

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.7¢c34ab26675e11f0a6c0d03%ac03c33:subsystem. subs
ystem 46
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039eac03c33:pn-
0x201bd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmelO07 f£c traddr=nn-0x2018d039eac03c33:pn-
0x2019d039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed2 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd/c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe / TCP

nvme list-subsys /dev/nvmedn?2

17



&

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvme4d tcp
traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvme6 tcp
traddr=192.168.21.28, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

4. EEZENetAppSMIME BB RETESONTAP (B A BB BRI IEFEE !
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ki

nvme netapp ontapdevices -o column

mEREf

Device Vserver Subsystem
Namespace Path

/dev/nvmeOnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97
NSID UUID Size
1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB
JSON

nvme netapp ontapdevices -0 json

Emefl
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UuUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":409¢,

"Namespace Size":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"

19



iR 8 . RELEHANR DR

%125 NVMe/TCP £ RHEL 10.x 4 FONTAPIZ IS8 7 BT NS RNEHEEE o

B T 2S % B —(E DH-HMAC-CHAP £ KRB ELE H15 8% o 'DH-HMAC-CHAP £ 2 NVMe
FHoIEHIZHY NQN SLEIEEREEN B MEERBNES - EEEEHEF IR - NVMe T TITHIZSHE
AR B F IR AR EEE o

fEM CLI SR E JSON EEREREFTRE 18R - IREFED/TRNFRFIRE AR dhchap &8 Al
WZRTEFAAARE JSON #E2E ©
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. 7 RHEL 10.x E#ZE4% dhchap £1&

MU T3 T "gen-dhchap-key sS85 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034
DHHC-

1:03:AppJdHkJIygA6ZCABxyQNtIST+4k4TI0v4 TMAJkOXxBITWFOHIC2nV/uEO4RoSpylz2
SXYgNW1lbhLe9nhJ+MDHigGexaG2Ig=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/qg:
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRREHEE A

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:



JSON
EONTAPHER2% LB 218 NVMe FRAARTAEF » KAILAER “/etc/nvme/config.json’ SX{HEL “nvme

connect-all'#p% ©
fEF -0 EIBRAESLE JSON 18 - BRIE ZEE/AEIE » 552 NVMe connect-all FE o

1. Fi2® JSON 182 -

(D TELLTEERIA » dhchap_key‘?‘_fﬁgﬁ’:\ \dhchap_secret\ﬁl “dhchap ctrl key®
HFEH “dhchap ctrl secret ©

23



24

&

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREZzOgVuLm2xvzdbaWR/g:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£08d0ed039%ac03c33:subsystem.Bidi
rectional DHCP_1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAGLTnvEJ
81HDjBb+fGteUgInOfj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+£fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHWw3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",
"traddr":"192.168.21.29",



"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

}

2. {EF4ERE JSON 1EZEE4RE ONTAP 1Z4H85 -

nvme connect-all -J /etc/nvme/config.json

|

traddr=192.168.20.28 is already connected
traddr=192.168.20.28 is already connected
traddr=192.168.20.29 is already connected
traddr=192.168.20.29 is already connected

3. BB BEFRMAVIEREIZEHIZSER S ERUA dnchap 1% ©
a. BgsE 1% dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

U TEHIEETRT dhchap &1 -

DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. Egz81EHI28 dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme4/dhchap ctrl secret

TEZEE TR TEHAIMEL



DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ81HD
JBb+fGteUgInOfj8ASHZIgkuFIx8=:

TR 9 | EENREE
RABARE

BiE RHEL 9.x L& NVMe-oF Fl1ONTAPE{#

Red Hat Enterpirse Linux (RHEL) F%z1 A B IF¥TEr = E7FE (ANA) B NVMe over
Fibre Channel (NVMe/FC) #1 NVMe over TCP (NVMe/TCP) %€ o ANA 2 iSCSI
FCP IRIZEHHIIEHFBEEE B T 77EN (ALUA) FMHI L BRISTHAE ©

T #RIN{A1%A RHEL 9.x 58 NVMe over Fabrics (NVMe-oF) 1% c INEFLZIBEMINGEREE » 552K "RHEL
ONTAPZIREITARE" o

NVMe-oF £1 RHEL 9.x BT EXIR4 :

* 5 ‘nvme disconnect-all' ttfF L ZEFARIER R KN ELHERRL » FIETERRATIETE c BYESE
NVMe-TCP 3§ NVMe-FC #raZEfiiflt SAN BABIR R4 _EATULIRIE ©

R 1 1 SRR SAN Bt

EAT AR E EHLAEA SAN BB REG{CEBE LIRS IR o A" BEMEHER TR BREEM Linux 1E¥ &
45~ EHEERBEEAZES (HBA) ~ HBA B2 « HBA EXE) BIOS FIONTAPRRZA2E 218 SAN B o

"E1I NVMe sr =ML EE R " o

2. 12{AAR23 BIOS %% SAN RiEhan = FEZIAVEHERR A SAN BRE) o
INTRINAIRRFAHBA BIOSHIMERAE R « A2 B EMAIX M
3. BRI R FE AR R ERBNLIETET

S EF 2 . Z28t RHEL #1 NVMe #rEE v ESsE ICUAR &
£ A NVMe-oF RETH » [CEEZaE THH] NVMe 30884 » BUBS RIS » WERB T NQN [ o

1. 7EEBREZ L4 RHEL 9.x ° RE5TAE » sAHEDIEHITHZFTRAY RHEL 9. #Zil !

uname -—-r
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RHEL #ZO\RRZA g5

5.14.0-611.5.1.el19 7.x86 64

. 228t TNVMe-CLI (NVMe - CLI) Eff :

rpm -galgrep nvme-cli

TENGIFETRT nvme-cli ERASELARZS !

nvme-cli-2.13-1.e19.x86 64

. B8 1ibnvme EXH -

rpm -galgrep libnvme

THEHHAIFESRT libnvme EASELARAS

libnvme-1.13-1.e19.x86 64

- EFEHLE > & hostngn F& /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEMFFRBRT hostngn ir4s :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

- TEONTAPZRAREH » BEsE A T & | “hostngn FEILED "hostngn’ ONTAPIEF AP HEFRANFE :

::> vserver nvme subsystem host show -vserver vs 188

27



&

Vserver Subsystem Priority Host NOQN

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
48 entries were displayed.

@ R “hostnqn' FHRARULEL » 5EMA "vserver modify 52 3R EH “hostngn HEONTAPHETZ R AT
TR EHNFBLUCE hostngn' FE 2K B “/etc/nvme/hostngn’ TEE 1 E o
8% 3 : 527 NVMe/FC #1 NVMe/TCP

&£ Broadcom/Emulex 3% Marvell/QLogic #Efc2sBc & NVMe/FC » S fE A FENZEIRNEIZIRFRFE
NVMe/TCP °

28



NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.9

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x100000109b£f044b1
0x100000109b£044b2

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d03%eaa7dfc8 WWNN x201£d039%eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d039%e¢aa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d039%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000b8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d03%eaa7dfc8 WWNN x200£d039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE
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NVME RPORT WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x021301 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039%ecaa77dfc8 WWNN x2000d039%9eaa7dfc8

DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO
ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp 00000116 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfc3 WWPN x1000001090f044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2028d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x020101 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2012d03%eaa7dfc8 WWNN x200£d039eaa’7dfc8
DID x020102 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020105 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2029d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x022901 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2013d03%eaa7dfc8 WWNN x200£d039%eaa’7dfc8
DID x022902 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x022905 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO
ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth
00000000 wgerr 00000002 err 00000000
FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - Marvell/QLogic
# Marvell/QLogic 7T EFKE NVMe / FC ©



1. BRI AR BRRES XN IRRAERE R ZIE

cat /sys/class/fc _host/host*/symbolic_name

BUF B8 7 Beghie VA 8RS kRS

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. :BMEER gl2xnvmeenable BEXE © i& AI:E Marvell N E-E{EA NVMe / FC EXEN3E(E .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TRERBILHAS 1 o

NVMe / TCP

NVMe/TCP W EAZ 1% HENELIRIE - HKR > ERILUEB#IT NVMe/TCP 2K3£1R NVMe/TCP F &4 6n

%22 “connect 8(F “connect-all FEIR(E o

1. B ERE R EEIRE R U ESIEN NVMe/TCP LIF BVSRIRAFEEER ¢

nvme discover -t tcp -w host-traddr -a traddr
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&

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd039%aa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%eaa7dfc9:subsystem.Nvme
38

traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme
38

traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

38
traddr: 192.168.30.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme

38
traddr: 192.168.30.48
eflags: none

sectype: none

2. ExsBEMth NVMe/TCP EXEh2s3-B1E LIF A R/l REIRAGEEER ©

nvme discover -t tcp -w host-traddr -a traddr

e

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48
nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.49
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.48
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.49

3. 11T nvme connect-all BFIEEETIERN NVMe / TCP EXEh2 B ZEpiEHITHS ©

nvme connect-all -t tcp -w host-traddr -a traddr



&

nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

#t RHEL 9.4 B84 > NVMe/TCP BYs&E “ctrl_loss_tmo timeout B &R E A RARE” ALt :

* ERRERARS (ERESR) -

* BAFREFHEEERTH ctrl_loss_tmo timeout EAEFR "'nvme connect’ & "nvme connect-all a5 < (3

IH-l) e
* WNRIBERIEHEE - NVMe/TCP 1EHISZ A S AR - I B EHERERM (RIGELR o

SER 4. (AI3%) B2 udev AP iopolicy

RHEL 9.6 #& NVMe-oF B978:& iopolicy 22E 2 round-robin ° M1REFERME RHEL 9.6 W HBEEHK
iopolicy » sEHITIATIRIE | "queue-depth 1824 udev FREEINT :

1. £ root #RTEX F4R¥E23 PRI udev FRAKE !

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
TEZEEEITIEHL ¢
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules
2. % FZANetApp ONTAPIZHIZSEZE iopolicy BY1T » Y1 FAIFAR !

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. {EBHRA] » LUE round-robin 8] " queue-depth :

37



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFHEHAudeviBRTEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

. FIBEFRFAHIB A 1/0 K& o HIUN > BHA<FRM> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TRZEEITIE

queue-depth.

() ## iopolicy BEBEMIMARHINetADD ONTAPHEHIS R o (EBER -

48R 5 . A]%E > BtA NVMe/FC #J 1MB 1/0 °

ONTAPTESBIEHI SR B R PR E R ABRMEER A/ (MDTS) & 8 c EEMEERK 1/0 FARA/NEE 1MB - HE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/10 B3K » RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EUETE
518 64 FLL# 256 o

@ ELSEBEREAR Qlogic NVMe / FC 14 o

TR
1. # "Ipfc_sg_seg_cnt BEHBRES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEAIBLUATEHAINGEL
options lpfc lpfc sg seg cnt=256

2. 31T ‘dracut -F < » RBEMERBI T
3. FE:PHYME “Ipfc_sg_seg_cnt'Z 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HER 6 . E5zE NVMe EXENARTS

7= “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC 1S HIERENARTE "nvme-cli' %

MENENRF > BB BEIEE
EXEhTER1% » B85 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BXEIARTS EER AR ©

1. ¥E&% “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

AL

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: 66ms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. FEER “nvmefc-boot-connections.service' B EYA -

systemctl status nvmefc-boot-connections.service
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mTrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; 6h

ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1]: nvmefc-boot-connections.service: Deactivated

successfully. Oct 29 00:41:51 R650-14-188 systemd[l]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

il%%% : I%ﬁllu_ %1(((EE§
BB NVMe ZEERTSAREE » ANA AREEF] ONTAP s B ERIE S EAR NVMe 4B5E o

p
1. EElERAZOAE NVMe ZERK !

cat /sys/module/nvme core/parameters/multipath

TrEZEEE THEHES

B R IFERET 7 HEONTAPS & ZERIH NVMe-oF :RE (FIHN » BUSEEE ANetApp ONTAP
Controller » B & F1 iopolicy 52E 2 round-robin)
a. TR

cat /sys/class/nvme-subsystem/nvme-subsys*/model

u_,\ /L.\I:l/( = U—F§|J QEJH:II
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

queue-depth
queue-depth

3. MESRETE WM LB IFRRRGRZER

nvme list

e

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller
Namespace Usage Format FW Rev
Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1

4. RS EREAEGIZIRESRER - ERAB ERRANAIAE :
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NVMe / FC

nvme list-subsys /dev/nvmelOOnl

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%aa7dfc9:subsystem.Nvme
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%eaa7dfc8:pn-
0x2011d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl 1live non-optimized
+- nvme249 fc traddr=nn-0x200£d039%eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live optimized
+- nvme251 fc traddr=nn-0x200£fd039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvmeOnl



&

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33

\

+- nvmeO tcp

traddr=192.168.30.48, trsvcid=4420, host traddr=192
src addr=192.168.30.15 live optimized

+- nvmel tecp

traddr=192.168.30.49, trsvcid=4420, host traddr=192.

src addr=192.168.30.15 live non-optimized
+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420,host traddr=192.

src addr=192.168.31.15 live optimized

+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420, host traddr=192
src_addr=192.168.31.15 live non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :

.168.30.

168.30.

168.31.

.168.31.

15,

15,

15,

15,
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nvme netapp ontapdevices -o column

mEREf

Device Vserver Subsystem Namespace Path
NSID

/dev/nvmeOnl vs 1iscsi tcp Nvme 1 /vol/Nvmevoll/nsl

d8efef7d-4dde-447£f-b50e-b2c009298c66 26.84GB

JSON

nvme netapp ontapdevices -0 json

A&
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

Subsystem" :"Nvmel",
"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":4096,
"Namespace Size":26843545600,

by



iR 8 . RELEHANR DR

X 12i5EB NVMe/TCP 7£ RHEL 9.x FH#4FIONTAPIZHI28 ~ BIETLENER SR EEE o

B T 254 B E—(E DH-HMAC-CHAP £ KRB ELE 515 8:% o 'DH-HMAC-CHAP £ 2 NVMe
FHoIEHIZHY NQN SLEIEEREEN B MEERBNES - EEEEHEF IR - NVMe T TTHIZSHE
AR B F IR AR EEE o

fEM CLI SR E JSON EEREREFTRE 18R - IREFED/TRNFRFIRE AR dhchap &8 Al
WZRTEFAAARE JSON #E2E ©

45



CLI
fEA CLI REZERIERNERE o

1. ER{SEH NON

cat /etc/nvme/hostngn

2. 2 RHEL 9.x E#ZE4 dhchap £4§8 o

MU T3 T "gen-dhchap-key s5 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-11lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. 7£ ONTAP #5128 E ~ il F 145 EMME dhchap £ :

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FHSZEMERSSE EAMER o XML  FRE ONTAP 583 « WiRIRFTENERE 5 AEE
dhchap &% :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc :
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRREHEE A

cat /sys/class/nvme-subsystem/nvme-
subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSEM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:
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JSON
EONTAPZH2% E B Z{E NVMe FRATTAEF > IEAILAER “/etc/nvme/config.json SX{HEL "nvme

connect-all' 5% o
{6 -0 BIERAESL JSON 182 - BRIFE LB AEIE » 352/ NVMe connect-all FfE o

1. Fi2® JSON 182 -

(D FEUTEFIF > dhchap key ¥FERY “dhchap secret'# “dhchap ctrl key®
HFER “dhchap ctrl secret °©



&

cat /etc/nvme/config.json
[

{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04f£444d33",

"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",

"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJs3/f:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJI1lgTy22bVoVOdRnIM+9Q0DfQRNVWIDHf PU2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1M+9QDfQRNVwWIDHfPU2LrK5Y+/
XG81iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{
"transport":"tcp",
"traddr":"192.168.31.44",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
c

49



50

RtBCAm3fYm3ZmO6NiepCOROY5Q=":"
{

"transport":"tcp",
"traddr":"192.168.31.45",
"host traddr":"192.168.31.15",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:

by

GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+9QDfORNVwIDHfPu2LrK5Y+/XG81iG

cRtBCAm3£fYm3ZmO6NiepCORoY5Q=:"
}

2. {FEFA4HRE JSON 1EZEATE ONTAP 1ZHl28 ©

nvme connect-all -J /etc/nvme/config.json

s

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873allf0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%cabbcbbd: subsystem.
MNTC subsys, transport=tcp,traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.31.45,trsvcid=4420

istp

istp

istp

istp



3. BREASEFRGRNMERZEHIS3RA dhchap 1% :

TR 9  BEEXIRE

BLEERME ¢

NetAppf&a:sRID &

1503468 £ RH EL91 M > “nvme list-subsys z%#p
<{E[[m
*

"1479047"

a. EBs8E M dhchap &8 .

cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret

M EEAISETR T dhchap £ !

DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. ERZE1EH88 dhchap 12§ :

cat /sys/class/nvme-subsystem/nvme-
subsys96/nvme96/dhchap ctrl secret

TREZE BB TEHAREL

DHHC-

1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qY1HfSMmSfM8nLjESJIdOFbjK/J6m00ygdgimO

VrRlrgrnHzjtWImsnoVBO3rPDGEk=:

IR$EHIZS (PDC)

[Bl457E F R 4FRIER NVMe 42351

RHEL 9.0 NVMe-oF F132 17 SERFA S

e

iE ‘nvme list-subsys IS E LA EF R4
B9 NVMe 1£#I23)588 o £ RHEL 9.1 & »
LSS R FRAFFIA A MAERI S
T EL ANAREE o BB5S ANA ARREE & {Edp
HZEENEY - Bititis S EERAE SE
4 T E R RIS HR AR M — I 2K B o

7£ NVMe-oF F# L » &I LUER nvme
dlscover -p 3§ KEIL PDC ° {FHAIL

) FEEES-BIFESRERIL—
ﬂﬂ PDC BRE > MRIEEHIT ONTAP
9.10.1 Wi#ZA RHEL 9.0 B2 NVMe-oF Fi%
B > 8RMIT nvme discover -p #iEE
IEER PDC - EEEHEHMBEREE
B RHE AR EMIHFERR
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

Red Hat Enterpirse Linux (RHEL) %2R BB IFETE % ZERI7FE (ANA) BY NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) € o ANA 12{tEL iSCSI

FCP IRIZPHYIFHTERERE BB T 17 AN (ALUA) FRBIZ BR1EINAE ©

T EEN{a% RHEL 8.x 327 NVMe over Fabrics (NVMe-oF) 1 o« NEE S HIEMINAERE S » 55288 "RHEL
ONTAPZIREITHAE" o

NVMe-oF &1 RHEL 8.x BT EXIRH! :
* BRI AZIEFER NVMe-oF HER) SAN BE o
* 7£ RHEL 8.x B9 NVMe-oF E# F > 0\ NVMe SRETERAEH ; BABEFHEATE
* AR EXNRIE » NVMe/TCP BI{EA L TTEEE
R 1 1 SRR SAN B

EAT AR E EHLAEA SAN BB RE{CEB LIRS IR o A" BEMHER T A BREEM Linux 1E¥ &
45~ THLEETREEERCSS (HBA) ~ HBA #]82 « HBA EX&) BIOS FIONTAPRRZAZE %18 SAN EREf o

1. "1 NVMe dr =M AF HE R " -
2. 12{AAR23 BIOS %% SAN REhan = FEZIAVERHE R A SAN BRE) o

YNFUNRIRIAAHBA BIOSHIMERIE « A2 RIBRAE E BRI ©
3. ENME TR EE(FERAME S ERELIEEET -

S EF 2 . Z28t RHEL #1 NVMe ErEE T ESs5 (TR B
ETA NVMe-oF RE T » (TEE LR T NVMe EB26 > BYAS RIS » WELB T NQN BE

1. 7E(EBRES L %4 RHEL 8.x ° RESTAE » s IEHITAZFTRAY RHEL 8. #Zil !

uname -—-r

RHEL #ZiO\hRZAE 51

4.18.0-553.e18 10.x86 64

2. Z28t TNVMe-CLI (NVMe - CLI) Eft :
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rpm —-ga|grep nvme-cli

LT EFIZETR T nvme-cli EXBEEIRRZS -

nvme-cli-1.16-9.e18.x86 64

. B 1ibnvme EXH -

rpm -ga|grep libnvme

LU T #5588 T libnvme EXEE AR -

libnvme-1.4-3.e18.x86 64

- BAZOAENVMeZERIE :

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.e18 10.x86 64

. £ RHEL 8.x 14 F > #% hostngn F& /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEHFIFRIRT hostngn hRZs :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04£f4c5132

. ZEONTAPZ%H » B&B LA T &R - “hostngn' FERULALD "hostngn ONTAPEER AP HEFRAN TS ©

::> vserver nvme subsystem host show -vserver vs fcnvme 141
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vs 25 2742 rhel 101 QLe2772 ngn.2014-
08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be9%942440ca

(D YN “hostngn' FEBARULES » AfEM “vserver modify &3 <2 ZREH “hostngn HEONTAP{HETZE %
TR LBIFHBRLUES "hostngn’ FEZRE “/etc/nvme/hostngn’ FEEH L o

7. ERTERENEM o

AT ER—B T _E8IT NVMe F1 SCSI JRE > NetAppiE:EEIONTAPAR % ZEE R ZO
NVMe ZE&1E > HFONTAP LUN fEA dm-multipath ° 2 T BALE dm-multipath Z2EHONTAPE %
TR ME 0 sABBIARNN "enable_foreign s E 2 /etc/multipath.conf X1 :

(D cat /etc/multipath.conf
defaults {
enable foreign NONE

HEF 3 . 3%F NVMe/FC 1 NVMe/TCP

f$£F8 Broadcom/Emulex 3% Marvell/QLogic ZEECAECE NVMe/FC » S FH) S IRMEIHRERRE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe32002-M2
LPe32002-M2

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev

Zen T IR O BIRERR A

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.0.0.21

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10000090faelec88
0x10000090faelec89

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WIWPN x211bd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd039%eaa7dfc8 WWNN x2119d039%ecaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

TER
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cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !
cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a% 8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. FEABELANEY NVMe / TCP EiBhS BI1E LIF A4 I EuR sy EEEE

nvme discover -t tcp -w host-traddr -a traddr

FEmE
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25

3. 11T nvme connect-all EFAAETIER NVMe / TCP EXEN3sBEZE e iTH < ©



nvme connect-all -t tcp -w host-traddr -a traddr
BmEf

.31 -a 192.168.2.25 -1 1800

nvme connect-all -t tcp -w 192.168. 2

.31 -a 192.168.1.24 -1 1800
2
1

nvme connect-all -t tcp -w 192.168.
.31 —a 192.168.2.26 -1 1800
.31 —a 192.168.1.25 -1 1800

nvme connect-all -t tcp -w 192.168.

=N RN

nvme connect-all -t tcp -w 192.168.

LR 4. (P]iEE) A NVMe/FC EZFH 1MB 110

ONTAPTEBEHIRS BRI hIRE R A B EMRE A/ (MDTS) 4 8 c EEMKER K /0 FBARA/NAE 1MB - BE
[ Broadcom NVMe/FC EEEH 1MB K/NEY 1/0 E3K » X EIEMN "Ipfc RIETE "Ipfc_sg_seg_cnt 2E1ETE
%1E 64 FEIN% 256 ©

(D ELE S ER AR A Qlogic NVMe / FC 4 o

TR
1. # “Ipfc_sg_seg_cnt BERES 256 :

cat /etc/modprobe.d/lpfc.conf
TREZE B IBRLUATEHAINGHEY :

options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERBIEM o
3. HEETHYME “Ipfc_sg_seg_cnt 7 256

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
SEE 5 BsE SIS E

BRsE O NVMe ZERRIEIARE > ANAARREH] ONTAP s ZERIR S EANR NVMe #HERS o

1. EERAZOANE NVMe ZERK !
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cat /sys/module/nvme core/parameters/multipath

TEZEEEITIEHL ¢

2. ERsB{E R ONTAP S ZERAEE NVMe 5RE (B0 ~ HEERTE S NetApp ONTAP 525 « B FH
iopolicing BREAEIR) BREMKRMETHEL :
a. BEmT AR

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZITIEHEL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. AR :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEZITEE

round-robin

round-robin

3. MESREEE M LB M IFRRERG R R

nvme list
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/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. DS ERREAVIERISZREIS R AN - BEABERIANAKAE :

62

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC il

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd%eldclecllee8e7fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6c:pn-0x21000024£f£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6d:pn-0x21000024f£f752e6d live
optimized



B~ NVMe/TCP &5

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.alb2b785b9dellee8e7£d039%al%e8ael:subsystem.nvme tcp
1

\

+- nvmeO tcp traddr=192.168.2.26 trsvcid=4420
host traddr=192.168.2.31 live non-optimized

+- nvmel tcp traddr=192.168.2.25 trsvcid=4420
host traddr=192.168.2.31 live optimized

+- nvme2 tcp traddr=192.168.1.25 trsvcid=4420
host traddr=192.168.1.31 live non-optimized

+- nvme3 tcp traddr=192.168.1.24 trsvcid=4420
host traddr=192.168.1.31 live optimized

O REBETH LRI IFHERRMRER !

nvme list

mETEE

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFFF
6. EBz¥NetAppIMIMEZN R B REMEONTAP ERR AL B2 AL BV EREE !
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ki

nvme netapp ontapdevices -o column

mEREf

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 05¢c2¢c351-5d7£-41d7-9bd8-1a56¢ 21.47GB
JSON

nvme netapp ontapdevices -0 json

B
{
"ONTAPdevices": [
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",

"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": " 05c2c351-5d7£-41d7-9bd8-1a56c160c80b ",
"Size2: "21.47GB",
"LBA Data Size": 4096,
"Namespace Size" : 5242880

I
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FTER 6 RECHMEE

BLEEE MR !

NetApp#&:2ID
"1479047"

1R

RHEL 8.x NVMe-oF F ¥/ EERIHFA R
IREHIES (PDC)

55

7£ NVMe-oF F# Lt > aJLUEA nvme
discover -pJ 35S 2L PDC ° {ERILLIES
B SMEEES-BEES RERII—E
PDC © B2 > MR E7E NVMe-oF 1 F#
1T RHEL 8.x > BIEX#1T nvme discover
-p) FEFEREIRIIEER PDC - EHEHE
A BEIZEE BRI AN EREFE o
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