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FREYIEE TE R EE B ST 77 AN (ALUA) FRMI L BRISINAE ©

T EEYN{a1% Rocky Linux 10.x 327 NVMe over Fabrics (NVMe-oF) 1 o iNFEE S HIEMINGEE R > H2H
"Rocky Linux ONTAP3Z B ELIHAE" o

NVMe-oF E& Rocky Linux 10.x L TFEXIREE] :
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1. "#217 NVMe 5% =R HHERI 1" o
2. 1£{AARES BIOS #1723 SAN EXEhina =R FER A0 BB R A SAN EE) o

YNFTUNAIELFAHBA BIOSBYIERIE A « s 2BIME R EBIX T
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1. 1EAIARES _EZ8E Rocky Linux 10.x © ZEE5EMTE » sAfER S BITHIEFREERY Rocky Linux 10.x 1%y

uname -—-r

Rocky Linux #ZiO R A< E641

6.12.0-55.9.1.e110 0.x86 64
2. 2t TNVMe-CLI (NVMe - CLI) Eff :
rpm -galgrep nvme-cli

TENGIFERTT nvme-cli BREEERRZA :
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nvme-cli-2.11-5.e110.x86 64

. 28 1ibnvme EH -

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EASEIRZS :

libnvme-1.11.1-1.e110.x86 64

- FEFH L > 887 hostngn FE&B /etc/nvme/hostngn

cat /etc/nvme/hostngn

TENGIFRTRT hostngn Ef& :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

. TZEONTAPZA A » ERsB LA TEN - “hostngn' FEILALD "hostngn’ ONTAPPES| R FEF RAIF & !

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxl10



&

Vserver Subsystem Priority Host NOQN

vs nvme 194 rockylinuxl10
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

(D N5 “hostnqn' ZERRILEL » 35fEF vserver modify 874 3R EHT "hostngn” HAEONTAPEEZ &
T A _LERF BT "hostngn' FE2KE “/etc/nvme/hostngn' TE £ L o

FEF 3 . 2827 F NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZBECasEE NVMe/FC » S FH) S IRMERHRERHRE
NVMe/TCP °



NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.4.0.6

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. 5AfEse lpfc_enable fc4 type 4% 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

- FESDE R NVMe / FC RiEha3Ei%IR « BEERERIBAR !

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

TER



cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !
cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem

traddr:
eflags:
sectype:

trtype:
adrfam:
subtype:
treq:
portid:
trsvcid:

subngn:

192.168.21.20
none

none

tcp

ipvé

nvme subsystem
not specified
1

4420

ngn.1992-

08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem

traddr:
eflags:
sectype:

192.168.20.20
none

none

2. ExsBEMth NVMe/TCP EXEh23-BiE LIF A R/ eI REIRAGEEER ©

nvme discover -t tcp -w host-traddr -a traddr

e

nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.
nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.

-a 192.168.20.20
192.168.21.20
-a 192.168.20.21
-a 192.168.21.21

e
I
Q

3. 11T nvme connect-all BFIEEETIERN NVMe / TCP EXEh2 B ZEpiEHITHS ©

nvme connect-all -t tcp -w host-traddr -a traddr

11



&

nvme

192.168.

nvme

192.168.

nvme

192.168.

nvme

192.168.

connect-all
20.20
connect-all
21.20
connect-all
20.21
connect-all
21.21

tcp —-w
tcp -w
tcp —-w
tcp -w

192.

192.

192.

192.

168.

168.

168.

168.

20.1 -a
21.1 -a
20.1 -a
21.1 -a

¢ Rocky Linux 9.4 BA%4 > NVMe/TCP BJ:& & “ctrl_loss_tmo timeout' BE#N:& E A “BIR” o FEIL :

* ERRELARS (ERER) -

* BAFEFHEERTH ctrl_loss_tmo timeout A EFR "nvme connect’ & "nvme connect-all a5 < (3

B o

* WNRIBEERIEHEE - NVMe/TCP $EHISZ A AR - I B & HEREAM (RITELR o

HER 4. (9]#E) 7 NVMe/FC XA 1MB 1/0

ONTAPTE# AIEFI S B B PR ERKEREH A/)N (MDTS) % 8
i@ Broadcom NVMe/FC 25 H 1MB A/ 1/0 B3R »

5%1E 64 FNA 256 ©

()  EeEsEmERR Qogic NVMe / FC 1 -

1. # "Ipfc_sg_seg_cnt BEHBES 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEEIRLUATEABES -

options lpfc lpfc sg seg cnt=256

2. 17 ‘dracut -F&n % > AR EENEN T ©
3. FE:DHYME “Ipfc_sg_seg_cnt'Z 256 :

12

IR R
R EZ

Ao

[e]
gt

BRERK /O 55BKK/NEJE 1MB c HE
10 “Ipfc B9MB(E "Ipfc_sg_seg_cnt 2ETE



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HER 5 . E5zE NVMe EXENARTS

7= “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC 1S HIERENARTE "nvme-cli' %

RENE - SASELE BEIRA o

EXEhTER1% » B85 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BXEIARTS EER AR ©

1. ¥E&% “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

AL

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. F#s® “nvmefc-boot-connections.service' EEXA :

systemctl status nvmefc-boot-connections.service

13



mTrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

TR 6 RS RERE
ERsEZ IO NVMe ZERRISHAAE > ANA AREEF] ONTAP S 2 RIS EAR NVMe ZHEAE o

1. FESPERBZIOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

R

TREZEEEI TIEHL ¢

2. Egs8{ER) ONTAP s ZRRVEE NVMe RE (BIH0 « #EEIRTE 4 NetApp ONTAP $£HI2S « B & T
iopolicing RE#ATEIR) BEIEMNKMRITER L
a. BT AR :

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZ THEHEL ¢

14



NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

round-robin

round-robin

3. MESRETE WM LB IFRRRGRZER

4

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

O ERERVERIZREI R AR - AR IERIANAKR

15



NVMe / FC

nvme list-subsys /dev/nvme5nl

T

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.f7565b015a66911e£9668d039%ca951c46:subsystem.nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmeb fc traddr=nn-0x2036d039%ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd/c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%9ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvmedn?2



&

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d039%ea951c4d6:subsystem.nvme
4

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-c2c04£444d33
\
+- nvmel02 tcp
traddr=192.168.21.20, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live non-optimized
+- nvmelbl tcp
traddr=192.168.21.21, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live optimized
+- nvmed tcp
traddr=192.168.20.20, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live non-optimized
+- nvmeb3 tcp
traddr=192.168.20.21, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :



ki

nvme netapp ontapdevices -o column

el
Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

FETEER

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxlQ0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

TERT . RERXETAFDEE
Rocky Linux 10.x EHFONTAPIEHIZ: 2 fEliEE NVMe/TCP ZIRLEMT AN DEEE o

BEF eIz 2S 4 BE—(E "DH-HMAC-CHAP 282K 8 E L2 F 19 5% o "DH-HMAC-CHAP &%= NVMe

18



FHEIEHIRE NON HEIE SR EMNSNRESRNES - EE2RFHHEFIRE « NVMe EHEHERIZRL
AR L F IR AR SR o

M CLI S5k E JSON EEREREFTRNE7HEEE - IREFED/TRNFRFIREARFE dhchap £58 Al
WZRTEFAAARE JSON #E5E ©



CLI
fEA CLI REZERIERNERE o

1. ER{SEH NON

cat /etc/nvme/hostngn

2. 7 Rocky Linux 10.x EH#ZE4% dhchap £ ©

MU TF#H 3 T "gen-dhchap-key f5 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

-n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£f444d33
DHHC-

1:03:7z£8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+thialakKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03: fMCrJharXUOgqRoIsOEaG6om2PHlyYvub5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. EZzBHEHI28 dhchap 128 :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



22

R RAHRR RV S

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJdathia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

EONTAPZHIZR LB ZE NVMe TR » Rl UAfEA /etc/nvme/config.json X 4EL “nvme
connect-all' &3 < ©

R -0 iEIBRELE JSON 182 - BREZE/AEIE » 552 NVMe connect-all FE o

1. BCE JSON FEZE o

@ ELLTERFIA - dhchap_key\ﬁﬁgﬁé “dhchap secret Ml “dhchap ctrl key®
& “dhchap ctrl secret ©



&

cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-c2c04£4444d33",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-
1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJa+thialaKDKJQ2053pX3
WwYMIxdv5DtKNNhIInZ7X8wU2RQpQIngc=:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.127ade26168811f0a50ed039%abb69%ad3:subsystem.inba
nd unidirectional",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.20.17",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

2. {EFA4ERE JSON HEZEEARE ONTAP %4185 -



nvme connect-all -J /etc/nvme/config.json

g

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3. EEsE B A A MAVERIEH 232 S ERUA dhchap H#% -

a. B8 1 dhchap &% :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

LT EHIZERT dhchap &8 -

DHHC-1:03:7z£8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. Egz81EHI28 dhchap %3

cat /sys/class/nvme-subsystem/nvme-

subsys0/nvme0/dhchap ctrl secret

TREZE BB TEHABES -



DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

TER 8  REMEE
BEEHIRERE o

BcE Rocky Linux 9.x I{37#& NVMe-oF F1ONTAP7Z(#

Rocky Linux F#8s5 8 E i A 4EER NVMe (NVMe/FC) F1E R TCP B9 NVMe
(NVMe/TCP) 5% > M Sz3RIF¥TEan % ZERMI7FEN (ANA) © ANA 12{#£1 iISCSI #1 FCP IRIR
FRRYIEEFE R EE B T2 AN (ALUA) FRHI L BRISINAE o

T BRAN{A 2 Rocky Linux 9.x 327E NVMe over Fabrics (NVMe-oF) 1 o iIEEB L LIEMINGERE R > :52H
"Rocky Linux ONTAPSZ{BBATHAE" o

NVMe-oF £ Rocky Linux 9.x LU FEXNPRH] :

* 3& "nvme disconnect-all' ItEF 2 L EIFARIERZR R AN EBERIER RS > AIETERREFIETE c BNEEE
NVMe-TCP 8§ NVMe-FC #nfa 21 SAN BB R _ LT TIEIR(E -

R 1 1 SRR SAN Bt

fEAT AR E EHLAEA SAN BB RE{CEBE LIRS IR o A" BEMHER TR BREEM Linux 1E¥ &
45~ EHEERBEERZES (HBA) ~ HBA BJBE « HBA EXE) BIOS FIONTAPRRZAZE 218 SAN B o

1. "3 NVMe dp =S HE R " -

2. 7EfAAR=S BIOS H1% SAN Ei@han B = RIHFERIRVEIB R SAN BXE) o
YNFUNRIRIFAHBA BIOSBIMERIE « A2 RIBRE E BRI ©
3. BRI I RE P ARE R ER@NLIETET

HER 2 . &4t Rocky Linux 1 NVMe ExE 5258 (CHVECE
BEA NVMe-oF RRETH > CMEERETHN NVMe BREEE > BUAZ RS » WERE T NQN RE ©

1. 1EAARES _E &4 Rocky Linux 9.x © LZEE5ERTE » sAER S BITHYEFTEERY Rocky Linux 9.x 1%l

uname -—-r

Rocky Linux #ZiOhR A< &6

25


https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

26

5.14.0-570.12.1.e19 6.x86 64

Z4t TNVMe-CLI (NVMe - CLI) Ef4 .

rpm -galgrep nvme-cli

LUFE5I2ER T nvme-cli ExBEEIRRZS :

nvme-cli-2.11-5.e19.x86 64

24 1ibnvme EH -

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EASEIRRZS :

libnvme-1.11.1-1.e19.x86 64

7£ Rocky Linux F1% L > #% hostngn & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRTRT hostngn kR4 :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

EONTAPZR#H » BEsB AT & ¢ “hostngn  FERULAC "hostngn' ONTAPPES| R EF R A F &R -

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



&

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

FEF 3 . 3227 F NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZEECasECE NVMe/FC » S FH) S IRMEHRERHRE
NVMe/TCP o

27



28

NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.4.0.6

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. 5AfEse lpfc_enable fc4 type 4% 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

- FESDE R NVMe / FC RiEha3Ei%IR « BEERERIBAR !

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd039%ecaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039%9eaa7dfc8
DID x020b10 TARGET DISCSRVC ONLINE



NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

TER
1. BB RN ERSRREEN MR ARE R ZIE

cat /sys/class/fc _host/host*/symbolic name



32

LT EEAIERTR T BeEh2 UM BIRShRZS

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. ;AR gl2xnvmeenable BERE © 5 0I:E Marvell N EIREA NVMe / FC EXBHESE(E -

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

TRERELLAS 1 o

NVMe / TCP

NVMe/TCPREARZIE B BELFIRIE o [N BFENHIT NVMe/TCP EIZSEIZFA B IREA FEEIR
NVMe/TCP F&4AFmmaZEm o

1. BERERERRE T UEZIEN NVMe/TCP LIF BUSERAREMER -

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 5

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP 2 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.



Bidirectional DHCP NONE 2 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. EszEEMh NVMe/TCP BiEN23-B18 LIF A8 2R U MITEERIRAREEER

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

3. #1177 nvme connect-all EFAAEIEESZIEM NVMe / TCP B Eh2s BiIZ4 et < ©

nvme connect-all -t tcp -w host-traddr -a traddr

FETEED
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

1 Rocky Linux 9.4 B4 > NVMe/TCP BJRE ctrl_loss_tmo timeout’ B &R E 2 BAR”  FIL :

* ERRERARS (BRES) -

* BABEFHERERTH ctrl_loss_tmo timeout EAERFR "'nvme connect' 3#& “nvme connect-all &< (3=
IH-l) o

* WNREERIEHEE - NVMe/TCP $EHISS A S8R - I B GERERM RITELR o

HER4 . (A[E) A NVMe/FC B A 1MB 1/0

ONTAPZE#BIEHISS BRI PR ERAZRMEH A/ (MDTS) 2 8 c EEMKERK I/0 FARA/NAIE IMB - BE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 BE3K » RFEZZIENN "Ipfc’ BIE(E “Ipfc_sg_seg_cnt BEUETE
%18 64 Fci# 256 ©

@ BELLESEARAEAL Qlogic NVMe / FC F 1% o

TER
1. # "Ipfc_sg_seg_cnt REEES 256 :

cat /etc/modprobe.d/lpfc.conf

39



TRZEEIELUATHBAINGEL
options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERSIEM o
3. HEETAYME “Ipfc_sg_seg_cnt 7 256

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

HEE 5 . EizE NVMe EXEIARTS

= "nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC F 1S HIERENARTS "nvme-cli' %

SENENET BN E 2 BEIEA o
ErEER1E > 555 “nvmefc-boot-connections.service # “nvmf-autoconnect.service' BIEIIRFSEERFR ©

1. &8 “nvmf-autoconnect.service' BRI :

systemctl status nvmf-autoconnect.service

FaTEEfEL

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. #z% “nvmefc-boot-connections.service' BEEUA -

systemctl status nvmefc-boot-connections.service
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mTrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

TR 6 RS RERE
ERsEZ IO NVMe ZERRISHAAE > ANA AREEF] ONTAP S 2 RIS EAR NVMe ZHEAE o

1. FESPERBZIOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

R

TREZEEEI TIEHL ¢

2. Egs8{ER) ONTAP s ZRRVEE NVMe RE (BIH0 « #EEIRTE 4 NetApp ONTAP $£HI2S « B & T
iopolicing RE#ATEIR) BEIEMNKMRITER L

a. BT AR :

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZ THEHEL ¢



NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

round-robin

round-robin

3. MESRETE WM LB IFRRRGRZER

4

42

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

O ERERVERIZREI R AR - AR IERIANAKR



NVMe / FC

nvme list-subsys /dev/nvmedn5

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl



&

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

5. BRFENetAppIMIER BB EBONTAP EhRA LB MK ERIERE !
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ki

nvme netapp ontapdevices -o column

Rafl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

e

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

SR | REREHRT D

Rocky Linux 9x & FIONTAPIEHIZ3 Z 35 NVMe/TCP IR LEMNHEARNFHERE ©
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B E TR AU AR —(E DH-HMAC-CHAP SRR E X 2 H11EE5E ° "DH-HMAC-CHAP £1&=Z NVMe
EHEIERIZRE NON REESRENSMNEESRIES - EEREHEFRE - NVMe EHIEHISRVA
SHLBI S Fim AL A RARI R 58

TR

f£A CLI 3iERTE JSON IERREREHAS NS - MREFEDTRNFRHAISERRDY dhchap &4& - Al
WIAEFMERE JSON 85 ©
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CLI
fEA CLI REZERIERNERE o

1. ER{SEH NON

cat /etc/nvme/hostngn

2. 2 Rocky Linux 9.x EH#ESE dhchap &8 °

M3 T "gen-dhchap-key 55 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-11lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. 7£ ONTAP #5128 E ~ il F 145 EMME dhchap £ :

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FHSZEMERSSE EAMER o XML  FRE ONTAP 583 « WiRIRFTENERE 5 AEE
dhchap &% :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCgpWBN4XVZI5SWxwPgDUi1eHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCgpWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCqpWBN4XVZI5SWxwPgDUi1eHA] :

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRREHEE A

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQO255+g=":

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=":



JSON
EONTAPHER2% LB 218 NVMe FRAARTAEF » KAILAER “/etc/nvme/config.json’ SX{HEL “nvme

connect-all'#p% ©
fEF -0 EIBRAESLE JSON 18 - BRIE ZEE/AEIE » 552 NVMe connect-all FE o

1. Fi2® JSON 182 -

(D TELLTEERIA » dhchap_key‘?‘_fﬁgﬁ’:\ \dhchap_secret\ﬁl “dhchap ctrl key®
HFEH “dhchap ctrl secret ©
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid: 9796clec-0d34-11eb-
b6b2-3a68dd3bab57",
"hostid":"b033cd4fdedb4724adb48655bfb55448",
"dhchap key":" DHHC-
1:01:CNxTYq73T9vIk0JpOfDBZrhDCOpWBN4XVZI5WxwPgDUieHAL : "
by
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b5c04£444d33",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%abocb6d: subsystem.bidi
r DHCP",
"ports": [
{
"transport":"tcp",
"traddr":" 192.168.1.24 ",

"host traddr":" 192.168.1.31 ",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJM6yZsTeEpGkDHMHQ255+g=:"

bo
{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPUUKbBHTzCOW9JZXMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6byZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",

"traddr":" 192.168.2.24 ",

"host traddr":" 192.168.2.31",



"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJMbyZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KG1lrJeMpzhmyjDW
0Oo0PJJM6yZsTeEpGkDHMHQ255+g=:"

}

2. {FEFA4HRE JSON 1EZEARE ONTAP 1ZHl28 ©

nvme connect-all -J /etc/nvme/config.json
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already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%eabbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp,traddr=192.168.1.24,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24,trsvcid=4420

3. IR EASETRANERIESGISZEA dhchap #2
a. B85 dhchap £i8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

MU TERIZERT dhchap &8

DHHC-1:01:CNxTYq73T9vJk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHA] :

b. Egz8EHI28 dhchap %3

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret



TEZE AR TERAIREL

DHHC-
1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6OyZsTeEpGkDHMHQ255+g=":

TR 8 | BRREEXHEE
RAEHMRE o

BcE Rocky Linux 8.x L{32#& NVMe-oF F1ONTAP7Z{z#

Rocky Linux F##sZ 32 B L 4EE R NVMe (NVMe/FC) F1E R TCP B9 NVMe
(NVMe/TCP) % > Wiz IRIFE T ZEEFE (ANA) © ANA $E{HE1 iSCSI ] FCP IRIR
hRYIEHTREEE B /7N (ALUA) AL BRIEINAE o

T BRAN{a1% Rocky Linux 8.x 327 NVMe over Fabrics (NVMe-oF ) 1 o i B S XIEMINGERE R > :52H
"Rocky Linux ONTAPSZ$REATHAE" o

NVMe-oF £ Rocky Linux 8.x L FENPREH] :

* BRIARZIBER NVMe-oF #ERI SAN EkE) o
* 7£ Rocky Linux 8.x # > NVMe-oF E# FRI#ZI0OA NVMe ZRETERABER | BUBAFHATE °
* BN BAIRIRE > NVMe/TCP EJfE A MITEE o

8% 1 1 %24 Rocky Linux Fl NVMe 88111 5 55 (CHIBD &
EEA NVMe-oF RETH » CHEERETM NVMe HEEE > BURSIRE » WE I NON BT °

TR
1. 1EAARES _EZ4E Rocky Linux 8.x © LZ2EE5ERE » sAMER IS BITHIEFAEERY Rocky Linux 8.x #Zil)

uname -—-r
Rocky Linux #ZIO\HR2<&541
5.14.0-570.12.1.e19 6.x86_ 64

2. Z# TNVMe-CLI (NVMe -CLI) Eff:

rpm -ga|grep nvme-cli
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LU T EFIZETR T nvme-cli EXBEEIRRZS -

nvme-cli-2.11-5.e19.x86 64

24 1ibnvme EH -

rpm -ga|grep libnvme

TEMFHIFRTT libnvme BEEEIRRZAS

libnvme-1.11.1-1.e19.x86 64

. 1£ Rocky Linux F# E > ##% hostngn & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEHFIFRRT hostngn kA :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

EONTAPZ AR » BEzB AT B ¢ “hostngn  FERULALC "hostngn' ONTAPREZ R FEF R AR F &R -

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



&

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

FER 2 . :3827F NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZEECasECE NVMe/FC » S FH) S IRMEHRERHRE
NVMe/TCP o
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version’



LT EERIERTR T BREh2 TR

0:14.4.0.2

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. ERsEmVTERREILE 2 lpfc enable fc4 type’ RER

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x100000109b£f044b1
0x100000109b£044b2

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

LB
1. &

AEATHRZEN T E-RRESENA IR



cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !
cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme
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_tep 1

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9£f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4



subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 3
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 2
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
subtype: nvme subsystem



treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. FESBELAA NVMe / TCP BUBYSS BT LIF A& AESRh IR ST sr I Ek -

nvme discover -t tcp -w host-traddr -a traddr
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nvme
nvme
nvme

nvme

3. $11T nvme

discover -t tcp -w
discover -t tcp -w
discover -t tcp -w
discover -t tcp -w

connect-all EBFIEEIELSZHEHY NVMe / TCP BiEhss B2 misE

192.168.
192.168.
192.168.
192.168.

.31
.31
.31
.31

N P N

192.
192.
192.
192.

168.
168.
168.
168.

nvme connect-all -t tcp -w host-traddr -a traddr

e

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp —-w
tcp -w
tcp -w
tcp —-w

8% 3 . AJ3E > BtA NVMe/FC #J 1MB 1/O °
TR AECE T Broadcom EECERHI NVMe/FC BXFE 1MB K/NAY 1/0 553K o ONTAPTE#BIER S & kR &

HERAEREERE A/ (MDTS) A& 8 c ERMEA /0 BRK/NRZAE 1MB o BEHEH 1MB K/H 1/0 353

192.
192.
192.
192.

EEIENN “Ipfc_sg_seg_cnt BEILTERE 64 BEXA 256 ©

@ ELSEREAR Qlogic NVMe / FC 14 o

1. #& “Ipfc_sg_seg_cnt 2EERTES 256 :

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERSIEM o
3. FEsRAYME “Ipfc_sg_seg_cnt' 73 256 :
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192.
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TR 4 RS E
ERsBA O N EE NVMe ZEIRISARAE > ANA ARBEF] ONTAP sp 2 RIS T EAR NVMe 4BEE o

1. EREMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL :

2. E5z51E R ONTAP sraZERIRVEE NVMe 52E (FIEN ~ RELZTE 4 NetApp ONTAP 523 ~ BT
iopolicing SR EABIR) BEEMRMAEH L :
a. BRTRAR:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BE/REREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEEITIEE

round-robin
round-robin

3. MEIEEE M LB IFRRRGRZER
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4.
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nvme list

g

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T 18

MV ERRIERERISZMAEIIAE N - BABAIERRIANAIREE



NVMe / FC

nvme list-subsys /dev/nvmedn5

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl



&

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

5. BRFENetAppIMIER BB EBONTAP EhRA LB MK ERIERE !
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ki

nvme netapp ontapdevices -o column

Rafl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

e

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TER 5  EREBNMERE

ELEREMERE
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NetApp#&iRID
"1479047"

72

R

Rocky Linux 8.x NVMe-oF T EEH
A BIRESIZS

A

7£ NVMe-oF Fi% F > f&AILUER Tnvme
discover -pJ 5L EIIFABIRILHSS
(PDC) » B2 » fNRLETE NVMe-oF T#%
#1117 Rocky Linux 8.x » BIER#IT Tnvme
discover -p) RFEREEILEEAI PDC ° &£
FILLIE<E » BEZES-BEEAE RER
iI—1E PDC - B2 > 1R EIE NVMe-oF
F 1 E#1T Rocky Linux 8.x » HR#IT
"nvme discover -p" BFER IR T EIEH
PDC - EEENFHANBERRE FHNERE
RN EHHFER o
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