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6.12.0-160000.6-default

. 224 TNVMe-CLI (NVMe - CLI) Ef4 .

rpm -gal|grep nvme-cli

TENGIFERTT nvme-cli BREEERRZA :

nvme-cli-2.11+429.935e62868-160000.1.1.x86 64

. 28 1ipnvme B .

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EASEIRRZS :

libnvmel-1.11+17.96d55624d-160000.1.1.x86 64

- EEH E > #E hostngn F & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRTRT hostngn kR4 :

ngn.2014-08.o0rg.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074

- TEONTAPZAREH » BEsE A T & © “hostngn FERTLED "hostngn’ ONTAPFES | R fEF R AR F & :

::> vserver nvme subsystem host show -vserver vs coexistence emulex



&

Vserver Subsystem Priority Host NOQN

vs_ coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

FEF 3 . 3227 F NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZEECasECE NVMe/FC » S FH) S IRMEHRERHRE
NVMe/TCP o



NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex FC THEIE:ZE NVMe / FC o

1. SRR RN TEREE

a. BmIERRE

cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

SN37A92079
SN37A92079

b. BERREH

cat /sys/class/scsi_host/host*/modeldesc

TEZEEETIEHEL ¢

Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
FEmulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. BRREIREhRAS

cat /sys/class/scsi_host/host*/fwrev

W EEIEERENBRhR S

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.4.0.11

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. ERsEMVTERRSILE RS 1pfc_enable fc4 type RER °

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x100000109%bdacc75
0x100000109%bdacc76

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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mrEfmh

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000108bdacc75

x2000d039ea951c45

x2000d039%€a951c45

x2023d039%eab31e9c

x2023d039%eab31le9c

x2002d039%ea5cfc90

x2011d039%ea5cfc90

x2002d039%eabcfc90

x2011d039%ea5cfc90

Xmt 0000017242 Cmpl 0000017242 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc76

x2000d039%9ea951c45

x2000d039ea951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%eabcfc90



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006¢

abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC o

1. BREHITHEEN A EREEEXN RIS

cat /sys/class/fc host/host*/symbolic name

W EERIERT T BREhZ UM BIRShRZS

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. ;5ME8 ql2xnvmeenable BERE © & l:E Marvell N ER{EZ NVMe / FC BIBISSE(E !

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP
NVMe/TCP 3 E R 218 BBNELFIR(E - Kk @ [EATLUEB#HIT NVMe/TCP KEI7 NVMe/TCP FZ& 4 M s
% Z5f8 “connect 3(#& “connect-all FENIR(E o

1. FEsUENEh B IR v (T X IEMINVMe/TCP LIFFR#EEF Rcit B mE L} ¢



nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

11
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le tcp sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. FESUPRA HAtAY NVMe / TCP RiEn28 B 1% LIF AHSHsEMThIR BN RAc iR Em &}

nvme discover -t tcp -w <host-traddr> -a <traddr>

g

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.11
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.10
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11

3. 11T nvme connect-all EFAAEIER NVMe / TCP EXEN3SBE 2L i iTHm < ©

nvme connect-all -t tcp -w <host-traddr> -a <traddr>



&

nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.10
nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.11
nvme connect-all -t tcp -w 192.168.39.20 -a
192.168.39.10
nvme connect-all -t tcp -w 192.168.39.20 -a

192.168.39.11

NVMe/TCP BJE& & “ctrl_loss_tmo timeout' BENz% € Z“BIR” o EILE :

* ERRELARS (ERESR) -

* BAFEFHEERTH ctrl_loss_tmo timeout EAEFR "nvme connect & "nvme connect-all di< (3
IH-l) o

* WNRIBEERIEHEE - NVMe/TCP $EHISZ A AR - I B & HERERM (RITELR o

$EE 4. (A3%) 120X udev #HAFH iopolicy

¢ SUSE Linux Enterprise Server 16 B4 > NVMe-oF B9F83:& iopolicy :2E 2 queue-depth ° AR T8
iopolicy B round-robin » 35U TMEEX udev rules 12 :

1. {5F8 root HEPRTEX FAREESS FRARL udev FRAE !

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
TEZEEEITIEHL ¢
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules
2. % EIZANetApp ONTAPIZHIZSEZE iopolicy BY1T » Y1 FAIFAR !

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

3. EXFRA » F queue-depth Y round-robin :

13



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. EFHEHAudeviBRTEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

. FIBEFRFAHIB A 1/0 K& o HIUN > BHA<FRM> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

CrEZEEEI Ty EHE
round-robin

(/7

() ## iopolicy BEBEMIMARHINetADD ONTAPHEHIS R o (EBER -

48R 5 . A]%E > BtA NVMe/FC #J 1MB 1/0 °

ONTAPTE B HI R B R PR E R ABRMEE A/ (MDTS) & 8 c EBEMEERK 1/0 FARA/NEE 1MB - HE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 B3K » RFEZZIENN "Ipfc’ BIEIE “Ipfc_sg_seg_cnt 2EUETE
518 64 FLL# 256 o

@ ELSEBEREAR Qlogic NVMe / FC 14 o

TR
1. # "Ipfc_sg_seg_cnt BEHBRES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEAIBLUATEHAINGEL
options lpfc lpfc sg seg cnt=256

2. 31T ‘dracut -F < » RBEMERBI T
3. FE:PHYME “Ipfc_sg_seg_cnt'Z 256 :

14



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HEZ 6 . Eiz% NVMe EREIARTS

7= “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC 1S HIERENARTE "nvme-cli' %

RENE - SASELE BEIRA o

EXEhTER1% » B85 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BXEIARTS EER AR ©

1. ¥E&% “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

FETRE L

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: i1nactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot...

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. 7% “nvmefc-boot-connections.service' BEEUA -

systemctl status nvmefc-boot-connections.service

15



mrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)
systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...
systemd[1l]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices
found during boot.

in\m 7 . t\\ME§%E§1(((EE§
ERsBZ0 N NVMe ZEERSHRRE » ANA AREEF] ONTAP s 2 RIS EAT NVMe 4B5E o

1. R ERBZORE NVMe 2 ERK !

cat /sys/module/nvme core/parameters/multipath

TCEZEEE Ty EE -

2, Eﬁnuﬁlﬁﬂ’]ONTAPnp%“FﬁE’J NVMe-oF :&7E (N > 1&BYSEE E 2 NetApp ONTAP Controller » TiiE &
17 iopolicy :2E% queue-depth) BEIEMERMETE L :

a. EmTFRA:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
TREZEETTYE@EL :

NetApp ONTAP Controller
NetApp ONTAP Controller

16



b. FEREREE !
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
TREZEETTYE@Y

queue-depth
queue-depth

3. HEEREEEH EEU I FRIRERm AT -
nvme list

g

/dev/nvme7nl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev
————— 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEFF

4. DS ERRRAVIERIRREISREN - BEABERIANAKAE :

nvme list-subsys /dev/<controller ID>

(D £ ONTAP 9.16.1 [ > NVMe/FC 1 NVMe/TCP &7 ASA 2 24t LIREFMBREICE

g o

17



NVMe / FC

LUF gt BRR T ST BT L8RS ONTAP 528 ERYs R ZER » WA AFF ~ FAS F ASA R
H%B NVMe/FC Y ASA 2 4% ©

BB~ AFF ~ FAS # ASA £ifl#

nvme-subsysll4 - NQN=ngn.1992-

08.com.netapp:sn.%e300b9760a4911£f08c87d03%ab67a95:subsystem.sles

_1lel 27
hostngn=ngn.2014-

08.org.nvmexpress:uuid:f6517cae-3133-11e8-bbff-7ed30aefl23f

iopolicy=round-robin\

+- nvmelld fc traddr=nn-0x234ed039%ea359%e4da:pn-

0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live optimized

+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live non-optimized

+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live optimized

+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live non-optimized



FE~ ASA r2 i

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%a5cfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2012d039eab5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2013d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe / TCP

LUF g B T ST BT 2 EIRL ONTAP K28 ERYss R ZER » BRI AFF ~ FAS F ASA R
HAB NVMe/TCP BJ ASA T2 24 ©
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287~ AFF ~ FAS #1 ASA £ifl#

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d039%ab31e9d:subsystem.nvme
10
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0035-5910-804b-b7c04£444d33

\

+- nvmel05 tcp
traddr=192.168.39.10, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live optimized

+- nvmelb3 tcp
traddr=192.168.39.11, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live non-optimized

+- nvmeb7 tecp
traddr=192.168.38.11, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live non-optimized

+- nvme9 tcp
traddr=192.168.38.10, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live optimized

FE~ ASA r2 i

nvme-subsys4 - NQN=nqgn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb6b tcp

traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized



S. ERFENetAppIMIME N R B RETEONTAP {EhR A% B2 s

ki

nvme netapp ontapdevices -o column

g
Device Vserver
NSID UUID
/dev/nvmelnl vs_coexistence emul

79510£05-7784-11£f0-b3c2-d039%abcfc9l

JSON

nvme netapp ontapdevices -0 json

g

{
"ONTAPdevices": [{

"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emul
"Namespace Path":"nsl",
"NSID":1,

"UUID":"79510£f05-7784-11£0-b3c
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size":5242880

bl

DER 8 | BURFARIRIERIZE

BERVIEREE :

Namespace Path

Size

ex nsl
21.47GB

ex" ,

2-d039%ea5cfcol",

&I A% SUSE Linux Enterprise Server 16 TSR #EIREHIZZ (PDC)  PDC AR EEER NVMe F

AT SRR EU R BT AR ERENNEE -
p
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1. 5

22

ARRCEEE TR « WeBBRAENRERENBR LIF A5 HAE :

nvme discover -t <trtype> -w <host-traddr> -a <traddr>



mrEfmh

Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9927e165694211f0b4£4d03%eab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

23



24

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

- BIERZRFR4HI PDC

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

TEZEEEITIEHL ¢

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

- 7€ ONTAP #1235 ~ 221 PDC

vserver nvme show-discovery-controller -instance -vserver <vserver name>

25



mrEfmh

vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp slesl6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£f444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

$ER 9 | RELETFAENEEE

% 183E3B NVMe/TCP 1£ SUSE Linux Enterprise Server 16 #F1 ONTAP 124288 > BT 2 MR ERS o
B F 1o 23AR A B EL—{B DH-HMAC-CHAP :RE X2 V:5HIRAE - DH-HMAC-CHAP £i&2 NVMe Fi%
EIEHIZRAY NON LB SR TR SRINAS - AT RFBHESNEH - NVMe EHETHI23 47847 1%
EH B o

M CLI Bi5RE JSON EEREREFTRNE7HEE - IREFED/TRNFRFIRE AR dhchap E58 - Al
WZREFAAARE JSON 525 ©
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. BFHES dhchap &8

T5)#iHERBA "gen-dhchap-key 68 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
DHHC-

1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. BR5¥ nvme connect authentication @< HRsE FEMIEHIZS dhchap &% -
a. ERsB 3 dhchap 88 -

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9TIp7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:

#B12532 dhchap 328

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R mAARRRE )

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J]jFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:



JSON

E ONTAP #ZHI25#HRE_ E A Z{E NVMe FRAEIHAERR « GRS < EAZ

JARY 4
. . ~ [==] ~
/etc/nvme/config.json #EZHE ‘nvme connect-all °

fEF -0 EIBRAESL JSON 1% - BRIE ZEE/AEIE » 552 NVMe connect-all FE o

1. $BEJsontEZE :
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# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",



"traddr":"192.168.39.10",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

}

@ ELUTEBIH > dhchap key ¥R “dhchap secret '# “dhchap ctrl key’
HFER “dhchap ctrl secret ©

2. {EFA4ERE JSON 1EZEEARE ONTAP %4185 -

nvme connect-all -J /etc/nvme/config.json
R HlE

traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected

3. R EASETFRANERIEHIZZEA dhchap 1% :
a. B8 1 dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



LT EHIZ8RT dhchap &8 -

DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkULLfMxmseg39DFb:

b. ERz81EHI2] dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZEE IR TEABES -

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

TER 10 REFREZEME

BHEZZHE (TLS) 75 NVMe-oF EHFMONTAPRESZ EHY NVMe ERIRHLZ 2 HIRHIRINE  ERILUER
CLI MEBRERTRHLAEIR (PSK) RRE TLS 1.3 °

(D P45 REREATE ETEONTAPIEHIZZ E#ITHIL BRIM » 557E SUSE Linux Enterprise Server F1% _E#
TTENSEE o

FER
1. BELEEEBLUTRAS ktls-utils * openssl ° # libopenssl ik FLEREFER :

a. B§:% ktls-utils :
reom -ga | grep ktls
TrEZEEZERUTEHL
ktls-utils-0.10+33.9311d943-160000.2.2.x86_ 64

a. Bys% SSL Eff .

rem -ga | grep ssl
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libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.noarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl13-x86-64-v3-3.5.0-160000.3.2.x86 64

2. AR ERRIER /ete/tlshd. conf -

cat /etc/tlshd.conf

FaTEEfEL

3. Bk

4. B&

[debug]
loglevel=0
t1s=0
nl=0

[authenticate]

#keyrings= <keyring>;<keyring>;<keyring>

[authenticate.client]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

[authenticate.server]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

B “tishd ATE 2 4R Rt REELE)

systemctl enable tlshd

A Y arn |
g ~T

I

EREFES ‘tishd [ETEIETT !

=1l

systemctl status tlshd

33



mrEfmh

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. EFEXY TLS PSK nvme gen-tls-key !

a. &

cat /etc/nvme/hostngn

TREZEEZ THEHEL ¢

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

TREZEEE T EE

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. 7£ ONTAP #5285 F > #& TLS PSK 1% = ONTAP F &4k ©
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. # TLS PSK A F iz O £iRIR :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

CREZEETIUT TLS &8

Inserted TLS key 069f56bb

@ PSK 887 "NVMe1R01 RATEE identity v1' 2R E TLS I2F/EE % o Identity vl 2
ONTAP ME—Z1RRVRRZS ©

8. &2 TLS PSK BIEFEIEA -

cat /proc/keys | grep NVMe
R EflE L

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. {FAIHEAR TLS PSK E42ZE ONTAP FZ4% -

a. 5B TLS PSK :
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

TREZEEE TAEE

connecting to device: nvmel

a. BRRYIRFRA -

nvme list-subsys

mETEfEL

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

* %

+- nvmeO tcp
traddr=192.168.38.10,trsvcid=4420,host traddr=192.168.38.20,src_a
ddr=192.168.38.20 live

10. FIBEIZ > WEEEE TLS HLREIETEM ONTAP F R4 ¢

nvme subsystem controller show -vserver vs tcp slesl6 -subsystem nvmel
-instance
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(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

vs _tcp sleslé6
nvmel

0040h

1if1l
A400-12-171
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab31e9d
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.38.20

2

128, 128
32
1048576
5000

62203cfd-826a-11£0-966e-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

T 11 | EEEXNEE
BETHMRE o

AcE& SUSE Linux Enterprise Server 15 SPx L{3Z & NVMe-oF

FIONTAPTE(E

TLS-AES-128-GCM-SHA256

SUSE Linux Enterprise Server 15 SPx F 37 IRE I CMEAER NVMe (NVMe/FC) FIE
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5t TCP By NVMe (NVMe/TCP) ths% » I 1R IFEitlan 4 ZE EI7FEX (ANA) o ANA 121 Ed
iISCSI| # FCP IRIZRYIF¥ItEEHEE TT/FEN (ALUA) FXBIZ BRISINAE ©

T f##4N1a] %4 SUSE Linux Enterprise Server 15 SPx 5% NVMe over Fabrics (NVMe-oF) % - MEF LKA
INEEE R » 2B "ONTAPSZIEFIINAE" ©

M SUSE Linux Enterprise Server 15 SPx B NVMe-oF AL T EXIEH! :

* 3= ‘nvme disconnect-all’ ltiF 2 ZEFARIERZR R KN BELHERRL » AIETERRFEFIET c BPEBE
NVMe-TCP 8§ NVMe-FC a2 SAN BB R _E BT TIEIR(E ©

* NetApp sanlun FH#EARERNAZIE NVMe-oF o 3 E » EAIUKFRR S EMRPE ZHINetAppIMMER ©
nvme-cli BAIFIA NVMe-oF EEVEGEEX o

* ¥ SUSE Linux Enterprise Server 15 SP6 KB RhRZA » FziR(ERA NVMe-oF #EETT SAN BRE) o

R 1 1 B4R SAN Bt

EAT AR TE EHLAEA SAN BB RE{CEB LIRS IR o A" BEMHER T A BREEM Linux 1E¥ &
4~ THEETRBEERCSS (HBA) ~ HBA #]82 « HBA EX&) BIOS FIONTAPRRZAZ E %18 SAN EREf o

1. "#37 NVMe tha R A ELEFER 14" o
2. 7£{AAR2S BIOS 17 SAN EiEhan A =M ERIRVEHE RN SAN B o

YNFUNRIRIAAHBA BIOSKIMERIE « A2 RIBRE E BRI ©
3. ENME ML EE(FERARE S ERBLIEEET -

% 2 . %4t SUSE Linux Enterprise Server 1 NVMe ErBg » 1S5 MR E
EEA NVMe-oF :RTEFH > MEELIEETHF NVMe BREEE > BYAZRRE » WESE T NQN RE ©

1. 7£{EARES_EZ4E SUSE Linux Enterprise Server 15 SPx o ZEE52L1 » sAERISHITH RIS EM SUSE
Linux Enterprise Server 15 SPx #Zi() :

uname -—-r

Rocky Linux #ZiO R A6

6.4.0-150700.53.3-default

2. 284 TNVMe-CLI (NVMe - CLI) Eff :

rpm -galgrep nvme-cli
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TEMHIFRBTT nvme-cli B2 ERZ :

nvme-cli-2.11+422.gd31b1a01-150700.3.3.2.x86 64

. B 1ibnvme EXF -

rpm -ga|grep libnvme

TEMFHIFRTT libnvme BEEEIRRZAS

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

- EFEHLE > & hostngn F& /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEHFIFRRT hostngn kA :

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

. ZEONTAPZAA » EBsELLTFEN - “hostngn' FEULAD “hostngn’ ONTAPPES | R FEF AR F & !

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

FEF 3 . 3227 F NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZEECasECE NVMe/FC » S FH) S IRMEHRERHRE
NVMe/TCP o
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex FC THEIE:ZE NVMe / FC o

1. SRR RN TEREE

a. BmIERRE

cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BERREH

cat /sys/class/scsi_host/host*/modeldesc

TEZEEETIEHEL ¢

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. BRREIREhRAS

cat /sys/class/scsi_host/host*/fwrev

W EEIEERENBRhR S

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.8

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. ERsEmVTERREILE 2 lpfc enable fc4 type’ RER

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10000090faelec88
0x10000090faelec89

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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mrEfmh

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a
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LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T ER&&E NVMe / FC ©

1. HROHITHE BN A-EEB R R :

cat /sys/class/fc host/host*/symbolic name

LUF g fI#m 7 Beghie VAN 8RSk s

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. ;5ME8 ql2xnvmeenable BERE © & nl:E Marvell N ER{EZE NVMe / FC EIB3SE(E

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TREREILHAS 1 o

NVMe / TCP

NVMe/TCP HEAR & BBNEMRIEF o R > EERILUEBHIT NVMe/TCP K2R NVMe/TCP F A4 8p

%22/ “connect (& connect-all FENIZIE o

5
1. RAREE SIS ATIE L IEAINVMe/TCP LIFth IR B E e |

nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. FESDPRA HEAAY NVMe / TCP RiEn28 B 1% LIF AHS#SEMThRER REcirEm &}

nvme discover -t tcp -w <host-traddr> -a <traddr>

g

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. 11T nvme connect-all EFAAEIER NVMe / TCP EXEN3sBZE e fiTam< ¢

nvme connect-all -t tcp -w <host-traddr> -a <traddr>



% SUSE Linux Enterprise Server 15 SP6 [i%8 > NVMe/TCP BUREZEE TEME o ctrl loss tmo timeout

&

nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a
192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 -a

192.168.211.67

BENRE A R o L -

* MAFEFHEESFEN ctrl_loss_tmo timeout EAEFR "nvme connect' 3 & "nvme connect-all 85 < (3

ERRELARE (ERESH) o

IH-l) e
YNRBEEBRIEHAFE > NVMe/TCP 1ZHISS A SR - If B SR (RITER -

SEF 4. (F[EE) 182X udev #RB)FHY iopolicy

% SUSE Linux Enterprise Server 15 SP6 B4 > NVMe-oF HIFE:E iopolicy s2E A round-robin ° Y18
2 iopolicy 7 *queue-depth X udev }HEBIREINT :

1.

2.

3.

48

£ root IRTEX FAREZSFHIEX udev IRAE :

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

TEZEEEITIEE

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

i EIZNetApp ONTAPHEHIZSERTE iopolicy 1T » AN FHIFAT ¢

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

EEFRR » LUE round-robin M " queue-depth :



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFHEHAudeviBRTEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

. FIBEFRFAHIB A 1/0 K& o HIUN > BHA<FRM> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TRZEEITIE

queue-depth.

() ## iopolicy BEBEMIMARHINetADD ONTAPHEHIS R o (EBER -

48R 5 . A]%E > BtA NVMe/FC #J 1MB 1/0 °

ONTAPTE B HI R B R PR E R ABRMEE A/ (MDTS) & 8 c EBEMEERK 1/0 FARA/NEE 1MB - HE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 B3K » RFEZZIENN "Ipfc’ BIEIE “Ipfc_sg_seg_cnt 2EUETE
518 64 FLL# 256 o

@ ELSEBEREAR Qlogic NVMe / FC 14 o

TR
1. # "Ipfc_sg_seg_cnt BEHBRES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEAIBLUATEHAINGEL
options lpfc lpfc sg seg cnt=256

2. 31T ‘dracut -F < » RBEMERBI T
3. FE:PHYME “Ipfc_sg_seg_cnt'Z 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HER 6 . E5zE NVMe EXENARTS

7= “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC 1S HIERENARTE "nvme-cli' %

RENE - SASELE BEIRA o

EXEhTER1% » B85 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BXEIARTS EER AR ©

1. ¥E&% “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

FETRE L

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. FEs® “nvmefc-boot-connections.service' EEXA :

systemctl status nvmefc-boot-connections.service
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nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

HER T | BB SHKICERE
ERsBZO N EE NVMe ZEIRISARAE > ANA ARBEF] ONTAP sp 2 RIS T EAT NVMe 4BEE o

1. FESPERBZIOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

R

TREZEEEI TIEHL ¢

2. ERsEHFERYONTAPER A ZEIAY NVMe-oF 5R7E (I » B ER E & NetApp ONTAP Controller » M & &
17 iopolicy 32 7€ queue-depth) BB IEMRMITIEE L :
a. BBRF R4

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZ THEHEL ¢
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

queue-depth
queue-depth

3. MESRETE WM LB IFRRRGRZER

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. S EREAVIERISZRIS R AR - BABERIANAKRE :
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NVMe / FC

nvme list-subsys /dev/nvmedn5

FaEEfEL

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvme9nl



mrEfmh

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tcp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp

traddr=192.168.111.70, trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp

traddr=192.168.211.71,trsvcid=4420,src addr=192.168.211.80 live
non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :
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nvme netapp ontapdevices -o column

T
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1

32£d92¢c7-0797-428e-a577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

mEEER

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

DR 8 | BALFAHIRIETES

&R A% SUSE Linux Enterprise Server 15 SPx %2 1FA 4 E2IR1EHIZ3 (PDC) - BE PDC KRB FEH!
NVMe FRANFILGHMIPFRISEURERBFTEMERINESE o
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1. 5

56

ARRCEEE TR « WeBBRAENRERENBR LIF A5 HAE :

nvme discover -t <trtype> -w <host-traddr> -a <traddr>



mrEfmh

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

57



58

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

- BIERZRFR4HI PDC

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

TEZEEEITIEHL ¢

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

- 7€ ONTAP #1235 ~ 221 PDC

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

TE 9 I REREFTRE1ERE

X 183%i1B NVMe/TCP 7£ SUSE Linux Enterprise Server 15 SPx 1% IONTAPIZ 28 2 BT LENERNEZH

BB TR 23 E L AL —(E DH-HMAC-CHAP RE REV2HIRIE - DH-HMAC-CHAP £i#8:2 NVMe 1%
BZERIERHY NON B BB SR ERBREIRAVES - B TREHZHNFD > NVMe T EIERIZS 4R A L
F75RRAAIE IR ©

iR CLI 8s&E JSON 1ERREREHAH 1 EE - MREFER/FTENFRFEIRERER dhchap 25§ - Bl
WZREFAAARE JSON #5258 ©
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. BFHES dhchap &8

T5)#iHERBA "gen-dhchap-key 68 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdadecd-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukqgvYedAS55Bw3wtz6sINpR4=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRREHEE A

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



JSON
E ONTAP #ZHI25#HRE_ E A Z{E NVMe FRFRIHAERR « GRS < EAZ

o0

/etc/nvme/config.json & “nvme connect-all °

R -0 BIBARESE JSON 122 - BRIFZE/A1E1E » 528 NVMe connect-all FHE o

1. 3BEIsontEE ©
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ ELUTEBIH > dhchap key ¥R “dhchap secret '# “dhchap ctrl key’
HFER “dhchap ctrl secret ©

2. {EFA4ERE JSON 1EZEEARE ONTAP %4185 -

nvme connect-all -J /etc/nvme/config.json
R HlE

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. R EASETFRANERIEHIZZEA dhchap 1% :
a. B8 1 dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



LT EHIZ8RT dhchap &8 -

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. ERz81EHI2] dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZEE IR TEABES -

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

TER 10 REFREZEME

BHEZZHE (TLS) 75 NVMe-oF EHFMONTAPRESZ EHY NVMe ERIRHLZ 2 HIRHIRINE  ERILUER
CLI MEBRERTRHLAEIR (PSK) RRE TLS 1.3 °

(D P45 REREATE ETEONTAPIEHIZZ E#ITHIL BRIM » 557E SUSE Linux Enterprise Server F1% _E#
TTENSEE o

FER
1. BELEEEBLUTRAS ktls-utils * openssl ° # libopenssl ik FLEREFER :

a. B§:% ktls-utils :
reom -ga | grep ktls
TrEZEEZERUTEHL
ktls-utils-0.10+33.9311d943-150700.1.5.x86_ 64

a. Bys% SSL Eff .

rem -ga | grep ssl
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libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. FBERIEHRERSIER /ete/tlshd. conf -

cat /etc/tlshd.conf

e el

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BYFR tishd UTE R AFEEEF RS

systemctl enable tlshd

e TElE D tishd [ETE3&ETT :

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. EFEXY TLS PSK nvme gen-tls-key !

a. &

cat /etc/nvme/hostngn

TREZEEZ THEHEL ¢

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

TREZEEE T EE

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. 7£ ONTAP #5285 F > #& TLS PSK 1% = ONTAP F &4k ©
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. # TLS PSK A F iz O £iRIR :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

CREZEETIUT TLS &8

Inserted TLS key 22152a’7e

@ PSK 887 "NVMe1R01 RATEE identity v1' 2R E TLS I2F/EE % o Identity vl 2
ONTAP ME—Z1RRVRRZS ©

8. &2 TLS PSK BIEFEIEA -

cat /proc/keys | grep NVMe

bl
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. {FAIHEAR TLS PSK E42ZE ONTAP FZ4% -

a. 5B TLS PSK :
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

TREZEEE TAEE

connecting to device: nvmel

a. BRRYIRFRA -

nvme list-subsys

mETEfEL

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIBEIZ > WEEEE TLS HLREIETEM ONTAP F R4 ¢

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2
128,
32
1048576
5000

128

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

T 11 | EEEXNEE
BETHMRE o

TLS-AES-128-GCM-SHA256
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