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SUSE Linux Enterprise Server 15

AR ONTAP B9 SUSE Linux Enterprise Server 15 SP7 HY
NVMe F 140578

SUSE Linux Enterprise Server 1%k B IFE 18 % ZEEFE (ANA) BY NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) t#E o ANA 12 iSCSI #
FCP IRIZEHHIIEHFBEEE B T 7FEN (ALUA) FXMHI L BRISTHAE ©

RAMEIETL(E
1EBIAAELA T Z3EFITHAEEL SUSE Linux Enterprise Server 15 SP7 #9 NVMe-oF FH4ECE —#EfEMA o 1ERIAED
BEiBREZA > EEZERCEHAIES)

* ATAXIE

° B&T NVMe over Fibre Channel (NVMe/FC) Z4b > EX#E NVMe over TCP (NVMe /TCP) ©JR
EEHFA NetApp SMIMER nvme-cli FERFEET NVMe / FC #1 NVMe / TCP &5 ZERAY ONTAP ¥
HMER o

° E[E—EBEH_EFRFEETT NVMe #1 SCSI = © @JDD » f&E[ % SCSI LUN By SCSI mpath £ E&E
dm-multipath > iR NVMe ZEBEEEFH _FEEE NVMe dak 2T EE

° 1EFEFA NVMe / FC S5 E#TT SAN BIi% o

° EONTAP 9.12.1 B8 » 5| AT ¥ NVMe/TCP #1 NVMe/FC tc%&ﬁq%ﬁ}%ﬁ BEHHIE - Bu]LUEA
SUSE Linux Enterprise Server 15 SP7 ¥t NVMe/TCP #1 NVMe/FC #1722 R ERE o

o TEEFRAM—3EIE NQN BYIFA SBIRHEHI28 (PDC) °
> NVMe/TCP B9 TLS 1.3 INZEX$E -

> NetApp sanlun SUSE Linux Enterprise Server15 SP? FH#% LAY NVMe-oF AR FHERER - R
> (B A LUK A B 2 ANetAppidEfE “nvme-cli BT FIAE NVMe-oF BENEL -

MFESIRARNEMFEEN - FEREEEHRETA" -

- ETRAE :
° JRBE T FARYFINAE ©
* BRI
%??f*?ﬁ nvme disconnect-all i % » AA T EERREZAFNERMERARIVERE > LAEERAR
=T ©

SER 1 | EIZMER SAN Gl
AL IR 255 SAN Bt » WUIE{EERE AR SIRITN o

FsEZ Al

EA"E@EEHERT B EELEMN Linux EERA » THERENTEFE (HBA) > HBAZIEE > HBA Bt
BIOS #1 ONTAP hRZs @& 235 SAN Fats o


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome

1. ¥37 SAN EiEndp R MG H BRI o
B2 o "TLBENVMel#TZRE"

2. 7£{ABR2S BIOS %5 SAN EAE)dn =¥ RE S RUEE IR B SAN RXE) o
YNNI FAHBA BIOSHIMERAE H ~ A2 B EBAIS 1

3. ENREN MR FERRE D ETENF » LUEDAHERE SIS o

SR 2 | BRsBERAS R A
EARA T ERERE RIKZ $8AY SUSE Linux Enterprise Server 15 SP7 ExB&RR s o

1. 7E{AlAR2S £ Z4ESUSE Linux Enterprise Server15 SP7 o SRR 0 SRR IEEHITIEER SUSE
Linux Enterprise Server 15 SP7 #Zi(» :

uname -—-r

LU T &54588;R 7 SUSE Linux Enterprise Server fZi0\hRas :

6.4.0-150700.53.3-default

2. Z# TNVMe-CLI (NVMe - CLI) Ef¥:

rpm -galgrep nvme-cli

TENFFBTT nvme-cli XSG ARZA :

nvme-cli-2.11+422.g9d31b1a01-150700.3.3.2.x86 64

3. 24 1ibnvme EF -

rpm —-galgrep libnvme

TENFFRTT libnvme BEEERRZS

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

4. 7EEH L > 8% hostngn FE /etc/nvme/hostngn -
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cat /etc/nvme/hostngn

TEMFIFRBRT hostngn irZs :

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

5. HEE® hostngn FERTA hostngn ONTAP &3] EHEFRFRIFE ©

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
mamE

Vserver Subsystem Priority Host NOQON

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « iB5FH vserver modify L KEH hostngn HE
@ ONTAP &7 F &4 ERIFE ~ IS hostngn FHRHKIR /etc/nvme/hostngn 7 F 44
ko

L EE3 . RENVMe/FC

&/ LAfEA Broadcom/Emulex FC 2 Marvell/Qlogic FC T EEHRZE NVMe / FC o I[RiEEEFHH IR
NVMe/TCP F &AM eraZEm o



Broadcom / Emulex
7 Broadcom / Emulex FC N EIEE&E NVMe / FC o

1. B EANE RN EREE

a. BAmRELATE

cat /sys/class/scsi _host/host*/modelname

TREZEEEI THEHEL :

LPe36002-M64
LPe36002-M64

b. BETRERI M

cat /sys/class/scsi _host/host*/modeldesc

TEZEE R THARE@EL -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BB AN 2 EENBroadcom 1pfc FEEE I EERSTE -

a. FRRIRRhRAS

cat /sys/class/scsi_host/host*/fwrev

LUF BB mENRe RS

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRI EERBNTRIChRAS

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.4.0.8

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. ERsEmVTERREILE 2 lpfc enable fc4 type’ RER

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x10000090faelec88
0x10000090faelec89

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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mTrEfmh

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

Xmt 0000004ea0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

Marvell / QLogic
# Marvell/QLogic /T ER&&E NVMe / FC ©

1. R CAITHE BN E RS2 AR

cat /sys/class/fc host/host*/symbolic name

LUF g fI#m 7 Beghie VAN 8RSk s

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. ;B gl2xnvmeenable BRE © & 0I:E Marvell N EIR{EA NVMe / FC BRENZZE(E -
cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
TEERERIE A 1 ©

WER 4 . o3 > B 1MB 1/O

ONTAPTEH AIEHIZSE R PR ERABEREE A/ (MDTS) A& 8 ©
@ Broadcom NVMe/FC 135 H 1MB A/WAY 1/0 B3R » REZ Dt
5%18 64 {4 256 ©

BEEKERK /O BRA/NOZE IMB e BE
210 Ipfc BYE(E “Ipfc_sg_seg_cnt 2ETE

(D LEPERREA R Qlogic NVMe / FC Fi% o

1. ¥ “Ipfc_sg_seg_cnt BEERTES 256 :

cat /etc/modprobe.d/lpfc.conf



TEZEAEIRLATEAIREL

options lpfc lpfc sg seg cnt=256

2. 34T ‘dracut - @2 > ABEERBIEM o
3. FEEDAYME “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HER 5 . BusE NVMe RRENARTS

{8 SUSE Linux Enterprise Server 15 SP7 > “nvmefc-boot-connections.service 1 “nvmf-

autoconnect.service'NVMe/FC & HIEREIARTS "nvme-cli EREEEIHS T R A RNENFS B EENA - 2RI B

BRI RS ERA -

1. #5% “nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

et

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;

enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days

ago
Main PID: 12208 (code=exited, status=0/SUCCESS)
CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. #z% “nvmefc-boot-connections.service' BEEYA -



systemctl status nvmefc-boot-connections.service

RrEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

$EF 6 . 527 NVMe/TCP

NVMe / TCP BEIREAZIEIL auto-connect 1% o I UR AT EFENMIT NVMe / TCP T}
‘connect-all {EERIFEE NVMe / TCP FRHAMEBHBZEM connect ©

TR
1. FEEDENE) B EIBIB T X IEMINVMe/TCP LIF#EEURZ R it EmE LR -

nvme discover -t tcp -w <host-traddr> -a <traddr>



10

mTrEfmh

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

Ccp_sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

11



cp_sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

cp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. FESUPRA HAtAY NVMe / TCP RiEn28 B 1% LIF AHSHsEMThIR BN RAc iR Em &}

nvme discover -t tcp -w <host-traddr> -a <traddr>

&

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. 11T nvme connect-all EFAAEEIER NVMe / TCP EXEN3SBE 2L e fiTaH < ¢

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

12



&

nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.67

% SUSE Linux Enterprise Server 15 SP6 B8 » NVMe/TCP BIFERE&E ctrl-loss-tmo  BEF

(D B - EEMKEEAXRERERS (BEEH) > THEAEEFEEREREN ctrl-
loss-tmo  {FARFABRHTERE nvme connect & ‘nvme connect-all ' #n< (&
I§ “-1) o tk4h > NVMe/TCP 23 7E S £ BRI HPERI A 2R » I S EIRHAM(RITELR o

SEE 7 . E&:% NVMe-oF
ERSBIZIO AR NVMe ZERRISHRAE » ANA AREEF] ONTAP s 2 RIS EAR NVMe 4HRE o

1. FERERAZLAE NVMe ZERTK !

cat /sys/module/nvme core/parameters/multipath

TrEZEEE THEHEL ¢

2. E3z8{E R ONTAP 2 =EBEE NVMe RE (FIU0 ~ AR TEZ NetApp ONTAP #4185 « S &4
iopolicing :REATEIR) BRIEMKMEEE L
a. BT R

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZITIEHE

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

13



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEEITIEHL ¢

round-robin

round-robin

3. MBI EE UM IFRRRGRZER

4

14

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

S ERERIERIZSARRII A AR - BAAIERBIANAIRE !



NVMe / FC

nvme list-subsys /dev/nvmedn5

FEEEfEL

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvme9nl



mTrEfmh

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tcp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp

traddr=192.168.111.70, trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp

traddr=192.168.211.71,trsvcid=4420,src addr=192.168.211.80 live
non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :

16



ki

nvme netapp ontapdevices -o column

T
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1 32£d92c7-

0797-428e-ab577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

mETEE

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc _nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

DR 8 | BALFAHIRIETES

#EONTAP 9.11.1 B4 » &A1 LL% SUSE Linux Enterprise Server 15 SP7 427 iFA 143 IR1% 428 (PDC) ©
%= ZE PDC REENMEA NVMe FRAEBFTIGEMIFRSEURERBFTEEERINEE o

17



1. 5

18

ARRCEEE TR « WeBBRAENRERENBR LIF A5 HAE :

nvme discover -t <trtype> -w <host-traddr> -a <traddr>



mTrEfmh

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

19
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

- BIERZRFR4HI PDC

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

TEZEEEITIEHL ¢

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

- 7€ ONTAP #1235 ~ 221 PDC

vserver nvme show-discovery-controller -instance -vserver <vserver name>

21



mTrEfmh

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

T  RELZEHENE DS

£ ONTAP 9.12.1 B8 » 1A ONTAP 14128 2 15518 NVMe/TCP #1 NVMe/FC Z1IEZ 2 HANF7ER:E
EEXTLREN « S@ #2580 B EA1ARAN: DH-UMAC-CHAP 88 - B2 NVMe iz HI2SHY
NQN 4BE ~ UKREIEERTEMNEETE - BEEFHESIRE - NVMe THEEIEHI85 24783 7 B2 = in 26 AE RE
s o

ICRTLAERS CLI 8#HA% JSON 1EE2RRE X2 RIEAERE - IREFEZRATRNFRAIEERER dhchap &

22



CLI
fEA CLI REZERIERNERE o

TR
1. S NQN

cat /etc/nvme/hostngn

2. AEHES dhchap £88 o

THEHERER "gen-dhchap-key S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ETYEHIG « EEE—EREIR dhchap £58 ~ Hf HMAC 8% 3 (SHA-512) o

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:e6dadeb4-216d-11lec-b7bb-7ed30a5482c3
DHHC-

1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukqgvYedA55Bw3wtz6sINpR4=:

3. 7E ONTAP 12488 b ~ #7118 > 1465 E /1A dhchap £48

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. I IEMEERE L ERMER o T - BARE ONTAP #2583 - WIRIRPTENERE S A15E
dhchap &% :

23



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. BR5¥ nvme connect authentication @< HRsE FEMIEHIZS dhchap &% -
a. ERsB 3 dhchap 88 -

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR RV L S

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6CcX7G5SOKKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

#B12532 dhchap 328

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R mAARRRE )

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



Json 1%
& ONTAP #ZHI234BRE E B 21 NVMe FR AR HEAR « K] LR S FEAZ

/etc/nvme/config.json ¥&ZE ‘nvme connect-all ©

AEESE JSON 1 > LA LUER -0 iEIH - ITEZHEAEIR » 55268 NVMe Connect All FE

;=02
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mTrEfmh

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ £ LiEEBI > dhchap key ¥MERY “dhchap secret ’ M dhchap ctrl key'
HFEZE “dhchap ctrl secret®

2. {EFA4ERE JSON 1EZEEARE ONTAP %4185 -

nvme connect-all -J /etc/nvme/config.json
R FlE L

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. R EASETFRANERIEHIZZEA dhchap 1% :
a. B8 1 dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



TREZEEI T @EYE -
DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBqg:
b. ERzB#EHI2S dhchap & -

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZEEE THEHEL

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gqjJU++yR8s=:

TR0 KEBREZEE

Fa@EZE2M (TLS) A& NVMe 1450 ONTAP &% 2 EEY NVMe BEFIREZ 2 iR HIRINE ° £ ONTAP
9 ° 16.1 FA%A > &RILUER CLI IR EMTEAHEAEIE (PSK) KEBETLS 1.3 °

RAMEIETL(E
GBI LA7E SUSE Linux Enterprise Server 1% F#ITILIZFHRITER » FRIFEIEEEIE ONTAP THgs EHITE
BT -

HER
1. BELEEEBUTAS ktls-utils * openssl * # libopenss| i FLEREFER :

a. B§s¥ ktls-utils -
rpm -ga | grep ktls

CREZOEIBETI T :

ktls-utils-0.10+33.9311d943-150700.1.5.x86 64

a. BizE SSLEMH -

repm -ga | grep ssl

28



mTrEfmh

libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. FBERIEHRERSIER /ete/tlshd. conf -

cat /etc/tlshd.conf

bl

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BYFR tishd UTE R AFEEEF RS

systemctl enable tlshd

e TElE D tishd [ETE3&ETT :

systemctl status tlshd
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mTrEfmh

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. EFEXY TLS PSK nvme gen-tls-key !

a. &

cat /etc/nvme/hostngn

TREZEEZ THEHEL ¢

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

TREZEEE T EE

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. 7£ ONTAP #5285 F > #& TLS PSK 1% = ONTAP F &4k ©

30



mTrEfmh

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. # TLS PSK A F iz O £iRIR :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

CREZEETIUT TLS &8

Inserted TLS key 22152a’7e

@ PSK 887 "NVMe1R01 RATEE identity v1' 2R E TLS I2F/EE % o Identity vl 2
ONTAP ME—Z1RRVRRZS ©

8. &2 TLS PSK BIEFEIEA -

cat /proc/keys | grep NVMe

Vil
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. {FAIHEAR TLS PSK E42ZE ONTAP FZ4% -

a. 5B TLS PSK :
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

TREZEEE TAEE

connecting to device: nvmel

a. BRRYIRFRA -

nvme list-subsys

e G

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIBEIZ > WEEEE TLS HLREIETEM ONTAP F R4 ¢

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

T 11 | EEEXNEE
BETHMRE o

@AY ONTAP B9 SUSE Linux Enterprise Server 15 SP6 HJ
NVMe F 4R RE

SIEHTERRZERIFE (ANA) B SUSE Linux Enterprise Server 15 SP6 2 NVMe



over Fabrics ( NVMe over Fabric » NVMe of ) > €35 NVMe over Fibre Channel (
NVMe / FC ) FIEh{EE o 1 NVMe IRIEH - ANA ZF[RE)HL iSCSI A1 FCP IRIEHRY
ALUA ZERE ~ WO AE NVMe ZERRISHKEBE o

LUF 4B A% ONTAP BJ SUSE Linux Enterprise Server 15 SP6 B9 NVMe Ei1#%4HAE

- 7EE—EREH% _F 34T NVMe F1 SCSI 7 o It » {EAIUA SCSI LUN # SCSI BB dm-multipath
mpath » Wi NVMe ZERRRETH FERTFE NVMe tipRHEE o

* 3 NVMe over TCP  (NVMe /TCP ) # NVMe/FC o EERAEELFHI NetApp MIMETL "nvme-cli'BE
$9EFFEETR NVMe / FC 1 NVMe / TCP #n & 2=/ ONTAP ¥R R} o

MESIRAERNEMFASN > F2R EEEHRETA" -

* X8 NVMe Z24ERERS
* EREFAVIRZE NQN ZEFEFEREHIZS (PDC)
* %1 NVMe / TCP #9 TLS 1.3 1%

B ANPRE

BRIASZIEFEHA NVMe BMEEHIREETT SAN B o

* 7£ SUSE Linux Enterprise Server 15 SP6 Ei% I > NetApp sanlun FH#ABRRERAEZIE NVMe B o {&7]
e BEREEHF NetApp SMMETL “nvme-cli 2RE#ITERE NVMe B ©

=2 ENVMe/FC

1RAI U AR ONTAP 4BAERY SUSE Linux Enterprise Server 15 SP6 & E i Broadcom/Emulex FC Ef
Marvell/Qlogic FC 7T E+H NVMe / FC °
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Broadcom / Emulex
7 Broadcom / Emulex FC N EIEE&E NVMe / FC o

1. R EEANEEEN T EREE

cat /sys/class/scsi_host/host*/modelname

A S 15

LPe32002 M2
LPe32002-M2

2. ERsETERESRERAA ¢

cat /sys/class/scsi host/host*/modeldesc

wHEEA)

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. MR EERAMNEEZERN Emulex EHEERBENE R (HBA) #IRShRES !

cat /sys/class/scsi_host/host*/fwrev

wHEEA

14.2.673.40, sli-4:2:c
14.2.673.40, sli-4:2:c

4. FERICER YRR Ipfc BRBIZTURRAS -

cat /sys/module/lpfc/version

Larfaaf 0]

0:14.4.0.1

O. RIS R LURIRR BN AR E IR
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cat /sys/class/fc host/host*/port name

wH A

0x10000090faeclec88
0x10000090faelec89

6. ERERN S EIRIR R ATER L ¢

cat /sys/class/fc host/host*/port state

wHEEH)

Online

Online

7. FESRE RS NVMe / FC RiEhs3iEinie « BERRERIRA R ¢

cat /sys/class/scsi _host/host*/nvme info

FEUTESP - FEUA—ERESEEER « WRAMEBRFERRE

AR o



mTrEfmh

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN x20000090faelec88
DID x0al300 ONLINE
NVME RPORT WWPN x2070d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0a05 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e3dfb8 Issue 0000000014e308db OutIO
fEffffffff££2923
abort 00000845 noxri 00000000 nondlp 00000063 gdepth 00000000
wgerr 00000003 err 00000000
FCP CMPL: xb 00000847 Err 00027f£33
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN x20000090faelec89
DID x0al200 ONLINE
NVME RPORT WWPN x2071d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0305 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e39f78 Issue 0000000014e2b832 OutIO
ffffffffffff18ba
abort 0000082d noxri 00000000 nondlp 00000028 gdepth 00000000
wgerr 00000007 err 00000000
FCP CMPL: xb 0000082d Err 000283bb

Marvell / QLogic

SUSE Linux Enterprise Server 15 SP6 1% 0FRBEMI RV RE WA E gla2xxx SREIFE XA B RMAVEERR o

SLEIEET ONTAP IEFRAEE o

# Marvell/QLogic /T EIR&ZE NVMe / FC o

T

1. fes

DICHITH R SRV T E -REEENZ A EESAR S

cat /sys/class/fc _host/host*/symbolic name
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wHEEA)

QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k
QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k

2. HEs® ql2xnvmeenable 28EEA 1 ¢

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TARAES 1 -

EXFBAMB 110K/ GER)

ONTAPTE#AIEHI S B iR E R KEREH A/ (MDTS) % 8 ©
i@ Broadcom NVMe/FC E##E5H 1MB AN 1/10 B3R » (R fEZ Tt
%18 64 FEiA 256 ©

EEKRERK IO FHRA/NJE IMB - EE
210 Ipfc BIE(E “Ipfc_sg_seg_cnt 2ETE

()  EeEsETmRER Qogic NVMe / FC 14 -

1. ¥ “Ipfc_sg_seg_cnt BEERES 256 :

cat /etc/modprobe.d/lpfc.conf
TREZEEIBLUATHAINGEY
options lpfc lpfc sg seg cnt=256

2. $\17 ‘dracut - i3S > SABEHEEE o
3. FEsRAYME “Ipfc_sg_seg_cnt' 7% 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

BisE NVMe AR7%

¢ SUSE Linux Enterprise Server 15 SP6 [%4 * nvmefc-boot-connections.service NVMe/ FC E#B}E
FE9F0 “nvmf-autoconnect.service' FIIEARTS “nvme-cli @7 RMABIEHAI BEIRUE - RAFAKTMRE » [CEZE
R ARFSE RN ©

1. BEE% “nvmf-autoconnect.service' 2EUE :
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systemctl status nvmf-autoconnect.service

RETREm L

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: 1nactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,

status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.

systemd[1l]: Finished Connect NVMe-oF subsystems automatically during

boot.

2. 722 “nvmefc-boot-connections.service' BEEYA -

systemctl status nvmefc-boot-connections.service

FETREHIm L

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.
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HENVMe/TCP

NVMe / TCP ;%8 BENELRINGE  (SAIUKRAIEBEFEN#HIT NVMe / TCP & connect-all {EERFEE NVMe
/ TCP FHRHFMEnHZER connect ©

1. DR EE IS A R IEAINVMe/TCP LIFREUR el B EEH |

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé
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subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1



traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

2. HESBFRAEAY NVMe / TCP Bi®)28 BiR LIF A SERc AR EUR R EEm &L

nvme discover -t tcp -w <host-traddr> -a <traddr>

wHEEH)

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.67

3. 31T nvme connect-all EFAAETIERN NVMe / TCP EXEh8sBEIZE e fiTH < ©

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

B EER)

nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.67



& SUSE Linux Enterprise Server 15 SP6 B4 + NVMe / TCP #EFFHITERRERE ctrl-
loss-tmo FLERAM - ERTEAXMLERE (WEHES) > MASFRETERAN

@ ‘nvme connect-all #3% (EIE '-1) RFHRTERTEN ctrl-loss-tmo  BFFRE
‘nvme connect °© [lb4h ~ TEFABRIEHPERF - NVMe / TCP ISR A Z L@ - A g
IRHARITESR ©

EZsENVMe
HEA TR FRERE EA ONTAP 4BA5HY SUSE Linux Enterprise Server 15 SP6 BJ NVMe ! o

1. EREMAZOANE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

FAERES TY ) o
2. MR EM AR ERR ONTAP NVMe frfaZE MY IEFERE G 2314 8

cat /sys/class/nvme-subsystem/nvme-subsys*/model

wH A

NetApp ONTAP Controller
NetApp ONTAP Controller

3. FEsRER) ONTAP NVMe 1/0 #EHI28HI NVMe 1/0 [RA) :
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

wHEER

round-robin

round-robin

4, FEEDEHTETILEE) ONTAP #5454 ZERS ©

nvme list -v
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Subsystem Subsystem—-NON
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hcha p nvme0O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.111.67,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvme2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFF tcp
traddr=192.168.211.66,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.211.67,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB +

0B nvmeO, nvmel, nvme2, nvme3

O. HEEBEREHNZENIIRESAEY « BERBIEMEAIANAIREE

nvme list-subsys /dev/<subsystem name>



NVMe / FC

nvme list-subsys /dev/nvme2nl

FEEEfEL

nvme-subsys2 - NQN=ngn.1992-
08.com.netapp:sn.06303c519d8411ecad468d039%ea36al06:subs
ystem.nvme
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0056-5410-8048-c6c04£425633

iopolicy=round-robin

\
+- nvmed fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210dd03%ea359%9e4a, host traddr=nn-0x2000f4c7aalcd7ab:pn-
0x2100f4c7aalcd7ab live optimized
+- nvme6 fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210ad03%ea359%e4a, host traddr=nn-0x2000f4c7aalcd7aa:pn-
0x2100f4c7aalcd7aa live optimized

NVMe / TCP

nvme list-subsys



mTrEfmh

nvme-subsysl - NQN=nqgn.1992-

08.com.netapp:sn.8b5ee9199ff411eead468d039%a36al06:subsystem.nvme

_tep 1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b2c04£444d33
iopolicy=round-robin
\

+- nvmed tcp

traddr=192.168.111.66, trsvcid=4420,host traddr=192.

c addr=192.168.111.79 live
+- nvme3 tcp

traddr=192.168.211.66, trsvcid=4420,host traddr=192.

c _addr=192.168.111.79 live
+- nvme2 tcp

traddr=192.168.111.67, trsvcid=4420,host traddr=192.

c _addr=192.168.111.79 live
+- nvmel tcp

traddr=192.168.211.67,trsvcid=4420,host traddr=192.

c _addr=192.168.111.79 live

6. E5sENetAppIMIE B HZRETEONTAP ERR AL BRI B ERRE !

168.111.

168.211.

168.111

168.211.

79, sr

79, sr

.79, sr

79, sr
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nvme netapp ontapdevices -o column

e Z1
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 192 /vol/fcnvme vol 1 1 0/fcnvme ns 1

c6586535-da8a-40£fa-8c20-759ea0d69d33 20GB

JSON

nvme netapp ontapdevices -0 json

BmefEd
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs 192",
"Namespace Path":"/vol/fcnvme vol 1 1 0/fcnvme ns",
"NSID":1,

"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"20GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

BRI E R RS2

£ ONTAP 9 ° 11.1 B4 » &BI LA SUSE Linux Enterprise Server 15 SP6 4R 1HE&IFREHI2S (PDC
) ° EEH PDC A FEBENEAI NVMe FRAFILGHBIRIEE » URIFFRECIEBMERNESE o

1. KRR EEEN A « WrAEAMENSRERIRM B R LIF AHSHRE

48



nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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mTrEfmh

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé



subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1
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traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

2. BURRFRHFHN PDC :

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

wHEEH)

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.666 -p
3. 7 ONTAP =528 ~ R E#IL PDC

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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mTrEfmh

vserver nvme show-discovery-controller -instance -vserver vs nvme79
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-c0a6-11ec-9731-d039%eal65abc Logical
Interface:

CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth:
32

Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaa5-d039eal65514

RE R EHVIERERE

£ ONTAP 9 o 12.1 B%4 > 7 SUSE Linux Enterprise Server 15 SP6 F14F1 ONTAP %4252 R > i5iB NVMe
/ TCP #1 NVMe / FC ZEZ 24858 ©

EERTLZERE - S8 aESI23 801 A B tERAR DH-HMAC-CHAP &8 - 52 NVMe a1z H23HY
NQN HE ~ UREIEERENEEENE - EEREHNEFIREL - NVMe TS 25040784 Al B 3 = im 2AAERA
HEiE o

ERILUEA CLI 3448 JSON 1EZR KR ELZEMNIENE:T - MREEEARNRNFRHAIEEARRER dhchap &
& ~ Bl AZBEA4ERE JSON 182
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CLI
fEA CLI REZERIERNERE o

TR
1. S NQN

cat /etc/nvme/hostngn

2. 7 SUSE Linux Enterprise Server 15 SP6 Ti4%#E %4 dhchap &8 °

THEHERER "gen-dhchap-key S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ETYEHIG « EEE—EREIR dhchap £58 ~ Hf HMAC 8% 3 (SHA-512) o

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca’725a- ac8d-4d88-b46a-174ac235139%
DHHC-

1:03:J20JQ0fj9f0pLnpF/ASDIRTYyILKIJRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. 7E ONTAP 12488 b ~ #7118 > 1465 E /1A dhchap £48

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. I IEMEERE L ERMER o T - BARE ONTAP #2583 - WIRIRPTENERE S A15E
dhchap &% :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. ERsB 3 dhchap 88 -

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR RV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyel JCFSMKkBOH3pTKGAYR1IOVIgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR10VIgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR10VIgx00=:

b. EZzBHEHI28 dhchap 128 :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



R RAHRR RV S

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJibkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITE3CcrX
eTUB8fCwGbPsEyz6CXxdQJiokbndIzmkFU=:

Json tE%

= ONTAP ZHI234HRE LA ZE NVMe FRAEAJHERR « (SIS < EAZ

/etc/nvme/config.json & “nvme connect-all °
EEESL JSON HEE > TR -0 EH  IT/ELHEEIE > 5528 NVMe Connect All FE ©

. BREJsontEE :



mTrEfmh

cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3ZZfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8jTgBF2UbNk3DK4w
fk2EptWpnal rpwG5CndpOgxpRxh9m4 1w=:"

by
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"subsystems": [

{
"ngn":"ngqn.1992-
08.com.netapp:sn.48391d66cl0abllecaaa5d039ealb5514:subsystem. subs
ys_CLIENT116",

"ports": [
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
by
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvecid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
br
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
}y
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"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
}

@ £ LMEFIH > dhchap key ¥FER “dhchap secret > I dhchap ctrl key®
HFEZE “dhchap ctrl secret®°

2. {EF4ERE JSON 1EZEE4RE ONTAP 1Z4H8s -

nvme connect-all -J /etc/nvme/config.json
RETEE %

traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.111.67 is already connected

3. IR EASETRANERIESISZEA dhchap #2
a. BRs8 M dhchap £18 !



cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

wH A

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg:

b. EZzE1EH88 dhchap 122 :

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

wH A

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZBAVLNLH4 z8CvKTpV

YxN6S5f0AtaU3DNil2rieRMEdbg3704=:

REBGHELZEME

EHEZEM (TLS) A% NVMe EH#F] ONTAP &% 2 IHY NVMe E4FIRHZ 2 HIHHIRINE o i€ ONTAP
9 o 16.1 %A > EAILAER CLI MR ENTALEHEEE (PSK) KRETLS1.3 °

RIRERI(E
@A ATE SUSE Linux Enterprise Server 1% FHITILIZFHRITER - BRIEFCIEELTE ONTAP K28 L#ITHE
EZ 5% -

1. BEEH ERFLET LT ktis-utils > openssl # libopenss| E4€ :

d. rom -ga | grep ktls

afaa el

ktls-utils-0.10+12.9c3923£7-150600.1.2.x86 64

b. rpm -ga | grep ssl
B S5

openssl-3-3.1.4-150600.5.7.1.x86 64
libopenssll 1-1.1.1w-150600.5.3.1.x86 64
libopenssl13-3.1.4-150600.5.7.1.x86 64

59



3.

60

(/7

. ATESR IR EREIEME /ete/tlshd. conf .

cat /etc/tlshd.conf

ARG

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

EXFR “tishd AfE R FRAIKETRIED -

systemctl enable tlshd

Basd TR tishd [EEETT :

systemctl status tlshd



mTrEfmh

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. EFEXY TLS PSK nvme gen-tls-key !

a. cat /etc/nvme/hostngn
4 H EB151

ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-3a68dd3b5c5f

b. nvme gen-tls-key --hmac=1 --identity=1 --subsysngn=nqgn.1992
-08.com.netapp:sn.1d59%9a6b2416bllef9ed5d039%ab0acb3:subsystem.sleslb

wHEEH)

NVMeTLSkey-1:01:dNcby017axByCko8Givz009zG1gHDXJCN6KLzvYoA+NpT1luD:

6. 7T ONTAP [#%| I > & TLS PSK Il AZ] ONTAP F%%% .

vserver nvme subsystem host add -vserver slesl5 tls -subsystem sleslb
—-host-ngn ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-1lea-8fee-
3a68dd3b5c5f -tls-configured-psk NVMeTLSkey-
1:01:dNcby017axByCko8Givz009zGlgHDXJICN6KLzZVYOA+NpTluD:

7. 1£ SUSE Linux Enterprise Server 1% E > #& TLS PSK A 1% O EIRIR
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nvme check-tls-key --identity=1 --subsysngn =ngqn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
-—keydata=NVMeTLSkey
-1:01:dNcby017axByCko8Givz009zG1lgHDXJCN6KLzvYoA+NpTluD: --insert

B A

Inserted TLS key 22152a'e

@ PSK B8~ [ NVMe1R01 § > EIAEMEA TLS IBEEEMN [identity v1 1 © Identity v1
& ONTAP ME—ZIERIRRA ©

8. &2 TLS PSK BIEFEEA -

cat /proc/keys | grep NVMe

wHEEA

22152a7e I--Q-—-- 1 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid: £fa0c815-e28b-4bbl1-8d4c-7c6d5e610bfc
ngn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%eab0acb3:subsystem.slesl5
UoP9dEfvuCUzzpSO0DYxnshKDapZYmvAQO/RJJ8JAgmAo=: 32

9. 1£ SUSE Linux Enterprise Server % & » FARHAR TLS PSK E43% ONTAP F &4 -

62

a. nvme connect -t tcp -w 20.20.10.80 -a 20.20.10.14 -n ngn.1992-
08.com.netapp:sn.1d59%9a6b2416bllef9ed5d03%eab0acb3:subsystem.slesl5
--tls key=0x22152a7e --tls

wH A

connecting to device: nvmeO

b. nvme list-subsys



wHEEA)

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5

hostngn=nqn.2014-08.org.nvmexpress:uuid: ffalc815-e28b-
4bb1-8d4c-7c6d5e610bfc

iopolicy=round-robin
\

+- nvmeO tcp

traddr=20.20.10.14, trsvcid=4420,host traddr=20.20.10.80,src addr=20.2
0.10.80 live

10. B B4R - WBEEE TLS FAREISERT ONTAP FRH4E !

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5 -instance
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(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

slesl5 tls
sleslb5

0040h
slesl5t ela 1
A900-17-174
ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

Transport Protocol:

Initiator Transport Address:

Host Identifier:
ffal0c815e28b4bbl8d4c7c6d5e610bfc

Number of I/O Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0O Size in Bytes:

Keep-Alive Timeout (msec):

Vserver UUID:

d039%eab0acb3
Subsystem UUID:

d039%eab0ac83
Logical Interface UUID:

d039%eab0acb3

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp

20.20.10.80

4

128, 128, 128, 128
32

1048576

5000

1d59%a6b2-416b-11lef-9ed5-

9b81e3c5-5037-11ef-8a90-

8185dcac-5035-11ef-8abb-

false
false

none
4420

configured
NVMelR0O1l ngn.2014-

08.org.nvmexpress:uuid: ffal0c815-e28b-4bbl1-8d4c-7c6d5e610bfc

ngn.1992-

08.com.netapp:sn.1d59%a6b2416bllef9%ed5d039%eab0acb3:subsystem.sleslb

UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJIJ8JAgmAO=

TLS Cipher:

EX1ME=E
BE BRI -
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FEFIFS ONTAP B9 SUSE Linux Enterprise Server 15 SP5 HJ
NVMe F1#4H5s

SIEHTEDLZERFE (ANA) BY SUSE Linux Enterprise Server 15 SP5 & NVMe
over Fabrics ( NVMe over Fabrics) ( NVMe over Fibre Channel > NVMe /FC ) F1HE
& o £ NVMe IRIEA - ANA ZF[E)5 iSCSI fl FCP IRIEHRI ALUA ZERRE ~ ML
ZIOAE NVMe ZERREIRE(E o

WA A ONTAP B SUSE Linux Enterprise Server 15 SP5 B9 NVMe Fi%4H5AE :

* NVMe 1 SCSI REEBAIUER—ZPEH_ LT o ALt ~ 52 SCSI LUN ~ &A% SCSI mpath £EBRE
dm-multipath ~ AT LAER NVMe ZEREEF I ERTE NVMe dip =S E o

* %1 NVMe over TCP  (NVMe /TCP) ~ LU NVMe /FC ° [R4EH NetApp SMIMER nvme-cli EHE
EIREET NVMe / FC 1 NVMe / TCP #1544 ZEf989 ONTAP £4AE KL o

MESIRAERNEMFAEN > F2R EEEHRETA" -

* Z1& NVMe Z2SAREESE
* ERETHIERE NON EFRERRIERIZS (PDC)

E PR

* BRIAZIEEA NVMe BUEEHITGTEEIT SAN B o

* NVMe 7 “sanlun'z#& o FIE ~ £ SUSE Linux Enterprise Server 15 SP5 1 F « NVMe EA{ER A
FRENZIE o ERIUERRE NVMe CLI EHHRY NetApp SMIMETUREEFTE NVMe & o

= ENVMe/FC

&AL Broadcom / Emulex FC % Marvell/Qlogic FC M E£:&E NVMe / FC o
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Broadcom / Emulex

1. BRI ERNEEENN N ERIEE .
cat /sys/class/scsi _host/host*/modelname
° FHERHI ¢

LPe32002 M2
LPe32002-M2

2. EEsE T ERELSREREA ¢

cat /sys/class/scsi _host/host*/modeldesc

° g ¢

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. FESBIEERI RSN Emulex EMERMNTEE (HBA) SIRBARZ :

cat /sys/class/scsi _host/host*/fwrev

° EhEEf) ¢

14.0.639.20, sli-4:2:c
14.0.639.20, sli-4:2:c

4. WESRICERRZ AR Ipfc BEENE RS

cat /sys/module/lpfc/version

° g ¢

0:14.2.0.13

O. SIS R LURIRR BN AR E IR



cat /sys/class/fc host/host*/port name

° g ¢

0x100000109b579d5e
0x100000109b579d5f

6. ERERN BB EIRR R RER L ¢

cat /sys/class/fc host/host*/port state

° EhEEf) >+

Online

Online

7. HESTERUA NVMe / FC BYEN83EHHE « HRIREIHEAIR ¢

cat /sys/class/scsi_host/host*/nvme info

° EhEEf) *
TGP - FRA—ERESEERE « WREAWEBRRERRE

BAR o
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC *ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. ERTERENEM o

Marvell / QLogic

SUSE Linux Enterprise Server 15 SP5 #Z /U ARBEMIRIRE WA E gla2xxx EEENE XA B RAVMEIERER ©
ELSIEH ONTAP IEEREE -

RIEHITHE S ENN EREREIZNNFEERES



cat /sys/class/fc host/host*/symbolic name

° g ¢

QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k
QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k

2. HEs% ql2xnvmeenable 28RS 1 ¢

cat /sys/module/qlaZ2xxx/parameters/gl2xnvmeenable
1

EXFA1MB /0K ()

ONTAPTEBIEHISS BRI IR ERABZRMRH A/ (MDTS) 2 8 - BEMKERK I/0 ARA/NAIE IMB - BE
@ Broadcom NVMe/FC FE#EEEH 1MB A/NEY 1/0 B3R » (RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EUTE
%18 64 FEoh% 256 ©

@ ELSEREAR Qlogic NVMe / FC 14 o

1. # "lpfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIRLUATEHANGEL !
options lpfc lpfc sg seg cnt=256

2. $1T "dracut -f &n % > ABEMRAEN M ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

EXF NVMe AR5
R EZMIE NVMe / FC BI#ARTS nvme-cli Ri@ - EH (only) nvmefc-boot-connections.service

AERFFMEARIEE) ; nvmf-autoconnect.service REIH o Bt ~ EEEFHRUE nvmf-
autoconnect.service LI R4 ERRIEE o
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1. B{f nvmf-autoconnect.service :

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. EXTRRENEM o

3. E&z% “nvmf-autoconnect.service' &4t Bz “nvmefc-boot-connections.service' @& IETEHAT -

° EhgEf)
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

HHTENVMe/TCP
R LUER THIZFHREE NVMe / TCP o
1. FESDENEN S I 7 S EMINVMe/TCP LIFFREEUE S EEm SR

nvme discover -t tcp -w <host-traddr> -a <traddr>
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° EhEEf)

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18
=====Discovery Log Entry O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb5514:discovery
192.168.2.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb514:discovery
192.168.1.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaa5d039% alb5514:discovery
192.168.2.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 3

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clacbllecaaa5d039% albb5514:discovery
192.168.1.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé
subtype: nvme subsystem treqg: not specified portid: 0
trsvcid: 4420 subngn: ngn.1992-

08.com.netapp:sn.48391d66clasbllecaaab5d039%eal65514:subsystem.

traddr:

information

traddr:

information

traddr:

information

traddr:

information

subsys CLIEN



T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. FESDPRA EAAY NVMe / TCP RiEn28 B 1% LIF AHS#sEMThIRER RacirEm &R}

nvme discover -t tcp -w <host-traddr> -a <traddr>

° EHigsa o

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. 11T nvme connect-all EFAAEEIER NVMe / TCP EXEN3sBZE e fiTm< ©

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

° g o



nvme
nvme

nvme

H H= FH H*

nvme

®

EBzENVMe

connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

NetApp EEEEE ctrl-loss-tmo #EIE -1 fItE—2k « —BEEKIESK -~ NVMe / TCP EX &l
BN ETERIASERER o

] LAER 52 73K EEE8 NVMe o

1. FERERAZLAE NVMe ZERTK !

cat /sys/module/nvme core/parameters/multipath

Y

2. SR EM AR ERR ONTAP NVMe frfaZE MY IERERE G 2314 8

cat /sys/class/nvme-subsystem/nvme-subsys*/model

° EHgsR o

NetApp ONTAP Controller
NetApp ONTAP Controller

3. HEER{ERI ONTAP NVMe 1/0 #2515369 NVMe /O R :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

° EhEEh) o

round-robin

round-robin

4. FERETIIEEI ONTAP s 25 ©
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5. B

nvme list -v

° EHgsa o

Subsystem Subsystem-NON
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir dhcha
P nvmeO, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFFEF tcp

traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0

nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmeOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

SOEEREAIERIZSARRI DA - BERABERRANAIRE !

nvme list-subsys /dev/<subsystem name>
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NVMe / FC
° EHgsa -

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b5739d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91l:pn-
0x208500a098dfdd91,host traddr=nn-0x200000109b5739d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109p579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098d£fdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109p579d5f live non-optimized

NVMe / TCP
° EHEsa -

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-11lea-8fee-
3a68dd3b5chHfE

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420, host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. B8 NetAppIMIME N BT RETEONTAP ERR AL BT ME BRI IEFREE !
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ki

nvme netapp ontapdevices -o column

° EhEEf) >+

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

° EhEEfl >+

{
"ONTAPdevices": [

{

"Device":"/dev/nvmeOnl",

"Vserver":"vs CLIENTI114",

"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
USize "l . 07GBY,

"LBA Data Size":4096,

"Namespace Size'":262144

}

]

}

BB IR RS2

£ ONTAP 9 ° 11.1 B4 ~ &BI LA SUSE Linux Enterprise Server 15 SP5 T4 1HE&IF R EHI2S (PDC
) ° EEH PDC A FEBEEA NVMe FRAAFILHBIRER « URIFFRECIHREBMERESE o

1. BRRRCHERE TR « MRS BREREREMBR LIF AEHRE :
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>



mrmthEs)

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified

79



80

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420



82

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. B IFERF R PDC

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

° EhEEf) o

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. 7t ONTAP #4125 ~ FEs2E#1 PDC

vserver nvme show-discovery-controller -instance -vserver vserver name

° EhEEf) o
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

RE R EHVIERERE

%t ONTAP 9 o 12.1 B4 ~ /&R SUSE Linux Enterprise Server 15 SP5 %] ONTAP #2832 5 « FiB
NVMe / TCP #1 NVMe / FC 2L 2 5aNERE o

EERTERERE - SETHEIERIZRE L ASBERIN DH-HMAC-CHAP £i8 « B NVMe THEEIEHI23HY
NON & ~ UMM ERSRENRER - EEMEENZIRES « NVMe TR 832 H 5! B F in R A8 R
AR o

ISETAER CLI SARAE JSON HBRRER2MIENES - IRCEBEATENFAMISEREN dhchap &
5% ~ A /AERIAARS JSON HEEE o
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CLl

1. BUfSEHE NON

cat /etc/nvme/hostngn

2. 7 SUSE Linux Enterprise Server 15 SP5 % #&E4 dhchap &8 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

RS+ - FEE—EMEIEAY dhchap £i& « EF HMAC 524 3 (SHA-512) o

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-b46a-174ac235139%b

DHHC-
1:03:J20J0fj9f0pLnpF/ASDIRTYILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. 7£ ONTAP %25 L ~ #rg EHIHEEME dhchap £ :

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FWTIEMERESE EGMER o T E - HARE ONTAP ZH25 « WiREFTENEE S AIEE
dhchap &8 :

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

85



86

5. E§E8 nvme connect authentication A< EREE EHEFIESIZS dhchap &8 -

a. ERsE ¥ dhchap £48% :

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

- BrAARREmLLEEs) -

# cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBOH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

b. EZzBHEHI28 dhchap 128 :

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

- LA L) -

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-

1:03:WorVEV83eY0O53kV4TIel 50pphbX5LAphO3F8fgH3913t1rkSGDBIJTt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:



Json 1E%

B LAER /etc/nvme/config. json {EAREZEE nvme connect-all ONTAP #HI354HRE B Z1E

NVMe FZ& 4] ARFAYER S ©

AT LUERES JSON 182 -0 #E1H c NEPT ZEEAEIA » 5528 NVMe CONNECT ALL £ & o

T

1. &HEJsontEZE .

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0Oclafc",
"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",
"dhchap key":"DHHC-

1:03:Cu3Z2Z2fIz1WM1gZFnCMgpAgn/T6EVOCIFHez215U+Pow8]jTgBF2UbNk3DK4Awfk2E

ptWpnalrpwG5CndpOgxpRxhOm4 lw=":"
y

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.48391de66clabllecaaa5d039eal65514:subsystem.subsys C

LIENTI116",
"ports": [
{
"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
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"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :
s
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :
}

[NOTE]

In the preceding example, "dhchap key  corresponds to
"dhchap secret’ and "dhchap ctrl key  corresponds to
“dhchap ctrl secret'.

2. {EFA4ERE JSON IEZRE4RE ONTAP #2423

nvme connect-all -J /etc/nvme/config.json

° EhEEf) >+

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

R NP NP NP DN REREDNDRPEDN

.117 is already connected



3. IR EASETRANERIESISZELA dhchap #2
a. B85 1 dhchap &8 :

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

- sl o

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg::

b. ERZE1EH88 dhchap 12§ :

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

- g o

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aGO8viVZBAVLNLH4z8CvKTpV
YxN6S5fOAtaU3DNil2rieRMfdbg3704=:

EHNEE

&£/ ONTAP hRZsHY SUSE Linux Enterprise Server 15 SP5 ;38 BEX1R9%E -

FEFIFS ONTAP B9 SUSE Linux Enterprise Server 15 SP4
NVMe E#E4H5%

SIELTEARRZTRIZEY (ANA) B9 SUSE Linux Enterprise Server (SLES) 15SP4 %
12 NVMe over Fabrics ( NVMe over Fabric ~ NVMe of ) ~ B35 NVMe over Fibre
Channel (NVMe/FC) FEM{EE o 7£ NVMe IBiEH « ANA Z[E)HL iSCSI #1 FCP 12
IHHAY ALUA ZERRE ~ MLIZOAE NVMe ZEREREE o

LU BB A% ONTAP BY SUSE Linux Enterprise Server 15 SP4 B NVMe F1&%4H%E :

* NVMe #1 SCSI REE AT UTER—IBEH_E#IT o FEIE ~ 5 SCSILUN ~ &7 A% SCSI mpath E£E R E
dm-multipath ~ AT AER NVMe ZEREEF I ERTE NVMe dia RIS E ©

* 8 NVMe over TCP  (NVMe /TCP) U NVMe/FC o JR4 NVMe - CLI EH# NetApp SMIFER
EFERFEETR NVMe / FC 1 NVMe / TCP 52 ZEREHY ONTAP sF4HE ! o

MBBXRAREEMFAEN > FE2REEEHRERTA" -
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* 1% NVMe Z2J8NER:E
* EREIFIVIRZ NQN THEIFEIERESIZS (PDC)

B ANPRE

* BRIFNZIEER NVMe BUEREHHRTEETT SAN Bt o

* NVMe A%4E sanlun ° [FEIE * £ SUSE Linux Enterprise Server 15 SP5 1% I « NVMe E;A R A
RN ZIE o ErILUIPRBIRE NVMe - CLI E4HHEY NetApp IMFFZTURHMITARAE NVMe Ei5 o

HENVMe/FC

&A% Broadcom / Emulex FC 7 E £ Marvell/Qlogic FC NE-FRE NVMe / FC ©
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Broadcom / Emulex

1. BRI ERNEEENN N ERIEE .
cat /sys/class/scsi _host/host*/modelname
° FHERHI ¢

LPe32002 M2
LPe32002-M2

2. EEsE T ERELSREREA ¢

cat /sys/class/scsi _host/host*/modeldesc

° g ¢

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. FESBIEERI RSN Emulex EMERMNTEE (HBA) SIRBARZ :

cat /sys/class/scsi _host/host*/fwrev

° EhEEf) ¢

12.8.351.47, sli-4:2:c
12.8.351.47, sli-4:2:c

4. WESRICERRZ AR Ipfc BEENE RS

cat /sys/module/lpfc/version

° g ¢

0:14.2.0.6

O. SIS R LURIRR BN AR E IR
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92

cat /sys/class/fc host/host*/port name

° g ¢

0x100000109b579d5e
0x100000109b579d5f

6. ERERN BB EIRR R RER L ¢

cat /sys/class/fc host/host*/port state

° EhEEf) >+

Online

Online

7. HESTERUA NVMe / FC BYEN83EHHE « HRIREIHEAIR ¢

cat /sys/class/scsi_host/host*/nvme info

° EhEEf) *
TGP - FRA—ERESEERE « WREAWEBRRERRE

BAR o



8 &

Marve

SUSE Linux Enterprise Server 15 SP4 #ZUBEMIFIREWEE gla2xxx EBEIIEX A B RMMIVEERER c &

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

HRIBIEH o

Il / QLogic

LA IEHHY ONTAP ZIEEREE o

LB
1. &

RIEHITHE S ENN EREREIZNNFEERES
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cat /sys/class/fc host/host*/symbolic name

° g ¢

QLE2742 FW:v9.08.02 DVR:v10.02.07.800-k QLE2742 FW:v9.08.02
DVR:v10.02.07.800-k

2. HEs® gl2xnvmeenable 28EEA 1 @

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable
1

EXFE1MB I/OK/)N (EF)

ONTAP7E#BIEHISS BRI PR ERAZTEMERH A/ (MDTS) 2 8 - EEMKERK I/0 FHRA/NAIE IMB - BE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 B3K » (RFEZZIENN “Ipfc’ BIE(E “Ipfc_sg_seg_cnt BEUETE
5%{H 64 % 256 ©

()  EeEsmmERR Qogic NVMe / FC 4 -

TR
1. #& “Ipfc_sg_seg_cnt BERESA 256 :

cat /etc/modprobe.d/lpfc.conf
TREZEERBLLUTEAREL -
options lpfc lpfc sg seg cnt=256

2. $\17 ‘dracut -f#p % » SABEMEEIEM o
3. FEsRRI{E “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ESF NVMe BR#5
e M{E NVMe / FC BIH4ARTS nvme-c1i A8 - E (only) nvmefc-boot-connections.service

AITERMRFAMEARIENE ; nvmf-autoconnect.service KRENFA o At ~ EEEFEENAE nvmf-
autoconnect.service UEZRGRIEARIEE) o
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1. B{f nvmf-autoconnect.service :

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. EXTRRENEM o

3. E&z% “nvmf-autoconnect.service' &4t Bz “nvmefc-boot-connections.service' @& IETEHAT -

° EhgEf)
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)
Active: i1nactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4ca6 is

already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

R ENVMe/TCP

TR AEA T 72F KRR E NVMe / TCP ©

TR

1. FESRERBN SIS AL S HEMINVMe/TCP LIF BT B mEh :

96

nvme discover -t tcp -w <host-traddr> -a <traddr>



° EhEEf)

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18
=====Discovery Log Entry O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb5514:discovery
192.168.2.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb514:discovery
192.168.1.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaa5d039% alb5514:discovery
192.168.2.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 3

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clacbllecaaa5d039% albb5514:discovery
192.168.1.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé
subtype: nvme subsystem treqg: not specified portid: 0
trsvcid: 4420 subngn: ngn.1992-

08.com.netapp:sn.48391d66clasbllecaaab5d039%eal65514:subsystem.

traddr:

information

traddr:

information

traddr:

information

traddr:

information

subsys CLIEN
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T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. FESDPRA EAAY NVMe / TCP RiEn28 B 1% LIF AHS#sEMThIRER RacirEm &R}

nvme discover -t tcp -w <host-traddr> -a <traddr>

° EHigsa o

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. 11T nvme connect-all EFAAEEIER NVMe / TCP EXEN3sBZE e fiTm< ©

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

° g o
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nvme
nvme

nvme

H H= FH H*

nvme

®

EBzENVMe

connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

NetApp EEEEE ctrl-loss-tmo #EIE -1 fItE—2k « —BEEKIESK -~ NVMe / TCP EX &l
BN ETERIASERER o

] LAER 52 73K EEE8 NVMe o

1. FERERAZLAE NVMe ZERTK !

cat /sys/module/nvme core/parameters/multipath

Y

2. SR EM AR ERR ONTAP NVMe frfaZE MY IERERE G 2314 8

cat /sys/class/nvme-subsystem/nvme-subsys*/model

° EHgsR o

NetApp ONTAP Controller
NetApp ONTAP Controller

3. HEER{ERI ONTAP NVMe 1/0 #2515369 NVMe /O R :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

° EhEEh) o

round-robin

round-robin

4. FERETIIEEI ONTAP s 25 ©
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nvme list -v

° EHgsa o

Subsystem Subsystem-NON

Controllers

nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir dhcha
P nvme(O, nvmel, nvme2, nvme3

Device SN MN

FR TxPort Asdress Subsystem Namespaces

nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFFEF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmeOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

o. HERESEREHNERNISKEDAER - BERABIEMAIANAE

nvme list-subsys /dev/<subsystem name>
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NVMe / FC

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x1000001090b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f :pn-
0x1000001090579d5f live non-optimized

NVMe / TCP

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb8ecal24-faff-11lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. B8 NetAppIMIME BT T EONTAP ERR AL TBE A B IEFREE -
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ki

nvme netapp ontapdevices -o column

° EhEEf) >+

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

° EhEEfl >+

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs CLIENTI114",
"Namespace Path":"/vol/CLIENT114 vol O 10/CLIENT114 nsl10",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
USize "l . 07GBY,
"LBA Data Size":4096,
"Namespace Size'":262144

BB IR RS2

£ ONTAP 9 ° 11.1 B4 ~ &B] LA SUSE Linux Enterprise Server 15 SP4 iR 1HEIFRIEHI2S (PDC
) ° EEH PDC A FEBEEA NVMe FRAAFILHBIRER « URIFFRECIHREBMERESE o

1. BRRRCHERE TR « MRS BREREREMBR LIF AEHRE :

102



nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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104

mrmthEs)

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified



portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n

one
traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420
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subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none
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2.

3.

108

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

BIIRERFRGR PDC :

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

° EhEEf) o

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

%t ONTAP 1ZH#l23 - HEs2E 21 PDC :

vserver nvme show-discovery-controller -instance -vserver vserver name

° EhEEf) o



vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

RE R EHVIERERE

%t ONTAP 9 o 12.1 B4 ~ /&R SUSE Linux Enterprise Server 15 SP4 %] ONTAP #2832 « &iB

NVMe / TCP #1 NVMe / FC ZiEL 2 ISBNESSS o

EERTERERE - SETHEIERIZRE L ASBERIN DH-HMAC-CHAP £i8 « B NVMe THEEIEHI23HY

NON & ~ UMM ERSRENRER - EEMEENZIRES « NVMe TR 832 H 5! B F in R A8 R

AR o

AT LAER CLI 5#HA% JSON 1EZRRE ZERIENERE - IREFEATRNFRMIEEAFFER dhchap &

iR « BIA/AfEFAERS JSON 183
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CLI
1. BSEH NON -
cat /etc/nvme/hostngn

2. 7 SUSE Linux Enterprise Server 15 SP4 1 #E 4 dhchap £5% :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

+
ETYEEFIF « FEE—EREAR dhchap 8% « EF HMAC 324 3 (SHA-512) o

# nvme gen-dhchap-key -m 3 -n ngn.2014-08.org.nvmexpress:uuid:d3ca725a-
ac8d-4d88-b46a-174ac235139%b

DHHC-
1:03:J20JQ0fj9f0pLnpF/ASDIJRTYILKJIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n1DE
h3nVBel9nQ/LxreSBeH/bx/pU=:

1. 72 ONTAP #Zi88 I ~ 38 T I HEERMIE dhchap £

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

2. IHTIERMERE S  ERMER o XML - FEE ONTAP 588  WiRIRFTENERE 5 A1EE
dhchap &% :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

3. E&:% nvme connect authentication #p<EREE THEANITHIZS dhchap £48% .

a. BgsB 1 dhchap &% .

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

- BRAARRmLES) -

SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHgSE
wQtyel JCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1IOVSgx00=:

b. EZzE1EH88 dhchap 122 :

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

- LA -



SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

Json 1E2

AT LUER /etc/nvme/config. json EFEZE nvme connect-all ONTAP 1ZHl254HRE F A Z1E
NVMe FR4ErTARHNEG S ©

it

BRIEETE « 35230 NVMe CONNECT ALL FHE o

ol

TSR] LAER L JSON 1858 —o BEIH - IFES

3

1. 3BEIsontEE ©

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3zz2fIz1WM1gZFnCMgpAgn/T6EVOCcIFHez215U+Pow8 ) TgBF2UbNk3DK4AwEk2E
ptWpnal rpwG5CndpOgxpRxh9m4lw=":"

by

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%9eal65514:subsystem.subsys C
LIENT116",

"ports": [
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"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

2. {FFA4EAE JSON HEZEE4RE ONTAP %528 ¢
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nvme connect-all -J /etc/nvme/config.json

° EHgsR -

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N PN EREDNDEDNEDND RN

.117 is already connected

3. R EABEFRFAHVERIZHIZSENA dhchap #% :
i85 1 dhchap £4§8 -

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

- s - -

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

b. E&:HIZHI28 dhchap 1% :

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

" EHEER) - ¢
DHHC-

1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZB4VLNLH4 z8CvK7pVYxN
6S5fOAtaU3DNil2rieRMfdbg3704=:
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EHfEE

SUSE Linux Enterprise Server 15 SP4 with ONTAP Rzt £ 2 X173 o

R SUSE Linux Enterprise Server 15 SP3FINVMe 144055
FEECONTAP IfAE

& NVMe over Fabrics 3 NVMe (81 NVMe / FC R E &) - BAMNS ANA (GE
BB ZTRIFE) A9 SUSE Linux Enterprise Server 15 SP3 ° ANA & NVMe IREHH
ALUA £ EMR > BRIRMUIZIODAE NVMe ZERSKEE - FRALLER « EalUE
SUSE Linux Enterprise Server 15 SP3 #1 ONTAP _L{EF ANA 1EABIE « LU AR E
NVMe ZEKEREAE NVMe ©

MEBXRAEREFASN - F2REEEHRERTIA" -

* SUSE Linux Enterprise Server 15 SP3 x#& NVMe / FC K E{th{&i o

* RZ#ENVMeRIsanlun o FItE > SUSE Linux Enterprise Server 15 SP3 _EARZ1E NVMe & Linux %A A
230 o AT LUMFBIEAE NVMe - CLI EX4FFFEMIAY NetApp IMHFIZNZR#IT NVMe - of o EMEZZIEFRE
NVMe & o

* NVMe # SCSI REMAIUIER—BEHK LHT - FE L - EREPREMBHVEMAR - EIL - HL
SCSI » Tl UREFE—RERTE “dm-multipath E7 mpath 2£E /Y SCSI LUN > [l NVMe ZERKAIATAR
X ERTE NVMe ZEBRKEEE o

B ANPRH
BRI Z&RER NVMe BUEERTEEIT SAN Fitk

Y FARZNVMe % B IR 1E

7 SUSE Linux Enterprise Server 4 (/40 SUSE Linux Enterprise Server 15 SP3) Lt « JEsREBUBIZIOA
Z NVMe ZERE o ALt ~ LLEAREHMRTE o HEZRARRHNFMAEN « AR EEMEHERTIA"

NVMeRsE2sE 14
MBS RAABNFAEN « AR EEEHERTA" -
1. FEsRIEB1E SUSE Linux Enterprise Server 15 SP3 MU 1% _F 23 M ERZ0F NVMe CLI MU Eff o

gh -

115


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

# uname -r
5.3.18-59.5-default

# rpm -galgrep nvme-cli
nvme-cli-1.13-3.3.1.x86 64

Li#tAINVMe CLI MUEHIRIEE S T5)IEE

° *NVMe / FCE#EFIES B - T ER MR TR RIS « UKREFHEFHFIILEER - NVMe / FCH
&) (FH) EEFAENESHE

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmefc-connect. target
/usr/lib/systemd/system/nvmefc-connect@.service

° (IRILFRRY) -2HH9udeviRR « BERNVMeS ERICBIRA H TR ARBEANFANSEREER
: ONTAP ONTAP

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmf-autoconnect.service
/usr/lib/systemd/system/nvmf-connect.target
/usr/lib/systemd/system/nvmf-connect@.service
/usr/lib/udev/rules.d/70-nvmf-autoconnect.rules
/usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# cat /usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# Enable round-robin for NetApp ONTAP and NetApp E-Series
ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp
ONTAP Controller", ATTR{iopolicy}="round-robin"

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp E-
Series", ATTR{iopolicy}="round-robin"

° FEAIONTAP 2 TTiHAINetAppIMIMZT, | IRARINetAppIMIMEN IR EAZIBIELL « FIRRIEONTAP &
ERBER] o
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2. BT FAhostngnF & (iIi? Metc/nexe/hostngny ) ~ MFEREEONTAP iIft T8 (%) FEEF
R4 Bhostngn=F SR IEFEFERT o U0

# cat /etc/nvme/hostngn

ngn.2014-08.o0rg.nvmexpress

::> vserver nvme subsystem

Vserver Subsystem
vs nvme 145 nvme 145 1
4la6-alfd-cf8262c8713f
nvme 145 2
4la6-alfd-cf8262c8713f
nvme 145 3
41a6-alfd-cf8262c8713f
nvme 145 4
4la6-alfd-cf8262c8713f
nvme 145 5
4la6-alfd-cf8262c8713f

nqgn.

nqgn.

ngn.

nqgn

nqgn.

5 entries were displayed.

:uuid:3cab59el1-5588-4fc4-b7d6-5ccfb0b9£054

host show -vserver vs fcnvme 145

Host NON

2014-08.

2014-08.

2014-08.

.2014-08.

2014-08.

REE FERANFCAERME « #ERITTIIDE -

HENVMe/FC

Broadcom / Emulex

1. SRR EENNE-RFAEIRERRZ - Flin -

org.

org.

org.

.nvmexpress

Lvmexpress

nvmexpress

nvmexpress

nvmexpress

# cat /sys/class/scsi host/host*/modelname

LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
# cat /sys/class/scsi host/host*/fwrev

12.8.340.8, sli-4:2:c
12.8.840.8, sli-4:2:c

° BUiMYIpfecERBNTE N (BIEWMEMNZHEE) Bdiffc_enable _FC4_typeTEE#A3 » HILEABRE

ruuid:

ruuid:

ruuid:

ruuid:

ruuid:

c7b07bl6-az22e-

c7b07ble-a22e-

c7b07blo-a22e-

c7b07bl6-az22e-

c7b07blo-a22e-

7£ T/etc/modprobe - d/Iffc.confl FERFEERTE ~ ABERIEIL linitrd) © FERERKA Tifit NVMel Zi1&
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# cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
3

° MAENREREMEEABLERRIME - HENVMe/FCHEA © EL « TAREXEKIffc OOBEEENTE

= o

# cat /sys/module/lpfc/version
0:12.8.0.10

2. B R RREIRIE R R E R EL IR AT ¢

# cat /sys/class/fc _host/host*/port name
0x100000109b579d5e

0x100000109b579d5f

# cat /sys/class/fc _host/host*/port state
Online

Online

3. FESRERUA NVMe / FC BBMSIBIES (AT METIR BB « MEFARIZSHE BB ENTH o + £
THIRAT - RE—ERBSEHSEERA - LERED RIS
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098d£fdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098d£fdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

4. EMREEHEH o

ErF1MB I/OA/N (£R)

£ THREESIZS) BRI ~ BEEREMDTS (FEERNEH K/ A8 RRIOERMRAK/EA1 MB
o ONTAP MAX Data® i > &= E#t¥f Broadcom NVMe / FC E#35H 1MB A/NHY 1/10 B3K > Ipfc B8
‘Ipfc_sg_seg_cnt tHFEZIETERRE 64 1EINEI 256 © sAKIR FHIETRIE ¢

1. 7E4BFERY Tmodfbe Ifc.conf) HEZEFRMINNE256 :
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc sg seg cnt=256

2. 17 “dracut -f 88 < » AREMEBER
3. EHRAE  FIRTHEMSYsfs(E « MABERLARTE :

# cat /sys/module/lpfc/parameters/lpfc sg seg cnt
256

IRTE ~ Broadcom NVMe/FCE#FEZAESNTEONTAP ZHEILINEEMRIEEEE | « FEXFEIMBRHI/OER o

Marvell / QLogic

¥FTHY SUSE Linux Enterprise Server 15 SP3 MU #OHBEMIBVRERAE qla2xxx SREZNAA RN _LIF
EIETRT o BEEEHT ONTAP ZIEERMEE

1. FHERCHTHR RN T EFREZAMENRERE « Flt
# cat /sys/class/fc _host/host*/symbolic name

QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k

2. BB R B ERE Tgl2xnvmeenable] ~ LAf@EMarvell /N EREEEANVMe / FCEXBIZSIE(E -

wEEER THESEER  SEER  SEE T - 8EET  SEExT - SEET - SEET  SEET

SEET - BEET - SEET

HTENVMe/TCP
A1ENVMe / FC ~ NVMe / TCP:RE BENELFINGE o E¥ Linux NVMe/TCPE#E M APRH :

* BIRIRIER TS BBENREL NVMe/TCPEZ BB EMHESFE MERK « BARKEHPEIR107EATER Ctrl-
Loss TMO"E 528 ©

*© TR EAR R B ENELAR NVMe / TCPAERIATE F H RV HAR B EhELR o

TR SHEBEEHNEARARAZELDI00E « LUBRAR o MR LUEANCtrl-Loss _tmoE K2z AYERIEMNE
A HARE o T EEFAE R

1. R R EN SRR R D AT 2 IEMINVMe/TCP LIFRHER R IR EEmE K -
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.51
Discovery Log Number of Records 10, Generation counter 119

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%ealbSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.2.56
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bbdfllebbaded039%ealbSabc:subsystem.nvme 118 tcp
1

traddr: 192.168.1.51
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bbdfllebbaded039%ealbSabc:subsystem.nvme 118 tcp
2

traddr: 192.168.2.56

sectype: none

2. HESREMNVMe / TCPESENER BARLIFAES R B RSIRIHEREUR RS EEm &R o AN -
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.52
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.56
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.57

3. 117 nvme connect-all BEIREHITAIAZIERINVMe/TCPEIENZR BIRLIFE < o SEFEMRERE B RAVFFRHE
ctrl loss_tmo ERZREAIAM (FIN3074E « FIIBBERTE -1 1800) TEEARHAR « UEEREER
B~ EsERERE o f5

# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.51 -1 1800

# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.52 -1 1800

# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.56 -1 1800

# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.57 -1 1800
E2:ENVMe

1. ET5EE « BEBAZNVMeZ EREHEERA !

# cat /sys/module/nvme core/parameters/multipath
Y

2. E5ZBONTAP {ERIONTAP R EXIELBER BT LR KM EH FAIBENVMeRE (FIE0 ~ & modell
%% TNetAppZiEiZEHI2s) 1 & & F&iopolicy) REA MBI )

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. HESTONTAP B RTBZE A EMRAE T E o Fiu

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF
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S—EEf) :

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF

4. DS ERRRAVIERIRREIS R AN - BEBEERANAIKEE  fiin -

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live non-
optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live non-
optimized

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x1000001090579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd91:pn-0x208300a098dfddol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

H—{EgEH) :
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#nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.37ba7d9%cbfballeba35dd039%eal65514:subsystem.nvme 114 tcp
1

\

+- nvmeO tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.1.4
live optimized

+- nvmel tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.1.4
live optimized

+- nvmelO tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.1.4
live non-optimized

+- nvmell tcp traddr=192.168.1.32 trsvcid=4420 host traddr=192.168.1.4
live non-optimized

+- nvme20 tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.2.5
live optimized

+- nvme2l tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.2.5
live optimized

+- nvme30 tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.2.5
live non-optimized

+- nvme3l tcp traddr=192.168.1.32 trsvcid=4420 host traddr=192.168.2.5
live non-optimized

S. BRFENetAppIMIMER BT REONTAP EZ IEN BB ZERRERIERE © A4

124



# nvme netapp ontapdevices -o column
Device Vserver Namespace Path

NSID UUID Size

1 23766b68-e261-444e-b378-2e84dbeleb5el 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 O/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 40096,
"Namespace Size" : 20971520
}
]
}
H—{EA -
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# nvme netapp ontapdevices -o column

Device Vserver Namespace Path

/dev/nvmeOnl vs tcp 114 /vol/tcpnvme 114 1 0 1/tcpnvme 114 ns
NSID UUID Size

1 abaee036-el12f-4b07-8e79-4d38a9165686 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs tcp 114",
"Namespace Path" : "/vol/tcpnvme 114 1 0 1/tcpnvme 114 ns",
"NSID" : 1,
"UUID" : "a6aee036-el2f-4b07-8e79-4d38a9165686",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520

EXNERE
BREBEHMRE o

7B SUSE Linux Enterprise Server 15 SP2 with ONTAP
ESS.FINVMe/FC EH#4HRE

ONTAP 9 6 &E SRR~z 48 NVMe / FC 2 SUSE Linux Enterprise Server 15 SP2

o SUSE Linux Enterprise Server 15 SP2 % & EERAY M@ BB N E R ERE
» EIRFETT NVMe / FC # FCP 2 o & EM FC NE-RAEFIZFEE « 552H
"Hardware Universe" °

TSR ANRITEE » FER EEEHRERTA" -

@ ISR UE R AT FIRHAYAERE SR E "Amazon FSX for ONTAP Sf' » BREREEAR ENNE A A
#"Cloud Volumes ONTAP" o
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EXNPRE

BRIAXZIEEA NVMe B &8 EHET

SAN Bt o

7£ SUSE Linux Enterprise Server 15 SP2 -E{fH NVMe / FC

1. FHRZEEA SUSE Linux Enterprise Server 15 SP2 MU #& GRS ©
2. FHRIFEHINVMe-CLIESH o

BERERNNVMe CLIEHEENVMe / FCEEESRTS

1% « IR ONTAP NetAppBY AR BB ZE MRVIMIMET ©

# rpm -galgrep nvme-cli

nvme-cli-1.10-2.

3. 1£ SUSE Linux Enterprise Server 15 SP2 1 + ~

38.x86_64

T ONTAP [#5 EHEFRABIEL NQN F & o FI40

# cat /etc/nvme/hostngn

ngn.2014-08.0rg.

nvmexpress

::> vserver nvme subsystem

Vserver Subsystem Host NQN

ruuid:

host

3cab59%el1-5588-4fc4-b7d6-5ccftb0b9£054

show -vserver vs fcnvme 145

vs_ fcnvme 145
nvme 145 1
ngn.2014-08.0rg
nvme 145 2

ngn.2014-08.0rg.

nvme 145 3

ngn.2014-08.0rg.

nvme 145 4
ngn.2014-08.0rg
nvme 145 5

ngn.2014-08.0rg.

.Nvmexpress:

nvmexpress

nvmexpress

.Nvmexpress

nvmexpress

5 entries were displayed.

4. EXRAEHEH o

Ks

uuid

ruuid:

ruuid:

ruuid:

ruuid:

:c7b07bl6-a22e-41la6-alfd-c£8262c8713f

c7b07bl6-a22e-41la6-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

=S EHmANVMe / FCHYBroadcom FC/YHE &

1. BERLERANEXENNEF - MBXENERNEMNEE > F2R DEEHBRTA" -

LHEONTAP ~ BIZIENVMeZ EREBIRE & TEHH

BEEH NQN F&8 /etc/nvme/hostngn ~ WHERTE
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# cat /sys/class/scsi_host/host*/modelname

LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi _host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

. eRbESR I E FARY 22 & RIBroadcom IfitBRE A R £ U EBEBN T2 T0RR AR ©

# cat /sys/class/scsi _host/host*/fwrev

12.6.240.40, sli-4:2:c
12.6.240.40, sli-4:2:c

# cat /sys/module/lpfc/version
0:12.8.0.2

3. HEllfc_enable FC4 typeBEBES3 o

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type

3

4. R R RN R EIR RS BB IETE AT ©

AR O

# cat /sys/class/fc host/host*/port name

0x100000109b579d5e
0x100000109b579d5f

# cat /sys/class/fc _host/host*/port state

Online
Online

5. FEsBNVMe / FORKBhSSIEmI IS DA « [EFE8T « MIEAEEEBIELIF o
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

E&ZENVMe/FC

1. Rt T%INVMe / FCERE ©

# cat /sys/module/nvme core/parameters/multipath
Y
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# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

2. SRR IAmAZER o

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmelnl 814vWBNRwfBGAAAAAAAB NetApp ONTAP Controller 1 85.90 GB /
85.90 GB 4 KiB + 0 B FFFFFFFF

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ca8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live
inaccessible

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live
inaccessible

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-0x208300a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

4. EZsENetApp/MHONTAP B 2B EANSEATESE o
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path NSID UUID Size

/dev/nvmelnl vserver fcnvme 145 /vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns
1 23766b68-e261-444e-b378-2e84dbelebel 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : |
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520
y
]
}
EANfEE
RECHEE

ExFIBroadcom NVMe / FCEY1MB 1/OK /)

ONTAPTE B! EFIZR BRI PR S R AEFHEH A/ (MDTS) 743 8

o EREMERK /0O F5BRK/NAJE 1IMB o BEE
A Broadcom NVMe/FC F##3H 1MB K/)\AY 1/0 E3K » B ZILIN "Ipfc BYE(E “Ipfc_sg_seg_cnt 2T
5%{H 64 FiA 256 ©

@ ELES ER R A Qlogic NVMe / FC 4 o

HER
1. ¥ “Ipfc_sg_seg_cnt BEERTES 256

cat /etc/modprobe.d/lpfc.conf

TEZEEERLATEAIREL
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options lpfc lpfc sg seg cnt=256

2. 31T ‘dracut -F 83 < » RBEMERBI T o
3. HEERHIME “Ipfc_sg_seg_cnt 7 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

IffcE¥4MsC 8%
HBEFAR NVMe / FC B Ipfc BEENTZR ©
1. 8% 1lpfc_log verbose iFERBIENHRES FIME—E  UGLEENVMe/FCEH ©

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. REMBZE ~ FPIT dracut-£ LU BB o

3. BEEERIE °

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

#EFIFYSUSE Linux Enterprise Server 15 SP1FINVMe/FC 1
4HRE « ONTAP &

&R LATE# 1T SUSE Linux Enterprise Server 15 SP1 #1 ONTAP Y4 I « 58F NVMe
over Fibre Channel (NVMe/FC) E&B1E -

& ONTAP 9.6 B4 > T5HRZ<HY SUSE Linux Enterprise Server x#& NVMe / FC :
* SUSE Linux Enterprise Server 15 SP1

SUSE Linux Enterprise Server 15 SP1 F#nlE:@8HE R CEHE B2 T EH FEZR ~ BERIT NVMe /
FC # FCP /RE - WIFE /M FC ME-RFIEFIZIEE « 552[ "Hardware Universe" °

MBARAARRMRANERNBE » F2REEEHRERTA" -
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* NVMe - CLIE#HHEREERNNVMe / FCEHBIELRIESHS © &R SUSE Linux Enterprise Server 15
SP1 LERERESIHE Ipfc EEENFER ©

EHIBR!
BRI ZRER NVMe BUEERTEEIT SAN Ftk o

7£ SUSE Linux Enterprise Server 15 SP1 =E{fH NVMe / FC

1. FH4RZEE:EM SUSE Linux Enterprise Server 15 SP2 MU #%i(»

2. FHRZEEZEHINVMe-CLI MURRZS ©
It NVMe - CLI EHEZREER NVMe / FC EENEARIESHE « FILEARFEETE SUSE Linux Enterprise
Server 15 SP1 F## %4 Broadcom FHAYIMIE NVMe / FC BENELFIESHS o ILEHE S ONTAP EX

FENVMeZ EREEIREE FEH &1 (esrose-round-load balancing) #R8! - ONTAP UBERN & &
R AINetAppIMEES ©

# rom -ga | grep nvme-cli
nvme-cli-1.8.1-6.9.1.x86 64

3. £ SUSE Linux Enterprise Server 15 SP1 £ I ~ #82Z& # NQN F & /etc/nvme/hostngn ~ MFERE
FfIE& ONTAP (&5 EHEFRARIEHE NQN F & o a0 -

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

*> vserver nvme subsystem host show -vserver vs nvme 10

Vserver Subsystem Host NON

sles 117 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

EHTRRE M -

R EHEARNVMe | FCHYBroadcom FC/YE &
1. BRI EANEIENNTEF - IEXE A ENBREE > B2l BE@EEHBRIT A" -

# cat /sys/class/scsi _host/host*/modelname
LPe32002-M2
LPe32002-M2
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# cat /sys/class/scsi_host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

. ARSI E A2 EEBroadcom IfitBBER R 4 W 4+ FE ERENFE TR AS ©

# cat /sys/class/scsi host/host*/fwrev

12.4.243.17, sil-4.2.c
12.4.243.17, sil-4.2.c

# cat /sys/module/lpfc/version
0:12.6.0.0

3. HEllfc_enable FC4 typeBHBRES3 o

# cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

3

4. R R RN EN IR EIR R S BB IETE AT ©

AR .

# cat /sys/class/fc_host/host*/port name

0x10000090faelecol
0x10000090faeleco62

# cat /sys/class/fc _host/host*/port state

Online
Online

5. FEsBNVMe / FORKBhESIEIB IS DA « [EFE8T « MIELAEEEBIELIF o
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2977 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID

x012000 ONLINE
NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80£f09 DID x010201

TARGET DISCSRVC ONLINE
NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80£f09 DID x010601

TARGET DISCSRVC ONLINE
NVME Statistics

EEZENVMe/FC

1. B85 F5INVMe / FCERTE o

# cat /sys/module/nvme core/parameters/multipath
Y

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

2. eI RZER o

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB /
53.69 GB 4 KiB + 0 B FFFFFFFF

3. BusE e 0 ZERRIRATARRS o
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# nvme list-subsys/dev/nvmeOnl

Nvme-subsysf0 - NQN=nqgn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.sles 117 nvm
e ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80f09

host traddr=nn-0x20000090faelec61l:pn-0x10000090faelec6l live optimized
+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfddo1l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live optimized
+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

4. EREENetAppIMIONTAP IR 2B EANESELAEEE -

# nvme netapp ontapdevices -o column

Device Vserver Namespace Path NSID UuUID Size
/dev/nvmeOnl vs_nvme 10 /vol/sles 117 vol 10 0/sles 117 ns 10 O
1 55baf453-£629-4al18-9364-boaece3f50dad 53.69GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path" : "/vol/sles 117 vol 10 0/sles 117 ns 10 O",
"NSID" : 1,
"UUID" : "55baf453-£629-4a18-9364-b6aee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4096,
"Namespace Size" : 13107200
}
]
EXIEE
REEHNMERE -
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EFBroadcom NVMe / FCEY1MB 1/0K /)

ONTAPTE s 2 Bkl hiR S R A B EMEE A/ (MDTS) & 8 c EEMKESR K /0 BRA/NTE 1MB - HE
r'] Broadcom NVMe/FC #3254 1MB A/NHY 110 ESK » IRfEZ S i"‘?]l] ‘Ipfc’ BYMB(E "Ipfc_sg_seg_cnt SELTE
518 64 Brl% 256 ©

@ LS EBEAREAR Qlogic NVMe / FC 14 o

1. ¥& “Ipfc_sg_seg_cnt BEERTES 256

cat /etc/modprobe.d/lpfc.conf

TREZEE IR TEHABIES -

options lpfc lpfc sg seg cnt=256

2. $\17 ‘dracut -f#p % » SABEMEEN M ©
3. FEsRRI{E “Ipfc_sg_seg_cnt' 23 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

IffcsF M50 &%

R EFEAR NVMe / FC B Ipfc EBFNFER ©

1. 8% lpfc_log verbose HEEEERREA TINE—E ~ UECEENVMe/FCEHH o

#define
#define
#define
#define

REEZE
o

w N

s MS
K

RE °

LOG_NVME 0x00100000 /* NVME general events. */

LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

LOG_NVME IOERR 0x00800000 /* NVME IO Error events. */

APUT dracut-f Sp LW EMEAEH X o

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771
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