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Ubuntu
FEHA ONTAP B9 Ubuntu 24.04 B9 NVMe #4058

Ubuntu 24.04 FlIEH B R ZERFEY (ANA) Z3E NVMe over Fabrics ( NVMe over
Fabric » NVMe of ) > €135 NVMe over Fibre Channel (NVMe /FC ) FIEfth{Ess o £
NVMe IRIEH - ANA ZE[E52 iSCSI #1 FC IRIEHM ALUA ZERE « WO RE
NVMe ZEREHKEE °

T 1BEAT ONTAP 9 Ubuntu 24.04 NVMe EHE4HAE :

* [R5 NVMe - CLI E4HH NetApp SMIMENERET NVMe / FC a2 ZEfEHY ONTAP sHEER] o

* EIEEFHERENATEE (HBA) LME—F# EFEA NVMe 1 SCSI HiFRE « MAFERBEREN dm-
multipath 527 ~ MR ER NVMe fpLZER] o

MFESIRAARNEMFESN > F2REAEEHRETA" -

THRE

RIEFESR ~ Ubuntu 24.04 EEUA NVMe @i & ZERIRIIZOAE NVMe ZERK « ERNEANEEREAIRE °

EHIBR!

ONTAP BJ Ubuntu 24.04 BRIAZIEFER NVMe BEEIZELETT SAN Bt o

BB AShR A
oI LUE R YRR FREERESZERN Ubuntu 24.04 BXESRRZS ©

1. 7EfAAREZ %5 Ubuntu 24.04 © ZEETERE « SRS IGIERHITIEER Ubuntu 24.04 #%i0

uname -—-r

6.8.0-31-generic

2. L8 TNVMe-CLI (NVMe - CLI) Eff :

apt list | grep nvme

nvme-cli/noble-updates 2.8-lubuntul.l amd64
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3. 7 Ubuntu 24.04 1%t > 352 hostngn FRFE » 48HLE /etc/nvme/hostnan -

cat /etc/nvme/hostngn

ngn.2014-08.org.nvmexpress:uuid:acel8dd8-1f5a-1lec-b0c3-3a68dd6lacff

4. BB RBMFER /etc/nvme/hostngn /& “hostngn ' fIE “hostngn ONTAP [&E%5| ¥ EFRLGAER
FE

vserver nvme subsystem host show -vserver vs 106 fc nvme

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9%le-
4353-9995-bad536214631

UNE hostngn FHEAFHEFRT ° sBEH vserver modify MTEH hostngn HFE
(D) onrar BAFRGELNTE > UFATHLENT /etc/nvme/hostngn” B
"hostngn °

LTENVMe/FC

&R L% Broadcom / Emulex I Marvell/Qlogic 77 EFs&E NVMe / FC ©



Broadcom / Emulex
7 Broadcom / Emulex T EEE&E NVMe / FC o

1. AN RN ERHE

a. cat /sys/class/scsi host/host*/modelname

LPe36002-M64
LPe36002-M64

b. cat /sys/class/scsi_host/host*/modeldesc

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRITERNFIEER Broadcom 1pfc FEEMUHERENTERN o

a. cat /sys/class/scsi host/host*/fwrev

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. cat /sys/module/lpfc/version

0:14.2.0.17

MEENNTEREESIENNIEIRENEMNBE > AR EEEHRERTA" -

3. AR 1pfc enable fc4 type 3% 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

BHRILS 3 -
4. FERRAESEE OB E/EHVT « MA/CRTUEE BIRE A :

a. cat /sys/class/fc_host/host*/port name

0x100000109b£0447b
0x100000109p£0447c

b. cat /sys/class/fc host/host*/port state
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Online

Online

C. cat /sys/class/scsi _host/host*/nvme info

mErEfmL

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfc0O WWPN x100000109bf0447b WWNN x200000109b£f0447b
DID x022600 ONLINE

NVME RPORT WWPN x200£fd039€aa8138b WWNN x200ad039%9eaa8138b
DID x021006 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014096514 Issue 000000001407fcd6 OutIO
fffffffffffe9vc2
abort 00000048 noxri 00000000 nondlp 0000001lc gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000048 Err 00000077

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090f0447c WWNN x200000109bf0447c
DID x022300 ONLINE

NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039%9eaa81l38b
DID x021106 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000140970ed Issue 00000000140813da OutIO
fffffffffffea’2ed
abort 00000047 noxri 00000000 nondlp 0000002b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000047 Err 00000075

Marvell / QLogic

Ubuntu 24.04 GA U FRBEMIRIREWRERE qla2xxx EREITE BB R EHEERT o EEEEHN
ONTAP ZIREREE o



# Marvell/QLogic /T EIR&&E NVMe / FC ©

1. SR EITHE S EN T EREIFZ LSRR

cat /sys/class/fc _host/host*/symbolic name

QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k
QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k

2. ;M gl2xnvmeenable BERIE © & 0I:E Marvell N HEE1EA NVMe / FC ERENZSE(E -
cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FEHAAY ouptut 2 1 o

EYEB IMB 110 (3EFR)

ONTAP7E#BIEHISS BRI PIRERAZTRMEH A/ (MDTS) 2 8 - EEMKERK I/0 FHRA/NAIE IMB - BE
@ Broadcom NVMe/FC FE#3EH 1MB A/N8Y 1/0 B3R » fEFEZZIENN “Ipfc BIEE "Ipfc_sg_seg_cnt 281ETE
5%{H 64 B4 256 ©

()  EeEsEmERR Qogic NVMe / FC 4 -

1. # "Ipfc_sg_seg_cnt 28R ES 256 :

cat /etc/modprobe.d/lpfc.conf
TREZEERBLLUTEHEAREL -
options lpfc lpfc sg seg cnt=256

2. $\17 ‘dracut -f#p % > SABEMEEIEM o
3. FEsRRY{E “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt



R ENVMe/TCP
NVMe / TCP A5 BEEARINAE o BRI UKD connect-all @S FHIFE NVMe / TCP FREAMH

Z°f “connect °

1. DR EE IS A R IEAINVMe/TCP LIFREUR el B EEH |

nvme discover -t tcp -w <host-traddr> -a <traddr>



&

# nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ff1llefb8fed03%eabac370:discovery
traddr: 192.168.166.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.166.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.167.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%eabac370:subsystem.ubuntu 2



4.04 tcp 211

traddr: 192.168.167.155
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.155
eflags: none

sectype: none

2. FEEBELMA NVMe / TCP FiB)SS BB LIF ARG EEmE -

nvme discover -t tcp -w <host-traddr> -a <traddr>

mETEEfEL

#nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
#nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.156
#nvme discover -t tcp -w 192.168.166.150 -a 192.168.166.155
#nvme discover -t tcp -w 192.168.166.150 -a 192.168.166.156

3. 11T nvme connect-all BFIEEIETIERN NVMe / TCP EXEh23 B ZEfpEHITHS ©

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

el

#nvme connect-all -t tcp -w 192.168.167.150 -a 192.168.167.155
#nvme connect-all -t tcp -w 192.168.167.150 -a 192.168.167.156
#nvme connect-all -t tcp -w 192.168.166.150 -a 192.168.166.155
#nvme connect-all -t tcp -w 192.168.166.150 -a 192.168.166.156



10

% Ubuntu 24.04 Fa%4 » #&&REARAERT NVMe / TCP B9 Ctrl_LUS_TMOD %@B%%E;i;ﬁi L%%
(D TEAXRERART (EREAER) > MALGFEEEFEADN nvme connect-all @% (
I -1 ) EBFHRTEIEEMN ctrl loss tmo BFER nvme connect o {EEETERR
1TAT « BREHIER « NVMe / TCP 25 R A S 2480 « 1B & B/REIFRREEES

EG:ENVMe

SR UER T2 FREREE NVMe ©
EEWb\E:E&}Eﬁ*;’UWL NVMe 9@%1«( .

cat /sys/module/nvme core/parameters/multipath

TREREILHZS TY ] o

2. FEER M FIFFEREER ONTAP 852 ZERIMIESE NVMe :BE (HIE0 » ARG TEA T NetApp ONTAP 24
22 > BEH T opoliced BEAS EBRRBESZ R )

a. cat /sys/class/nvme-subsystem/nvme-subsys*/model

NetApp ONTAP Controller
NetApp ONTAP Controller

b. cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

EEDIL:‘EITI*FEJZL-LZ‘IIEEE* % %mFﬂﬂ

nvme list



mEfmh

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. DS ERREAVIERISRREIS R AN - BEABERIANAKAE

11



NVMe / FC

nvme list-subsys /dev/nvmeOnl

FaEEfEL

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%ea951c46:subsystem.
ubuntu 24.04 \

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef:pn-
0x100000109b1b95ef live optimized

+- nvme?2 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a8d039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x100000109b1b95ef live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl



mEfmh

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubun
tu 24.04 tcp 211
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0050-3410-8035-c3c04£4a5933
iopolicy=round-robin
+- nvmeO tcp
traddr=192.168.166.155,trsvcid=4420,host traddr=192.168.166.150,
src addr=192.168.166.150 live optimized
+- nvmel tcp
traddr=192.168.167.155,trsvcid=4420,host traddr=192.168.167.150,
src addr=192.168.167.150 live optimized
+- nvme2 tcp
traddr=192.168.166.156,trsvcid=4420,host traddr=192.168.166.150,
src addr=192.168.166.150 live non-optimized
+- nvme3 tcp
traddr=192.168.167.156, trsvcid=4420,host traddr=192.168.167.150,
src_addr=192.168.167.150 live non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :



ki

nvme netapp ontapdevices -o column

NSID UUID

R EfE
Device Vserver Namespace Path
Size
/dev/nvmeOnl vs 211 tcp /vol/tcpvoll/nsl

lcc7bc78-8d7b-4d8e-a3c4-750£9461a6e9 21.47GB

JSON

nvme netapp ontapdevices -0 json

"UUID":"99640dd9-8463-4c12-8282-b525b39fc10b",

RETEO %
{
"ONTAPdevices" : |
{
"Device":"/dev/nvmeOn9",
"Vserver":"vs 211 tcp",
"Namespace Path":"/vol/tcpvol9/ns9",
"NSID":9,
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size":5242880
}
]
}
EXNERE

725 ONTAP HrZ<HEY Ubuntu 24.04 B > NVMe EH&4HRE

14

N
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BEEMMEE -



AR ONTAP BY Ubuntu 24.04 B9 NVMe #4058

SIEHBAALERIZFE (ANA) B Ubuntu 22.04 3 NVMe over Fabrics ( NVMe over
Fabric ~ NVMe over Fibre Channel * NVMe / FC ) FIHEfth{&EE; o 7 NVMe IBIEH «

ANA Z[F)5? iSCSI 1 FC IRIEHEY ALUA ZERE » WLZOARE NVMe ZEREKE
{E o

THIZIBERA ONTAP #9 Ubuntu 22.04 NVMe F1#4RRE

* JRZE NVMe - CLI EfFHHY NetApp IMIMENEFRR NVMe / FC an ZERERY ONTAP s¥4HE R ©

* EIEEFHERBENAEE (HBA) LWE—F# _EFEA NVMe 1 SCSI HiFRE « MAFERBERELN dm-
multipath 527 ~ MR EA NVMe sraZEf ©

MFESIRARNEMFEEN - FEREEEHRETA" -

ThHE
TRIEFAR ~ Ubuntu 22.04 BEUA NVMe B2 ZERIIZLAE NVMe SERIE o it - FHREHEIRE °

EHIBR!
BRI RER NVMe BUEERTEEIT SAN Ftk o

BRE RS R A
IEPT LA THURR R RERER(E I Ubuntu 22.04 ERAEARZ o

1. 72{AAR8S L& 4L Ubuntu 22.04 o ZESERLE ~ AR IEEHITIEER Ubuntu 22.04 #Zi0)

# uname -r

° EHgsR o

5.15.0-101-generic

2. %% TNVMe-CLI (NVMe - CLI) Eff :

# apt list | grep nvme

° EhEEs) -

nvme-cli/jammy-updates,now 1.16-3ubuntul.l amdé64

15
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3. 1£ Ubuntu 22.04 F# I ~ BB hostngn F & /etc/nvme/hostngn -

# cat /etc/nvme/hostngn

° EhEEf)

ngn.2014-08.o0rg.nvmexpress:uuid:063a9fa0-438a-4737-b9%4-95a21c66d041

4. 52 hostngn FHRRFE hostngn ONTAP (&5 EHEFRANFE !

::> vserver nvme subsystem host show -vserver vs 106 fc nvme

° EHgsR

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-ba4536214631

WMNRZ hostngn FERMER  s5HH vserver modify SRR RKEFHT hostngn HFE
() ONTAP BHIT R4 LM « S hostnan THFE /etc/nvme,/hostnan FEEH
o

HENVMe/FC

&8I A% Broadcom / Emulex 5% Marvell/Qlogic T EI£:&E NVMe / FC o

16



Broadcom / Emulex

1. RIS ERANE RN TEREE -

# cat /sys/class/scsi _host/host*/modelname

° g o

LPe36002-M64
LPe36002-M64

# cat /sys/class/scsi _host/host*/modeldesc

° EhEEf) o

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

R I E AR EEMBroadcom 1pfc FieH N EERENIZR o

# cat /sys/class/scsi _host/host*/fwrev

14.2.673.40, sli-4:6:d
14.2.673.40, sli-4:6:d

# cat /sys/module/lpfc/version
O0: 14.0.0.4

MEX NN ERERERENNIEERARRITEE » 552 EEtHRRTA" -

3. sAHEsE lpfc_enable fc4 type MAy 3

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. FERMEREBEREWIETRT - MEGTUERBREHE !

17
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# cat /sys/class/fc_host/host*/port name

0x100000109b£0447c

0x100000109b£0447b

# cat /sys/class/fc_host/host*/port state

Online

Online

# cat /sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf0447c WWNN x200000108b£f0447c DID

x022300 ONLINE

NVME RPORT WWPN x200cd039%9eaa8138b WWNN x200ad039%9eaa8138b DID
x021509 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021108 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000005238 Issue 000000000000523a OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x1000001090bf0447b WWNN x2000001090bf0447b DID
x022600 ONLINE

NVME RPORT WWPN x200bd039%eaa8138b WWNN x200ad039eaa8138b DID
x021409 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021008 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000000523c Issue 000000000000523e OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

AR NVMe / FC B9 Marvell/QLogic FC /T E+&



Ubuntu 22.04 GA U FRBEMRIRE WA R qla2xxx EREITE BB B EHHEERR o EEEEHN
ONTAP ZIEEREE o

1. HESRICHITHRE RN E RSN MENERE
# cat /sys/class/fc _host/host*/symbolic name

° EHgsR

QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k
QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k

2. ;5HEE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{E% NVMe / FC BIENZSE(E ©

# cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable
1

EFE 1MB /O (M)

ONTAPTEHBHEHI S BRI IR ERAZRMRHE A/ (MDTS) & 8 - BEKERK I/0 ARA/NAIE 1MB - BE
@ Broadcom NVMe/FC FE#EEH 1MB A/NEY 1/0 B3R » (RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EUTE
%18 64 Bci# 256 ©

@ S ER AR A Qlogic NVMe / FC 4 o

TR
1. #& “Ipfc_sg_seg_cnt 2ERTES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIBLUATEHANGEL
options lpfc lpfc sg seg cnt=256

2. $1T “dracut -f 85 < > ABEMRABNE ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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R ENVMe/TCP

NVMe / TCP /&% BEREARIAE © B ~ MRFABESE L LT - BIE 10 D iENTERBRARRAARMIE
NVMe / TCP 2 HENEHER - EEHRAR « CRZSFEPEEHNESRRAZED 30 DiE -

1. HESDRRENSEIHE AT TR ST IRAINVMe/TCP LIFREEUR RS EE SR ¢

nvme discover -t tcp -w host-traddr -a traddr

° HHEsH -
# nvme discover -t tcp -w 10.10.11.47-a 10.10.10.122
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.bbfbdee8dfb611edbd07d03%al65590:discovery
traddr: 10.10.10.122

Ell

eflags: explicit discovery connections, duplicate discovery information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992
08.com.netapp:sn.bbfbdee8dfb61l1edbd07d03%al65590:discovery
traddr: 10.10.10.124

eflags: explicit discovery connections, duplicate discovery information

sectype: none

trtype: tcp

2. FEREMAY NVMe / TCP BiBI28 B 1% LIF AHSRESRMIBUR REcir B @& ¢
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nvme discover -t tcp -w host-traddr -a traddr

° EHgsa o

#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.122
#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.124
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.122
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.

3. 7EERRE EFREXEAY NVMe / TCP R{EhER BAREapEHA L HTT NVMe connect -all 85 ~ MEAFHERHI23E KA
RRFEIEEE /L 30 S &K 1800 7 :

nvme connect-all -t tcp -w host-traddr -a traddr -1 1800

° g o

# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.122 -1 1800

# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.124 -1 1800

# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.122 -1 1800

# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.124 -1 1800
ERsENVMe

AT UER T 52 5K58:8 NVMe °

1. FERERAZLAE NVMe ZERK !

# cat /sys/module/nvme core/parameters/multipath
Y

2. EasH{E R ONTAP fa ZEMIRVEE NVMe 278 (FIUN ~ B TE 2 NetApp ONTAP #5238 « B & T
iopolicing SR EABIR) BEEMRMAEH L :

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

21



4.

22

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

- FESIE R T IFRR R 22 -

# nvme list

° EhEEf) o

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FRTTETEE

M SRR IEER SRR RA N - BAAIERRIANARES !

=mm



NVMe / FC

# nvme list-subsys /dev/nvmeOnl

° EhEEf) -

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%a%51c46:subsystem. ub 106
\

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x10000010901b9%5ef 1live optimized

+- nvme2 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a8d039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039%ea954d17,host traddr=nn-0x200000109b1b95ef:pn-
0x10000010901b9%5ef 1live non-optimized

NVMe / TCP

# nvme list-subsys /dev/nvmelnl

° FHEss -

nvme-subsysl - NQN=ngn.1992- 08.com.netapp:sn.
bbfb4ee8dfb611edbd07d039%eal65590:subsystem.rhel tcp 95

+- nvmel tcp
traddr=10.10.10.122, trsvcid=4420, host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme2 tcp

traddr=10.10.10.124,trsvcid=4420,host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme3 tcp

traddr=10.10.11.122,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live

+- nvmed tcp

traddr=10.10.11.124,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live



5. Egz%NetAppIMIER R B BT EONTAP BB BRI B EREE

ki

# nvme netapp ontapdevices -o column

° EhEEf) -

Device Vserver Namespace Path

NSID UUID Size
1 79c2c569-b7£fa-42d5-b870-d9%d6d7e5fa84 21.47GB
JSON

# nvme netapp ontapdevices -o json

° EHgsR

"ONTAPdevices" : |

{

"Device" : "/dev/nvmeOnl",

"Vserver" : "co iscsi tcp ubuntu",

"Namespace Path" : "/vol/nvmevoll/nsl",

SNETEY o il

"UUID" : "79c2c569-b7fa-42d5-b870-d9d6d7e5fa84",
"Size" : "21.47GB",

"LBA Data Size" : 409¢,

"Namespace Size" : 5242880

by
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EHfEE

‘2 ONTAP HrZsBY Ubuntu 22.04 B9 NVMe E1#44HREHE T3S FREE -

NetApp#&:2ID
CONTAPEXT-2037

1R

Ubuntu 22.04 NVMe
FHERIEENT
BIRREHIZS

st

£ NVMe & E ~ oI LUER [ NVMe 3 -p | So KRB
BIFZIEFIZE (LC) o b2 REASEREISEEIEHEEEL—
{8 PDC ° i ~ INRE7E NVMe 4% _E#{T Ubuntu 22.04 ~ B
FRHIT T NVMe IFE -p | FFEIZEIEEN PDC - EEER
FHAMBZE LNERERRANE o
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